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Abstract 
In dentistry, panoramic X-ray images are extensively used by dentists for 
tooth structure analysis and disease diagnosis. However, the manual analysis 
of these images is time-consuming and prone to misdiagnosis or overlooked. 
While deep learning techniques have been employed to segment teeth in pa-
noramic X-ray images, accurate segmentation of individual teeth remains an 
underexplored area. In this study, we propose an end-to-end deep learning 
method that effectively addresses this challenge by employing an improved 
combinatorial loss function to separate the boundaries of adjacent teeth, 
enabling precise segmentation of individual teeth in panoramic X-ray images. 
We validate the feasibility of our approach using a challenging dataset. By train-
ing our segmentation network on 115 panoramic X-ray images, we achieve an 
intersection over union (IoU) of 86.56% for tooth segmentation and an accu-
racy of 65.52% in tooth counting on 87 test set images. Experimental results 
demonstrate the significant improvement of our proposed method in single 
tooth segmentation compared to existing methods. 
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1. Introduction 

To diagnose oral diseases, dentists rely on X-ray images to analyze the structure 
of individual teeth. Panoramic X-ray images provide visualization of tooth struc-
ture and shape, playing a crucial role in dental diagnosis. However, the analysis 
of panoramic X-ray images presents significant challenges due to various factors 
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such as image resolution, contrast brightness, noise, and the presence of dental 
restorations. Moreover, adjacent teeth can share overlapping regions, further 
complicating the analysis process. Manual analysis of X-ray images is time- 
consuming and can result in misdiagnosis or missed diagnoses [1]. With the ad-
vancements in deep learning [2], deep learning-based methods have shown prom-
ising results in various medical tasks [3]. Automatic segmentation of individual 
teeth in panoramic radiographs can aid dentists in diagnosis, reduce the time 
required for diagnosis, and lower medical costs, making it a critical task in pa-
noramic X-ray analysis. 

Traditional methods in dental segmentation primarily include region-based 
[4], threshold-based [5], clustering-based [6], boundary-based [7], and wa-
tershed-based approaches [8]. After the success of deep learning methods in 
major fields, neural networks are applied to various image segmentations. Con-
sidering the characteristics of X-ray images, convolutional neural networks may 
give higher accuracy, reliability and save diagnostic time [9]. Silva et al. [10] 
concluded that the results obtained using neural networks are better than tradi-
tional methods. Chen et al. [11] proposed a multiscale location-aware network 
and used MS-SSIM + dice loss + cross entropy (CE) with a combined loss to en-
hance the segmentation of tooth root boundaries. Nishitani et al. [12] improved 
the segmentation accuracy of tooth edges using a loss function weighted to the 
tooth edges by adding the CE of the tooth edges to the CE of the whole image. 
Koch et al. [13] used data augmentation, network integration, test time augmen-
tation and bootstrapping strategies to improve the segmentation performance of 
U-Net for panoramic X-ray images. 

Some studies have focused on instance segmentation of teeth. Jader et al. [14] 
used Mask R-CNN [15] for tooth instance segmentation. Silva et al. [16] used 
four different networks, Mask R-CNN, PANet [17], HTC [18], ResNeSt [19] for 
instance segmentation, detection and numbering of teeth, respectively. PANet 
achieved the best results. However, these methods impose strict requirements on 
tooth numbering and labeling, necessitate large datasets with high-quality anno-
tations, and suffer from sample imbalance issues when datasets are limited, af-
fecting the model’s performance, especially when teeth overlap significantly. 

Current semantic segmentation methods often yield teeth masks that are ad-
hered to each other, influenced by the degree of tooth overlap in the original 
image. This poses challenges for subsequent operations on individual teeth, such 
as tooth counting. Helli et al. [20] employed morphological methods, including 
erosion, sharpening, filtering, and contour area thresholding, to separate adhered 
teeth and estimate the number of teeth based on the count of connected compo-
nents. However, this approach requires manual adjustment of post-processing 
operations for different x-ray images, resulting in a tedious process. Moreover, it 
fails to separate teeth with severe overlap. For incisors with relatively small areas, 
the post-processing may shrink the area, making it difficult to determine an ap-
propriate threshold. 
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In this work, we propose a novel approach to encourage the model to learn 
tooth boundary features using a combinatorial loss function. This approach 
allows for the separation of tooth contours in the original image even when teeth 
are closely spaced, unlike existing semantic segmentation methods that output 
masks with connected tooth boundaries. This facilitates easier subsequent 
processing of individual teeth and significantly improves tooth counting accu-
racy. 

2. Method 
2.1. Model Architecture 

We adopt the U-Net [21] model as our baseline architecture, which is widely 
used in medical image segmentation after being proposed in 2015 because it can 
achieve very good segmentation results on small datasets. U-Net uses a classical 
encoder-decoder architecture, where each stage of the encoder consists of two 
consecutive convolution blocks, each consisting of a 3 × 3 convolution, batch 
normalization, and ReLU activation. The decoder stages involve upsampling and 
two convolution blocks to recover the original image resolution while incorpo-
rating semantic and positional information through skip connections. The final 
layer employs a 1 × 1 convolution operation. The overall model architecture is 
shown in Figure 1. Attention U-Net [22] adds attention gates to the U-Net 
model, so that the model learns to suppress irrelevant regions and focus on use-
ful features during training. The attention gates add only a small amount of 
computation and can be easily integrated into other models. The decoder’s feature  

 

 
Figure 1. The U-Net model architecture used in this study. The number of channels is denoted on top of the feature map (blue 
boxes). The shape is denoted on the edge of the feature map. 
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map and its upper encoder’s feature map are fed into the attention gates, and the 
output results are stitched with the decoder’s upsampling results and then fed 
into the decoder’s convolution block to increase the sensitivity of the model to 
foreground pixels. The U-Net++ [23] network adds a Dense-like structure to the 
U-Net skip connection and incorporates features from the next stage of convo-
lution, applying this strategy at each stage to reduce the semantic differences of 
skip connections. In addition, U-Net++ uses a pruning strategy that can balance 
the accuracy and speed of segmentation. The segmentation results can be seen in 
Figure 2. 

2.2. Proposed Hybrid Loss 

We summarize the advantages of the methods proposed in previous studies and 
design a new combined loss for segmenting tooth boundaries. Traditionally, 
tooth semantic segmentation employs a 1 × 1 convolution in the final layer, fol-
lowed by sigmoid activation and binary cross-entropy loss calculation. However, 
this approach results in masks that tightly adhere to each tooth. Inspired by 
BCNet [24], they modeled the region of interest (ROI) as two overlapping layers, 
with the top layer detecting the occluded object and the bottom layer detecting 
the occluded object. But this method obviously increases the complexity of the  
 

 
(a) Original image                       (b) Ground truth 

 
(c) U-Net                          (d) U-Net++ 

 
(e) Attention U-Net 

Figure 2. Segmentation results of different networks. 
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model. Considering that our dataset is relatively small, increasing the number of 
parameters too much may make the model less effective. Therefore, we modify 
the model’s output to consist of two channels and compute the cross-entropy 
loss (CE) with the ground truth. This modification aims to increase the model’s 
sensitivity to tooth boundary pixels, as shown in Figure 3. Considering the po-
tential loss of information during image resizing, we convert the labels into a 
two-channel tensor using one-hot encoding and calculate binary cross-entropy 
loss (BCE) with the model’s output. This step encourages the model to distin-
guish teeth from background pixels and incorporates it into the loss computa-
tion, enabling the model to differentiate between boundary pixels of adjacent 
teeth and teeth from the background. Consequently, the model’s ability to accu-
rately segment individual teeth in panoramic X-ray images is improved. The fi-
nal loss function is shown as follows. 

1 2loss CE BCEλ λ= ∗ + ∗  

3. Experiments and Results 
3.1. Dataset 

We used a challenging dataset consisting of 202 panoramic X-ray radiographs  
 

 
(a) Original image                     (b) Ground truth 

 
(c) BCE + CE                             (d) BCE 

 
(e) CE 

Figure 3. Segmentation results of single loss function and proposed loss function. 
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with teeth labeled by experts. The images had a resolution of 1118 × 606 and in-
cluded various categories such as dentures, missing teeth, and restorations. The 
dataset contained a substantial number of overlapping pixels between adjacent 
teeth. We divided the dataset into a training set of 115 images, employing 5-fold 
cross-validation, and a test set of 87 images. To enhance the model’s generaliza-
tion ability, we applied various data augmentation techniques such as random 
cropping, affine transformations, blurring, Gaussian noise, random contrast and 
brightness variations, horizontal flipping, and vertical flipping. 

3.2. Training and Evaluation Detail 

We employed three network architectures: 5-layer U-Net, Attention U-Net, and 
U-Net++. These architectures were used for semantic segmentation of teeth, 
with 64 feature maps in the top layer and 1024 feature maps in the bottom layer. 
We use the Adam optimizer with an initial learning rate of 0.0001. When the va-
lidation loss did not decrease for 5 consecutive epochs, we reduced the learning 
rate to 0.2 times its original value. And the following metrics are used to evaluate 
the performance of the model, where TP, TN, FP, and FN denote true positive, 
true negative, false positive, and false negative, respectively. 

TP TNaccuracy
TP TN FN FP

+
=

+ + +
 

TPprecision
TP FP

=
+

 

TPrecall
TP FN

=
+

 

2 recall precisionF1 score
recall precision
∗ ∗

=
+

 

TPiou
TP FN FP

=
+ +

 

In addition, the performance is further evaluated using the number of teeth 
accuracy and the average number of teeth error. T denotes the total number of 
images with correct tooth count output, ALL denotes the number of all images 
in the test set, and TS denotes the sum of tooth count errors for each image. The 
number of teeth is calculated by first binarizing the mask output from the mod-
el, converting it into a grayscale image to obtain the connected domain compo-
nent, and finally calculating the number of contours with a connected domain 
area greater than 500. To compare the performance of our proposed method, the 
method proposed by Helli [20] was used. We modified the number of iterations 
for the morphological open operation to 2 and the number of iterations for the 
erosion to 1, and also set the area threshold to 500 to compare the accuracy of 
the number of teeth obtained by the two methods. 

Tteeth accuracy
ALL

=  
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TSteeth MAE
ALL

=  

The experimental results, shown in Table 1, show that the IoU results of the 
three networks are almost the same, while the U-Net network has a higher accu-
racy in the number of teeth, a smaller average error in the number of teeth, and 
better segmentation results for a single tooth than the other two networks. 

3.3. Ablation Study 

To verify the effectiveness of our proposed method, we perform ablation study 
on the proposed loss function. We evaluate the performance of the model using 
only CE and BCE when the output channel is 2. The experiment result, as shown 
in Table 2, shows that using CE alone loses precision which is expected because 
a part of the pixels of the tooth boundaries are classified as background. But it 
will over-segment each tooth boundary while using BCE. The result shown in 
Figure 3 shows that the teeth in the output mask are adhered to each other. By 
combining these two loss functions, compared to using BCE and morphology 
method, there is a significant increase in the number of teeth accuracy on the 
test dataset. We set several different sets of parameters to explore their effects on 
the experimental results, as shown in Table 3. We found that increasing the pe-
nalty of BCE increases IoU, but the separation of single teeth becomes worse. 
Conversely, increasing the penalty of CE decreased IoU but did not improve the 
number accuracy of teeth. This observation was likely due to the high number of 
overlapping pixels between adjacent teeth in our dataset, making it challenging 
to completely separate overlapping teeth. 

Additionally, we validated our method on a publicly available dataset [25] 
containing panoramic oral X-ray images of 116 patients, which were anonymized 
and labeled by experts. We used the first 96 images for training and validation  
 
Table 1. Evaluation results of different networks. 

 Accuracy Precision Recall F1 score IoU 
Teeth 

accuracy 
Teeth 
MAE 

U-Net 0.9695 0.8896 0.9707 0.9283 0.8656 0.6552 0.51 

U-Net++ 0.9684 0.8844 0.9710 0.9256 0.8605 0.5517 0.75 

Attention U-Net 0.9693 0.8883 0.9707 0.9276 0.8643 0.6207 0.57 

 
Table 2. Evaluation results of ablation study. 

 IoU Teeth accuracy Teeth MAE 

BCE + CE 0.8656 0.6552 0.51 

BCE 0.9006 0.01 5.40 

CE 0.7864 0.4483 1.07 

BCE + morphology  0.1149 3.59 

BCE + CE 0.8656 0.6552 0.51 
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Table 3. Comparison of the ratio of two loss functions. 

 IoU Teeth accuracy Teeth MAE 

λ1 = 2, λ2 = 1 0.8511 0.6092 0.54 

λ1 = 1.5, λ2 = 1 0.8633 0.6552 0.47 

λ1 = 1, λ2 = 1 0.8656 0.6552 0.51 

λ1 = 1, λ2 = 1.5 0.8797 0.5057 0.99 

λ1 = 1, λ2 = 2 0.8801 0.4253 1.17 

 

 
(a) Original image, size of 2700 × 1200 

 
(b) Ground truth, size of 512 × 512         (c) Our method, size of 512 × 512 

 
(d) BCE, size of 512 × 512 

Figure 4. Segmentation results on a publicly available dataset. 
 
and the remaining 20 images for testing. The experimental results, as shown in 
Figure 4, demonstrated the effectiveness of our proposed method in segmenting 
individual teeth to a certain extent. 

4. Conclusion and Discussion 

The results show that semantic segmentation of single teeth with end-to-end 
deep neural networks is feasible. Among the tested network architectures, U-Net 

https://doi.org/10.4236/ojst.2024.146025


Y. Sun et al. 
 

 

DOI: 10.4236/ojst.2024.146025 324 Open Journal of Stomatology 
 

achieved the best results, with a segmentation IoU of 86.56% and an accuracy of 
65.52% in terms of the number of teeth. Importantly, our proposed method is 
easily transferable to other models and suitable for end-to-end semantic segmenta-
tion of adherent objects. However, there are still opportunities for further opti-
mization and improvement in our work. The performance of segmentation can 
be enhanced through additional research and development. Future work in this 
area will focus on segmenting and numbering instances of teeth in panoramic 
dental X-rays, as well as detecting abnormalities in the oral cavity. This advance-
ment will enable the automatic generation of diagnostic reports and contribute 
to reducing diagnostic time. 
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