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Abstract 
Statistics is a powerful tool for data measurement. Statistical techniques 
properly planned and executed give meaning to meaningless data. The diffi-
culty some practitioners encounter hinges on the fact that though there are 
numerous statistical methods available for use in analysis, the extent of their 
understanding and ease of using these tools for analysis is limited. This study 
has twofold purpose: firstly, literature on categorical data commonly used in 
research was reviewed; next, we reported the results of a survey we designed 
and executed. Categorical data was collected via questionnaire and analyzed 
to serve as a backbone of the robustness of categorical data. Several conjec-
tures about the independence of the socio-economic variables and e-commence 
were tested. Some of the factors influencing patronage of e-commerce were 
identified. It is clear from the literature that as one’s academic qualifica-
tion improves, there is an associated improvement in their preference for 
e-commerce, but the results revealed otherwise. Size of family was found to 
influence e-commerce. Both income and social status positively affected pa-
tronage in e-commerce. Gender also appeared to affect patronage in e-commerce. 
62.3% of staff had patronized e-commerce. This shows that e-commerce pa-
tronage was gradually increasing. It is therefore our considered view that pol-
icy documents regulating and monitoring the use of e-commerce be devel-
oped to increase e-commerce participation across the globe. It is also recom-
mended that the bottlenecks which obstruct patronage in e-commence be 
addressed so that a lot more staff will develop a positive attitude towards 
e-commerce. 
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1. Introduction 

Statistics has been and is still a very powerful tool for data measurement. If 
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properly planned and executed, it gives meaning to meaningless numbers. Sta-
tistical analysis is therefore a powerful technique that helps to find patterns and 
differences in the data as well as identify relationships between variables. The 
nature of the data collected and the design of the study determines the appropri-
ate significance test that should be used [1]. Over the past three to four decades, 
series of papers and books on categorical data have been published to throw light 
on the principles governing categorical data. The works of countless scholars 
and researchers like References [2] and [3] have documented a unified approach 
to the analysis of categorical data. These set of approaches have a number of sig-
nificant advantages over traditional methods of analysis. The approaches link the 
analysis of categorical data to the general linear models and provide a compre-
hensive and unified scheme for the analysis of multidimensional contingency ta-
ble. Recent researchers have found the relationship of categorical response va-
riables with one or more explanatory variables [4]. The difficulty some practi-
tioners often encounter hinges on the fact that though there are numerous sta-
tistical analysis methods available for use in data analysis, the extent of their 
knowledge, understanding and ease of using these tools for analysis and applica-
tion to policy evaluation and research is quite limited. 

The purpose of the study is twofold: first and foremost, we reviewed and illu-
strated categorical data methods commonly used in applied research with em-
phasis on categorical variables, ordinal and nominal data, contingency table 
analysis, principles governing use of Chi-square, Cramer’s V and modeling pro-
cedures. Basically, we wanted our readers to have an in-depth knowledge, cut-
ting-edge understanding and appreciate how to design, collect and use the prin-
ciples governing categorical data for data analysis. In the second section, we re-
ported the results of a small survey conducted in which we identified some of the 
common goals of significance testing. In achieving this, we designed and col-
lected categorical data via questionnaire, coded and analyzed it to serve as a 
backbone of the robustness of categorical data. We tested several claims, conjec-
tures and hypothesis about the independence nature of the socio-economic va-
riables and the response variable. 

In particular, we hypothesized that the two categorical variables:  
 Patronage of e-commerce and age are independent; 
 Patronage of e-commerce and size of family are independent; 
 Patronage of e-commerce and region are independent; 
 Patronage of e-commerce and gender are independent; 
 Patronage of e-commerce and location are independent; 
 Patronage of e-commerce and level of education are independent; 
 Patronage of e-commerce and social status are independent; 
 Patronage of e-commerce and marital status are independent; 
 Patronage of e-commerce and religious affiliation are independent; 
 Patronage of e-commerce and level of income are independent; and 
 Patronage of e-commerce and kind of occupation are independent. 
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1.1. Merits Associated with Categorical Data Analysis (CDA) 

The merits associated with Categorical Data Analysis (CDA), which none other 
statistical method has included but not limited to the following: 

1.1.1. Label Encoder 
Researchers can use the CDA method to transform non-numerical labels to nu-
merical labels. This transformation cannot be done with some other statistical 
methods. 

1.1.2. Combining Levels 
The CDA procedure has the ability to avoid redundant levels in a categorical va-
riable. It does so by simply combining the different rare levels by applying tech-
niques like the business logic, frequency or response rate. 

1.1.3. Dummy Coding 
CDA can also adopt dummy coding in converting a categorical input variable 
into continuous variable. As the name suggests, CDA duplicates variables which 
represents one level of a categorical variable with one (1) for presence of a level 
and zero (0) for the absence of a level 

1.2. Categorical Variable 

Categorical variable is a variable that can take on one of a limited and usually 
fixed number of possible values, assigning each individual or unit of observation 
to a particular group or nominal category on the basis of some qualitative prop-
erties. According to reference [5], categorical data analysis is the analysis of data 
where the response variable has been grouped into a set of mutually exclusive 
ordered or unordered categories. Additionally, reference [5] has defined a cate-
gorical variable to be one for which the measurement scale consists of a set of 
categories that are non-numerical. Reference [6] has also alluded to the fact that 
categorical variables are used to organize observations into groups that share a 
common trait. The concept of categorical data was developed by [7] who classi-
fied the measurement scale into four categories namely nominal, ordinal, inter-
val and ratio scales. He further prescribed the analysis techniques that are ap-
propriate for the analysis of each of the four measuring scales. Throughout his-
tory, researchers have critiqued these prescribed statistical analysis schemes. 
Reference [8] has proposed a hierarchy under the following classifications to 
consist of grades, ranks, counted fractions, counts, amounts and balances. 

Categorical data consists of counts and not measurements and therefore en-
capsulates all sampling units obtained by counting. The method does not depend 
on any assumptions about the parameter of the population and generally as-
sumes that data are measured at the nominal or ordinal levels. It also involves 
the statistical treatment of categorical response variables to ascertain any intrin-
sic factor. Reference [6] has posited that the number of groups within any cate-
gorical variable should not exceed twenty; in addition, the procedure must be 
such that the researcher can distinguish between independent (explanatory) and 
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dependent (response) variables. Categorical variables are pervasive in the social 
sciences for measuring attitudes and opinions, in biomedical sciences, it meas-
ures outcomes such as whether a medical treatment was successful or not; in the 
behavioral sciences (measures type of mental illness); in epidemiology and pub-
lic health (measures contraceptive method); in education (measures response of 
students to examination questions); in marketing (measures consumer prefe-
rence); in engineering sciences and industrial quality control (measures classifi-
cation of items to see if they conform to certain standards). 

There are basically two common types of hypothesis testing problems that are 
addressed with categorical data analysis. We might want to find: 

1) How well a sample distribution corresponds with a population distribu-
tion? (We can hypothesize that the distribution of student dislike of statistics 
over the last 5 years has not changed and collect sample data to support or refute 
the claim) 

2) An evidence for a relationship between two qualitative variables, thus ne-
cessitating the need to analyze a cross-classification of two discrete distributions. 
(We can hypothesize that there is no relationship between gender and fear of 
Statistics) 

All over the world, people especially researchers love to clump things into 
categories of all kinds, this tendency of categorization into little bins of distinct 
categories is an activity that should not be overlooked especially when issues of 
strategic analysis are involved. In choosing an appropriate statistical method for 
a categorical data situation, one should consider the measurement scale of both 
the response (dependent) and explanatory (Independent) variable as well as the 
form in which the data are best characterized. Categorical data methods apply to 
situations when the response (dependent) variable is nominal or ordinal. The 
next section is devoted to the explanation of the nominal and ordinal scales. Re-
searchers have proposed a number of ways of analyzing and interpreting cate-
gorical data, prevalent among them is the use of the contingency table. This sta-
tistical tool is used to establish whether there is a relationship between two cate-
gorical variables. 

1.3. Ordinal and Nominal Variables 

Qualitative research, qualitative data and qualitative variables are all concerned 
with opinions, feelings and experiences which can vary from one individual to 
the other. In this discourse we proffer to use variable or data interchangeably. 
Qualitative variables are of two main kinds; ordinal and nominal. An in-depth 
knowledge about and understanding of the concepts of ordinal and nominal va-
riables will go a long way to unravel the mysteries surrounding their use, analy-
sis, interpretation, and drawing of statistical inference. Next, it will help the re-
searcher to decide on the appropriate statistical analysis that must be used for 
the assigned values. 

The first kind, ordinal data have categories which could be ordered or ranked; 
they cannot be counted. The ordering comes naturally; however, this ordering 
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does not have a standard scale on which the difference in variable in each scale 
can be measured. Ordinal variables generally indicate that some subjects or ob-
jects are better than others but then, it cannot say by how much better they are 
because the intervals between the categories are not equal. The position of or-
dinal variable in the quantitative-qualitative classification is fuzzy, researchers 
often treat them as qualitative, using methods for nominal variables even though 
by all standards ordinal variables more closely resemble interval variables than 
they resemble nominal, this is because they possess quantitative features like 
greater than or smaller than. As proposed by [5], if S is an ordinal scale that as-
signs real numbers in   to the elements of a set P observations then, 

SP →  

such that 

( ) ( )ı j S ı S j> ↔ >  for all ,ı j P∈  

Such a scale S preserves the one-to-one relationship between numerical order 
values. Under an ordinal scale of measurement, the observed data are ranked in 
terms of degree to which they possess a characteristic of interest. Instances of 
this scale of measurement follows: patient condition (good, bad, critical); rank in 
graduating class (90th percentile, 70th percentile, 50th percentile); type of degree 
(BSc., MSc., PhD); social status (lower, middle, upper); division of degree (first 
division, second division-upper or lower, third division, pass and fail); place of 
settlement (rural, peri-urban urban); customer satisfaction (very poor, poor, not 
quite sure, good, very good); level of education (no education, junior high 
school, senior high school, first degree, master’s degree, terminal degree); profi-
ciency level (advanced, intermediate, novice). Rating also falls under ordinal va-
riables (respondent can be asked to rate their happiness on a scale of 1 to 5); the 
agreement – disagreement scale and such other scales. The Likert scale with at-
titudinal response variables of three, four, five or seven responses can be seen as 
a partial ordinal variable when there is an inclusion of the option “Neutral or do 
not know”. It is fully ordinal without the inclusion of the “Neutral or do not 
know” option. Respondents can be asked to rate the food served by a restaurant 
using the Likert scale. It should be mentioned that ordinal data are not real 
numbers and therefore cannot be placed on the number line, it is not appropri-
ate to apply any of the rules of basic arithmetic to ordinal data, that is to say, we 
cannot add, subtract, multiply or divide, this limitation limits us to the type of 
analysis we can do with such data. 

The second kind, nominal data can be defined as data that is used for naming 
or labelling variables, without any quantitative value. Nominal data involves 
categories that have no particular order, and which are mutually exclusive. These 
categories may not require the assignment of numerical values, but only unique 
identifiers or as the name implies [5]. As indicated by reference [5], nominal da-
ta are names or labels put on some variables, however, there is no measure of 
distance between the values. Classical examples are: Nationality; names of people 
or things; hair colour or eye; race; gender; qualification; religious affiliation; 
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brand of soap; brand of vehicle; level of motivation; motives for travelling; ma-
rital status and so on. Nominal variables with only two categories are often said 
to be binary or dichotomous.  

A variable’s measurement scale determines which statistical methods are ap-
propriate. In the measurement pyramid, ordinal variables are higher than no-
minal variables. Statistical methods that are used for variables that are at higher 
levels cannot be used for variables at the lower level, because their categories 
have no meaningful ordering, on the hand, statistical methods that are used for 
variables that are at the lower level can be used for variables at higher levels by 
ignoring the ordering of the categories [9]. 

1.4. Contingency Table Analysis (R × C) 

Studies about complex data involve a combination of non-parametric and mod-
el-based testing and estimation procedures. Contingency table (also known as 
crosstabs or two-way tables) is a type of table in a matrix format that displays the 
frequency distribution of the variables. Purposefully, a contingency table pro-
vides a way of portraying data that can facilitate the computation of probabili-
ties. The table helps in determining conditional probabilities very easily. It dis-
plays sample values in relation to two different variables that may be dependent 
or contingent on one another. The method is synonymous to categorical data 
analysis. It is widely used in bio-medical, marketing, engineering, social sciences 
and business research. The major questions addressed by contingency tables are 
whether the variables under study are independent or not. It also assesses which 
of two models provides the best explanation for an available data. It is worthy to 
note that contingency tables are suitable for nominal, ordinal, interval and ratio 
variables regardless of the number of categories these variables might have. We 
consider inferences for contingency tables, in particularly, we look at the analysis 
of two-way tables for the assessment of significant association between two va-
riables and by extension, the analysis of sets of two-way tables for testing condi-
tional independence of two variables. We note the statistics for three cases: Case 
1, where both the row (exposure or factor variable) and column (response varia-
ble) are nominal. Case 2, when only the column is ordinal and Case 3, when 
both the row and column variables are ordinal. In these cases, scores are as-
signed as ranks or integers in ordinal variables.  

The Exact inference for the 2 × 2 table was proposed by [10]. If π denotes the 
odds ratio, and H0 and H1 the null and alternative hypothesis respectively, then 
the one-tailed p-value for the Fisher's exact test for H0: π = 1 against the H1: π > 1 
is obtained by summing the probabilities corresponding to tables in which the 
sample odds ratio is at least as large as the observed, or equivalently those tables 
whose cell count for the first row and first column is at least as large as n11. Fish-
er showed that conditioning on the row and column margins from the observed 
table with cell counts (n11, n12, n21, n22) gives the probability of observing n11 = t 
as 
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where the index of summation, u, ranges from the maximum of 0 and 

1. .1N N N+ −  to the minimum of 1.N  and .1N , the possible values for n11 for 
the given marginal totals. Under H0, Expression 1 with π = 1 is the hypergeome-
tric distribution. A two-sided p-value is calculated by summing the probabilities 
of tables from the reference set whose probabilities are no larger than the proba-
bility of the observed table. It is significant to note that this approach is adopted 
when the sample size is small, that notwithstanding it is also valid for all sample 
sizes. This method is used because the significance of the deviation from a null 
hypothesis can be calculated exactly. 

1.5. Chi-Square Test of Independence 

It has been alluded by reference [11] that the Chi-square statistic is a non-parametric 
tool designed to analyze group differences when the dependent variable is meas-
ured at a nominal level. Like all non-parametric statistics, the Chi-square is ro-
bust with respect to the distribution of the data. Specifically, it does not require 
equality of variances among the study groups or homoscedasticity in the data. It 
permits evaluation of both dichotomous independent variables and of multiple 
group studies. Unlike many other non-parametric and some parametric statis-
tics, the calculations needed to compute the Chi-square provide considerable 
information about how each of the groups performed in the study. This richness 
of detail allows the researcher to understand the results and thus, to derive more 
detailed information from this statistic than from many others. It is required 
that the study groups be independent, otherwise, a different test must be used if 
the two groups are related.  

The primary use of the chi-square test is to examine whether two variables are 
independent or not. In other words, we want to find out if the two factors are 
related or not, we say that one variable is “not correlated with” or “independent 
of” or “not related with” the other if an increase in that variable is not associated 
with an increase in the other. If two variables are correlated or related, their val-
ues tend to move together, either in the same or in the opposite direction. 
Chi-square examines a special kind of correlation between two nominal va-
riables. Chi-square is a significance statistic, and thus should be followed with a 
strength test statistic. The Cramer’s V is the most common strength test used to 
test the data when a significant Chi-square result has been obtained. Merits of 
the Chi-square include its robustness with respect to distribution of the data, its 
ease of computation, the detailed information that can be derived from the test, 
its use in studies for which parametric assumptions cannot be met, and its flex-
ibility in handling data from two-group and multiple-group studies. Limitations 
include its sample size requirements, difficulty of interpretation when there are 
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large numbers of categories (20 or more) in the independent or dependent va-
riables, and tendency of the Cramer’s V to produce relatively low correlation 
measures, even for highly significant results [11]. 

The assumptions associated with the chi-square test are fairly straightforward: 
The data at hand must have been randomly selected (to minimize potential bi-
ases) and the variables in question must be nominal or ordinal. Regarding the 
hypotheses to be tested, all chi-square tests have the same general null and alter-
native hypothesis. The null hypothesis states that there is no relationship be-
tween the two variables, while the alternative hypothesis states that there is a re-
lationship between the two variables. The test statistic follows a chi-square dis-
tribution, and the conclusion depends on whether or not the obtained statistic is 
greater that the critical statistic at a chosen alpha level. The test statistics is: 

( ) ( )22
02

all cells ,

Observed  Expected
Expected

ij eij

i j eij

f f

f
χ

−−
= =∑ ∑           (1) 

The test statistic measures the difference between the observed counts and the 
expected counts assuming independence. Equation (1) is called chi-square statis-
tic because if the null hypothesis is true, then it has a chi-square distribution 
with ( )( )1 1r c− −  degrees of freedom. 

Studies done on this statistic indicates that If the χ2-statistic is large, it implies 
that the observed counts are not close to the expected counts if the two variables 
were independent. Thus, large values of χ2 give evidence against the H0, and 
supports the H1. 

The p-value of the chi-square test is the probability that the χ2-statistic, is 
larger than the value we obtained if H0 is true. Also, if H0 is true, the χ2-statistic 
has chi-square distribution with ( ) ( )1 1r c− × −  degrees of freedom. 

It is worth noting the following about the Chi-square distribution: 
 It is not symmetric; 
 All values are positive; 
 The shape of the chi-square distribution depends on the degrees of freedom; 
 Hypothesis test involving chi-square is usually one-tailed. We aim at finding 

out if the observed sample distribution significantly differs from the hypothe-
sised distribution. Low values of chi-square indicate that the sample distribu-
tion and the hypothetical distribution are similar to each other, high values 
indicate that the distributions are dissimilar; 

 A random variable has a chi-square distribution with N degrees of freedom if 
it has the same distribution as the sum of the squares of N independent vari-
ables, each normally distributed and having expectations 0 and variance 1. 

1.6. Cramer’s V (φc) 

This test is a measure of the strength of association between two categorical va-
riables. The values range from zero (0) to one (1). Cramer’s V (φc) is a symme-
trical measure, what that means is that it does not matter which variables appear 
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in the columns or rows. When φc is zero (weak), it implies there is no association 
between the variables; when φc is exactly one (1), it implies there is a very strong 
association between the variables. Let a sample of size n of the simultaneously 
distributed variables S and Y for 1,2, , ; 1, 2, ,i r j k= =   be given frequencies, 
then Cramer’s V is computed by taking the square root of the Chi-square di-
vided by the sample size n, and the minimum dimension minus 1. 

( ) ( )
2 2

min 1, 1 min 1, 1
nV

k r k r
ϕ χ

= =
− − − −

. 

where, 
n is the grand total 
k is the number of columns 
r is the number of rows 
φ is the phi coefficient 
χ2 is the value of the Pearson’s Chi-square test  
The p-value for the significance of V is the same one that is calculated using 

the Pearson’s Chi-square test 
The step-by-step procedure for obtaining the phi coefficient is also outlined 

below in Table 1 below. 

1.7. Concepts on E-Commerce 

Electronic commerce (E-commerce) was deployed to boost business transactions 
which involves the selling and buying of information, services, and goods by 
means of computer telecommunications networks. It usually refers to the trad-
ing of goods and services over the Internet. E-commerce consists of business-to- 
consumer and business-to-business commerce as well as internal organizational 
transactions that support those activities. With the wide adoption of the Internet 
and the introduction of the World Wide Web in 1991 and of the first browser 
for accessing it in 1993, most e-commerce shifted to the Internet. More recently, 
with the global spread of smartphones and the accessibility of fast broadband 
connections to the Internet, much e-commerce moved to mobile devices, which 
also included tablets, laptops, and wearable products such as watches [5]. It has 
been observed that although traditional methods still exist, online shopping 
transactions have increased rapidly. 
 
Table 1. Tabular representation of a 2 × 2 matrix for calculating the Cramer’s V. 

 1Y =  2Y =  Total 

1X =  11n  12n  1.n  

2X =  21n  22n  2.n  

Total .1n  .2n  n 

11 22 12 21

1. 2. .1 .2

n n n n
n n n n

ϕ −
= . 
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Several studies have documented the determining factors in e-commence, 
predominant among them are the following: Quality of website; convenience; 
searching brands; information search; shopping experience; social interactions; 
information usability; payment systems; security; price; ease of use; satisfaction; 
reliability of website; secure payments; customization; interaction; internet 
access; website aesthetics; experience; age; learning capacity; purchasing prefe-
rences; consumers’ characteristics; contextual factors; perceived uncertainty; 
perceived benefits; individual differences and technological developments [7] [8] 
[11]-[21]. 

Reference [22] has investigated the relationship between the dependent factor 
“abandonment factors” against four independent variables namely: risk; naviga-
tion; finance and purchase and two dummy variables: age and level of education. 
They aimed at finding the effects of these variables on e-commerce transactions 
in Nigeria. Interestingly the study revealed that risk, navigation, finance and 
purchase had significant impact on the abandonment of online purchases. But, 
age and level of education appeared not to have any significant impact on the 
abandonment of online purchases. 

1.8. Simulation 

A simulation study was done on some online goods patronized and the number 
of customers who had to leave the platform after some time on the platform due 
to unavailability of the indicated items in stock. This scenario is presented in 
Table 2. Figure 1 gives a graphical representation of the number of shoppers 
who left the platform due to unavailability of stock. 

2. Methods 

This study falls directly under the case study qualitative research design, there-
fore the rules governing this design were carefully followed. The targeted popu-
lation of study were all university staff across the globe, but due to logistical con-
straints, one of the universities in Africa - Ghana, was used as a case study, 
therefore all adults who were living and working in the Takoradi Technical Uni-
versity community within the period 1st to 30th June 2021, were used as the study  
 
Table 2. Number of Shoppers leaving platform due to unavailability of stock. 

Goods Minutes Leaving 

T-shirt 8.18 65 

Bag 9.68 43 

Perfume 9.52 71 

Sandal 8.93 73 

Shoe 9.40 79 

Necklace 8.05 69 

Wig 8.88 68 
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Figure 1. Line graph of shoppers leaving platform due to unavailability of stock items. 
 
units, the conclusions that will be drawn about the study will therefore be deli-
mited to such staff, but results could be used as a generalization of staff in simi-
lar institutions. Participants below the age of eighteen were excluded from the 
study, moreover, students, irrespective of their ages were also excluded. A de-
tailed structured closed-ended questionnaire which covered thirteen thematic 
areas was developed and pretested. This measuring scale was used so that we 
could assign a numerical value to otherwise subjective opinions. A stratified two 
stage cluster sampling technique was employed to obtain the data. The first stage 
sampling block was achieved by dividing the University community into five 
blocks, namely: Administration block; applied arts and technology block, ap-
plied sciences block; engineering block and the Business block. The second stage 
was achieved through stratification by age, gender, level of education, religious 
affiliation, location, occupation, region, level of income, family size, and social 
status. 

From each stratum, the sample-proportional to size method was used to select 
the appropriate sample size from each of the homogenous groups. Once the 
sampling units were identified, questionnaires were administered to them. The 
response variable (also known as the dependent variable) of the study was the 
use of internet in business transactions (e-commerce). This was unearthed using 
the closed question “When was the last time you patronized, purchased or or-
dered goods and services for personal use via the Internet using either your mo-
bile phone or websites. 

This question had four categories namely: Never used it before; One to three 
months; three to six months; and over six months. There were eleven explanato-
ry or independent variables in the study: Age; gender; marital status; level of 
education; religious affiliation; location; occupation; region; level of income; 
family size and social status 

A sample size of 300 was enumerated instead of the entire staff population of 
900 due to logistical constraints. The data was combed, coded and keyed into 
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SPSS version 20. Frequency and percentages were first obtained from the res-
pondents according to their status on e-commerce. Pie charts and tables were 
used to explore the data. Chi-square test of independence was performed to ex-
amine the relationship between their e-commerce status and the eleven expla-
natory variables. Likelihood ratio test was also conducted to ascertain which 
model was more appropriate in the analysis 

Cramer’s V measure was used to test the strength of association between two 
categorical variables. 

3. Results 

The results of the analysis are presented as Tables.  

4. Discussion 

Table 3 reveals the percentage of staff who fell into various categories of both 
the response variable and the eleven explanatory variables. A greater number of 
staff (33.7%) had not patronized e-commerce. Thirty-three percent (33%) were 
recent users of that platform while 17% had patronized the platform over the last 
six (6) months. Most (43.3%) of the staff sampled were less than 28 years old. 
Almost the same number of males and females were sampled even though the 
males had a slight urge over the females. Of the number sampled, majority 
(51.7%) were not married. We infer again that a greater number of staff (44%) 
were from the Western part of the country, moreover, majority belonged to the 
Christian community.  

With respect to the family or household size we noted that a greater percen-
tage (30.3%) belonged to the 3 or less category. In addition to that, majority lived 
in the urban community. Regarding the level of Education, a greater proportion 
had bachelor degrees. With Social status, majority (65.3%) found themselves 
within the middle class. In respect of the income Level, a lot more people were in 
the lower middle-income bracket than in the others. Finally, it was also revealed 
that a greater proportion (40.3%) of staff sampled belonged to the teaching ca-
dre. 

Taking a cursory view of Table 3, we note particularly that the three hundred 
(300) staff selected cuts across all independent variables, namely: Occupation; 
age; gender; social status; religious status; marital status; level of education; fam-
ily size; region of descent; place currently living and level of income. We also 
note that the distribution of staff to the dependent variable which sought to in-
vestigate the last time they patronized e-commerce was fairly distributed, this 
gives us some hope that the further analysis which will be done through the use 
of the Chi-square statistic will be very reliable and dependable. 

Following is the result from the cross tabulation which reported on the Pear-
son Chi-square significant test, the Likelihood test, the linear-to-linear associa-
tion, the Phi and the Cramer’s V. In addition, a Likelihood ratio test was con-
ducted to ascertain which of the models was appropriate for the significant test. 
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Table 3. Frequencies and percentages of staff according to e-commerce status. 

Explanatory 
variables Categories 

Count Percentage 

The Last time staff 
patronized or purchased 
goods via e-commerce 

Never used it before 101 33.7 

One to three months 99 33.0 

Three to six months 49 16.3 

Over Six months 51 17.0 

Age 

18 - 27 130 43.3 

28 - 37 78 26.0 

38 - 47 57 19.0 

48 and above 35 11.7 

Gender 
Male 154 51.3 

Female 146 48.7 

Marital Status 

Single 173 57.7 

Married 114 38.0 

Widow/Divorced 13 4.3 

Region of Birth 

Ahafo 7 2.3 

Bono 11 3.7 

Ashanti 20 6.7 

Bono East 11 3.7 

Central 43 14.3 

Eastern 14 4.7 

Greater Accra 20 6.7 

Volta 16 5.3 

Western 132 44.0 

Western North 13 4.3 

North of Ghana 13 4.3 

Religious Affiliation 

Christianity 243 81.0 

Islamic 44 14.7 

Traditionalist 13 4.3 

Size of Family 

3 or less people 91 30.3 

4 people 79 26.3 

5 people 53 17.7 

6 people 77 25.7 

Place of Location 

Urban 174 58.0 

Peri-Urban 65 21.7 

Rural 61 20.3 
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Continued 

Level of Education 

College 84 28.0 

Bachelor 131 43.7 

Masters 73 24.3 

PhD 12 4.0 

Social Status 

Lower 37 12.3 

Middle 196 65.3 

Upper 67 22.3 

Occupation 

Directorate of ICT 19 6.3 

Registry/Transport 70 23.3 

Directorate of Finance 13 4.3 

Lecturer/Professor/Technician/service Person 121 40.3 

Health Directorate 11 3.7 

Directorate of Physical Development 66 22.0 

Income Level 

High 20 6.7 

Upper-Middle 116 38.7 

Lower-Middle 121 40.3 

Low 43 14.3 

Source: Field data. 

 
In interpreting the cross-tabulation results presented in Table 4, we asked 

ourselves this question: Are the observed counts so different from the expected 
counts that will warrant the conclusion that a relationship exists between the two 
variables? Based on this question, we observed the actual values and the expected 
values within each cell, we noted that the observed values and expected values 
were quite similar, there were a few discrepancies though, the absolute residual 
values varied from as small as 0.1 to a high value of 3.5 for the religious affilia-
tion variable; 0.1 to 6.8 for the kind of occupation variable; 0.3 to 8.1 for the 
education variable and 0.6 to 4.1 for the place of location variable, just to men-
tion a few, with these observations, we can confidently say that the two categori-
cal variables as formulated in the conceptual framework are independent of each 
other. The chi-square results support this observation with a low Chi-square 
value (high significance value) of 3.982 (0.679); 6.137 (0.726); and 24.787 (0.735) 
in the variables: level of education; age and kind of occupation respectively. We 
notice again that the measures of association provided by the linear-to-linear 
association were too small (0.077; 0.017; 0.345) and do not approach signific-
ance. In reporting the output, Chi-square did the analysis over a two-tailed pa-
radigm, the reason being that it is more difficult to reject our null hypothesis 
with a two-tailed test than it is with a one-tailed test, a statistically significant 
result under a two-tailed assumption would also be significant under a one-tailed 
assumption. 
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Table 4. Cross tabulation of eleven predictor variables and one response variable and chi-square analysis. 

Predictor variables   

The Last time patronized or 
purchased goods via e-commerce 

Value Sig. 
Never 
before 

1 to 3 
months 

3 to 6 
months 

Over 
6 months 

Size of Family 

2 or less 
Observed 10 19 3 2 Chi-Square 20.108 0.065 

Expected 11.4 11.2 5.6 5.8 Likelihood 19.965 0.068 

3 people 
Observed 17 17 13 10 Linear-Lin. 0.289 0.591 

Expected 19.2 18.8 9.3 9.7    

4 people 
Observed 27 29 12 11    

Expected 26.6 26.1 12.9 13.4 Phi 0.259 0.065 

5 people 
Observed 15 13 12 13 Cramer’s V 0.149 0.065 

Expected 17.8 17.5 8.7 9.0    

6 or more 
Observed 32 21 9 15    

Expected 25.9 25.4 12.6 13.1    

High 
Observed 5 6 3 6 Chi-Square 16.619a 0.055 

Expected 6.7 6.6 3.3 3.4 Likelihood 17.724 0.039 

Level of Income 

Upper-Middle 
Observed 31 41 23 21 Linear-Linear 5.140 0.023 

Expected 39.1 38.3 18.9 19.7    

Lower-Middle 
Observed 44 42 21 14    

Expected 40.7 39.9 19.8 20.6 Phi 0.235 0.055 

Low 
Observed 21 10 2 10 Cramer’s V 0.136 0.055 

Expected 14.5 14.2 7.0 7.3    

Lower 
Observed 19 6 5 7 Chi-Square 11.369a 0.078 

Expected 12.5 12.2 6.0 6.3 Likelihood 11.552 0.073 

Social Status 

Middle 
Observed 61 64 36 35 Linear-Lin. 0.000 1.000 

Expected 66.0 64.7 32.0 33.3    

Upper 
Observed 21 29 8 9 Phi 0.195 0.078 

Expected 22.6 22.1 10.9 11.4 Cramer’s V 0.138 0.078 

Gender 

Male 
Observed 56 40 26 32 Chi-Square 8.134a 0.043 

Expected 51.8 50.8 25.2 26.2 Likelihood Ratio 8.191 0.042 

Female 
Observed 45 59 23 19 Phi 0.165 0.043 

Expected 49.2 48.2 23.8 24.8 Cramer’s V 0.165 0.043 

College 
Observed 34 30 10 10 Chi-Square 11.278 0.257 

Expected 28.3 27.7 13.7 14.3 Likelihood 13.198 0.154 

Bachelor 
Observed 40 42 26 23 Linear-Lin. 1.664 0.197 

Expected 44.1 43.2 21.4 22.3    

Level of Education Masters 
Observed 21 22 13 17    

Expected 24.6 24.1 11.9 12.4 Phi 0.194 0.257 
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PhD 
Observed 6 5 0 1 Cramer’s V 0.112 0.257 

Expected 4.0 4.0 2.0 2.0    

Christian 
Observed 80 82 37 44 Chi-Square 3.982a 0.679 

Expected 81.8 80.2 39.7 41.3 Likelihood 4.159 0.655 

Religion 

Islamic 
Observed 17 13 10 4 Linear-Lin. 0.077 0.781 

Expected 14.8 14.5 7.2 7.5 Phi 0.115 0.679 

Traditional 
Observed 4 4 2 3 Cramer’s V 0.081 0.679 

Expected 4.4 4.3 2,1 2.2    

Single 
Observed 50 63 30 30 Chi-Square 7.492a 0.278 

Expected 58.2 57.1 28.3 29.4 Likelihood 7.183 0.304 

Marital Status 

Married 
Observed 48 32 17 17 Linear-by-Linear 0.345 0.557 

Expected 38.4 37.6 18.6 19.4 Phi 0.158 0.278 

Divorced 
Observed 3 4 2 4 Cramer’s V 0.112 0.278 

Expected 4.4 4.3 2.1 2.2    

Age 

18 - 27 
Observed 44 48 19 19 Chi-Square 6.137a 0.726 

Expected 43.8 42.9 21.2 22.1 Likelihood 6.092 0.731 

28 - 37 
Observed 21 25 17 15 Linear-Lin 0.017 0.898 

Expected 26.3 25.7 12.7 13.3    

38 - 47 
Observed 23 15 8 11 Phi 0.143 0.726 

Expected 19.2 18.8 9.3 9.7 Cramer’s V 0.083 0.726 

Above 48 
Observed 13 11 5 6    

Expected 11.8 11.6 5.7 6.0    

Place of Location 

Urban 
Observed 56 59 27 32 Chi-Square 11.278 0.257 

Expected 58.6 57.4 28.4 29.6 Likelihood 13.198 0.154 

Peri-Urban 
Observed 26 19 10 10 Linear-by- 1.664 0.197 

Expected 21.9 21.5 10.6 11.1    

Rural 
Observed 19 21 12 9 Phi 0.194 0.257 

Expected 20.5 20.1 10.0 10.4 Cramer’s V 0.112 0.257 

Directorate of ICT 
Observed 6 5 4 4 Chi-Square 15.527a 0.414 

Expected 6.4 6.3 3.1 3.2 Likelihood 15.602 0.409 

Registry/Transport 
Observed 28 21 13 8 Linear 0.753 0.386 

Expected 23.6 23.1 11.4 11.9    

Kind of work 

Directorate of Fin. 
Observed 3 7 2 1    

Expected 4.4 4.3 2.1 2.2 Phi 0.228 0.414 

Lecturer/Professor 
Observed 38 46 13 24 Cramer’s V 0.131 0.414 

Expected 40.7 39.9 19.8 20.6    

Health Directorate 
Observed 5 2 1 3    

Expected 3.7 3.6 1.8 1.9    
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Directorate of 
Phy. D 

Observed 21 18 16 11    

Expected 22.2 21.8 10.8 11.2    

Ahafo 
Observed 2 3 1 1 Chi-Square 24.787a 0.735 

Expected 2.4 2.3 1.1 1.2 Likelihood 24.255 0.760 

Bono 
Observed 6 2 1 2 Linear-linear 0.528 0.468 

Expected 3.7 3.6 1.8 1.9    

Region 

Ashanti 
Observed 7 7 2 4 Phi 0.287 0.735 

Expected 6.7 6.6 3.3 3.4 Cramer’s V 0.166 0.735 

Bono East 
Observed 4 4 2 1    

Expected 3.7 3.6 1.8 1.9    

Central 
Observed 12 19 7 5    

Expected 14.5 14.2 7.0 7.3    

Eastern 
Observed 5 4 3 2    

Expected 4.7 4.6 2.3 2.4    

Greater Accra 
Observed 6 2 8 4    

Expected 6.7 6.6 3.3 3.4    

Volta 
Observed 3 7 4 2    

Expected 5.4 5.3 2.6 2.7    

Western 
Observed 48 44 17 23    

Expected 44.4 43.6 21.6 22.4    

Western North 
Observed 3 5 2 3    

Expected 4.4 4.3 2.1 2.2    

North of Ghana 
Observed 5 2 2 4    

Expected 4.4 4.3 2.1 2.2    

 
For the Pearson chi-square or simply the Chi-square and the maximum like-

lihood methods, we noted that in principle as the test statistics value gets larger, 
the likelihood that the two variables are not independent also increases. If the 
value is close to one, it suggests that the two variables are not dependent on each 
other. Under the column heading significance, we infer that the large p-values 
indicate that the observed values do not differ significantly from the expected 
values. The linear-by-linear test statistics which test whether two variables cor-
relate with each other was also examined. This measure even though meaning-
less because there is no logical or numeric relationship to the order of the va-
riables, reveals clearly that the correlation between the two variables was mea-
ningless. Phi, which measures the strength of the association between two cate-
gorical variables ranged from 0.115 to 0.287. This means there was a very weak 
relationship between each of the independent variable and the dependent va-
riables. 
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Lastly, the Cramer’s V which measures the strength of the association between 
two categorical variables revealed the following statistics: size of family (0.149); 
level of income (0.136): social status (0.138); Gender (0.165); level of education 
(0.112); religion (0.081); marital status (0.112); age (0.08); place of location 
(0.112); kind of work (0.131) and region of descent (0.166). The values in pa-
renthesis are all small revealing that the association between each of the inde-
pendent variable and the response variable is very slim.  

Table 5 presents the results of the likelihood ratio statistics of the field data. A 
likelihood ratio statistic reflects the relative likelihood of the data given two 
competing models. Likelihood ratios provide an intuitive approach to summa-
rizing the evidence provided by an experiment. Basically, the test compares the 
fit of two models. The null hypothesis states that the smaller model is the best 
model; It is rejected when the test statistic is large. In other words, if the null 
hypothesis is rejected, then the larger model is a significant improvement over 
the smaller one. This statistic is used to test the Null hypothesis (that the re-
duced model is the true or best model) that all parameters of the effect of reduc-
ing the variables are zero. Looking through the results, we note that the effect of 
reducing the model by each of the variables: social status; income; type of occu-
pation and family size are all zero since their p-values (0.015; 0.002; 0.011 and 
0.014 respectively) are all less than 0.05. Thus, we reject the claim that the re-
duced model is best and accept the fact that a model containing all these va-
riables is the best. With the rest of the variables whose p-values were greater 
than 0.05, the effect of reducing the model by these variables were different from 
zero. An attempt to find out from the staff reasons adduced to non-patronage in 
e-commerce revealed the following as shown in the bar chart represented as 
Figure 2, we inferred that a greater proportion of the staff, adduced lack of trust 
as the basis for non-patronage. 
 

 
Figure 2. Bar chart showing the reasons why staff refused to patronize E-commerce. 
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Table 5. Chi-square statistics of the difference in −2log likelihoods between the final 
model and a reduced model. The reduced model is equivalent to the final model because 
omitting the effect does not increase the degree of freedom. 

Likelihood Ratio Tests 

Effect 
Model Fitting Criteria Likelihood Ratio Tests 

−2 Log Likelihood of Reduced Model Chi-square df Sig. 

Intercept 628.154a 0.000 0  

Age 631.268 3.114 9 0.960 

Gender 631.791 3.637 3 0.303 

Marital status 634.798 6.643 6 0.355 

Region 660.463 32.309 30 0.353 

Religion 632.720 4.566 6 0.601 

Location 630.135 1.981 6 0.921 

Level of Education 633.809 5.655 9 0.774 

Social Status 643.938 15.784 6 0.015 

Income 653.677 25.522 9 0.002 

Kind of Occupation 674.633 46.479 27 0.011 

Family Size 653.413 25.258 12 0.014 

5. Conclusions 

From the outset, we sought to review and illustrate categorical data methods 
commonly used in applied research with emphasis on categorical variables, or-
dinal and nominal data, contingency table analysis, principles governing use of 
Chi-square, Cramer’s V and modeling procedures. We also aimed at reporting 
the results of a small survey conducted in which we identified some of the com-
mon goals of significance testing.  

In the likelihood ratio test, some of the factors influencing the patronage of 
e-commerce were identified as educational levels. It is clear from the literature 
that as one’s academic qualification improves, there is an associated improve-
ment in their preference for e-commerce, but the results revealed otherwise. Our 
results therefore contradict studies that have been done on similar topics [23] 
[24]. The size of the family was another important variable that influences 
e-commerce. The influence could be negative or positive [25]. In the foregoing 
analysis, it also came to light that both income and social status positively affect 
patronage in e-commerce. This revelation supports earlier studies that an im-
provement in socio-economic conditions has a significant effect on e-commerce. 
In the cross-tabulation results, gender also appeared to affect patronage in 
e-commerce. Inferring from Table 2, 62.3% of the staff had at one time or the 
other patronized e-commerce. This revelation shows that e-commerce patronage 
is gradually increasing. It is therefore our considered view that policy documents 
regulating and monitoring the use of e-commerce should be developed to in-
crease e-commerce across the globe. It is also recommended that the bottlenecks 
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which obstruct patronage in e-commence as reveled in Figure 2 above should be 
mitigated, so that a lot more staff will develop positive attitude towards patro-
nage of e-commerce. 
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