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Abstract 
Statistical techniques are important tools in modeling research work. Howev-
er, there could be misleading outcomes if sufficient care is undermined in 
choosing the right approach. Employing the correct analysis in any research 
work needs deep knowledge on the differences between these tools. Incorrect 
selection of the modeling technique would create serious problems during the 
interpretation of the findings and could affect the conclusion of the study. 
Each technique has its own assumptions and procedures about the data. This 
paper compares common statistical approaches, including regression vs clas-
sification, discriminant analysis vs logistic regression, ridge regression vs 
LASSO, and decision tree vs random forest. Results show that each approach 
has its unique statistical characteristics that should be well understood before 
deciding upon its utilization in the research. 
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1. Introduction 

Selection of the correct statistical approach is vital in any research work. The 
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wrong selection would lead to incorrect interpretation of the results and inade-
quate findings. In some research situations, there could be some confusion on 
choosing the most appropriate technique for the analysis, because different 
techniques seem to be applicable. In order to overcome such problems, the re-
searcher should be aware of the major differences between possible statistical 
modeling approaches that could be applied simultaneously [1]. In addition, the 
researcher should have clear idea of the variables that will be used in the research 
work, whether they are categorical or nominal, ordinal, or rank-ordered, interval, 
or ratio-level. Moreover, the type of data is also a fundamental concept in the 
analysis, for example the techniques appropriate to interval and ratio variables 
are not suitable for categorical or ordinal variables [2]. Besides, the researcher 
should have good knowledge of parametric methods and non-parametric me-
thods. Non-parametric techniques must be used for categorical and ordinal data, 
but for interval & ratio data they are generally less powerful and less flexible and 
should only be used where the standard parametric test is not appropriate—e.g., 
when the sample size is small [2]. Sample size calculation or power analysis is 
directly related to the statistical technique that is chosen, because the sample size 
calculation is based on the power (typically 0.80 is desired), and the effect size 
(typically a medium or large effect are selected; the larger the effect, the smaller a 
sample is needed) [1] [2] [3]. 

2. Supervised Learning Methods vs Unsupervised  
Learning Methods 

Machine learning uses two types of techniques: supervised learning, which con-
struct a model on known input and output data so that it can predict future 
outputs, and unsupervised learning, which finds hidden patterns in input data. 

The goal of supervised learning methods is to build a model that makes pre-
dictions based on evidence in the data. A supervised learning algorithm takes a 
known set of input data and known responses to the data (output) and trains a 
model to generate reasonable predictions for the response. Supervised learning 
uses classification and regression techniques to develop predictive models [1] [2] 
[3]. 

Examples of Supervised Learning: 
1) House prices:  
If there is data about the houses, such as the square footage, number of rooms, 

features, whether a house has a garage or not, and so on. We then need to know 
the prices of these houses by leveraging data coming from thousands of houses, 
with their features and prices. Now, we could train a supervised learning model 
to predict a new house’s price based on the examples observed by the model. 

2) Weather condition: 
In order to make correct predictions for the weather, we need to consider 

various inputs. For instance, historical temperature data, amount of precipita-
tion, wind, snow, and humidity. In this situation, we could predict tomorrow’s 
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temperature by a regression model. We could also predict the weather condition 
whether it is going to snow or not tomorrow by a binary classification problem. 

Unsupervised learning methods find hidden patterns or intrinsic structures in 
data. It is used to draw inferences from datasets consisting of input data without 
labeled responses. Clustering and association are the most common unsuper-
vised learning technique. It is used for exploratory data analysis to find hidden 
patterns or groupings in data. Clustering will split the dataset into groups based 
on their similarities. Association will identify sets of items which often occur to-
gether in the dataset [1] [2] [3]. 

Unsupervised learning uses unlabeled dataset with unknown output values for 
all the input values. As there are no known output values that can be used to 
build a logical model between the input and output, some techniques are used to 
mine data rules, patterns, and groups of data with similar types. These groups 
help the end-users to understand the data better as well as find a meaningful 
output. Once a model learns to develop patterns, it can predict patterns for any 
new datasets. This process does not figure out the right output, but it explores 
the data and draw inferences to describe the hidden structures in the data. All 
features in the dataset are equally important [1] [2] [3] [4].  

Clustering, and association are examples of unsupervised learning. Clustering 
will split the dataset into groups based on their similarities. Association will 
identify sets of items which often occur together in the dataset. 

Examples of Unsupervised learning: 
1) Market Segmentation Analysis: 
Some companies use this process to segment its customers to better adjust 

products and offerings. In this process, we might recognize multiple characteris-
tics for potential customers, such as zip code, family income, and shopping ha-
bits. We might assume that the customers fall into different groups, such as high 
spenders versus low spenders. If the information about each customer’s spend-
ing patterns were available, then a supervised analysis would be possible. How-
ever, this information is not available, so we can try to cluster the customers on 
the basis of the variables measured, such as similar behavior or demographic in-
formation. 

2) Bank’s Loan Repaying: 
If we want to predict how capable an applicant is of repaying a loan from a 

perspective bank, then we need to collect a lot of information about each appli-
cation to make predictions, such as the applicant’s average monthly income, 
debt, and credit history. However, not all of it is relevant for predicting an ap-
plicant’s credit risk score. For instance, does an applicant’s age make any differ-
ence while deciding whether the applicant can repay the loan? Is the applicant’s 
gender important for determining the credit risk score? Probably not. Hence, it 
is important to understand that not every feature adds value to modeling the 
problem. Therefore, eliminating these features is an essential part of the unsu-
pervised learning through the feature selection process.  
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3) People that buy a new house also tend to buy new furniture. This is an ex-
ample of association in unsupervised learning. 

The main differences between supervised and unsupervised learning methods 
are summarized in Table 1 [1] [2] [3] [4]. 

3. Regression vs Classification 

Both regression and classification problems are examples of supervised learning 
method, in which [1] [2] [3] [4] [5]: 
• Regression problems are used to predict output values based on previous data 

observations. In regression problems, we often use quantitative variables that 
take on numerical values, such as a person’s age, height, or income, the value 
of a house, and the price of a stock. In other words, Regression techniques 
predict continuous responses, for example, changes in temperature or fluctu-
ations in power demand.  

• Classification problems are used where the output variable can be catego-
rized, such as yes or no, pass or fail. In classification problems, we often use 
qualitative variables that take on values in one of different classes, or catego-
ries, such as a person’s gender (male or female), and the type of product 
purchased (type A, B, or C). The classification problems act similar to a clas-
sifier that can have two or more levels, and the levels may or may not be or-
dinal. In other words, Classification techniques predict categorical responses, 
for example, whether an email is genuine or spam [1] [2] [3] [4] [5].  

 
Table 1. Comparison between supervised learning and unsupervised learning methods. 

Supervised Learning Unsupervised Learning 

Deals with known and labelled data Deals with unknown and unlabeled data 
Input variables and output variables  
are specified 

Only input data are specified 

The ultimate goal is to determine the 
function so well that when new input  
dataset is given, then it can predict the 
output 

The ultimate goal is to find the hidden 
patterns or underlying structure in the 
given input data in order to learn about 
the data 

Uses training data to learn a relationship 
between the input and the outputs 

Does not use output data 

It is a Predictive Modeling technique 
which predicts the future outcomes 

It is a Descriptive Modeling technique 
which explains the hidden relationship 
between the data elements 

More accurate results are obtained as  
input data and corresponding output are 
well known, and the software only needs 
to give predictions 

Less accurate results are obtained as the 
input data are unlabeled. Thus, the 
software has to first understand and 
label the data and then give predictions 

Learning method takes place offline Learning method takes place in real time 

It includes classification and regression 
algorithms 

It includes clustering and association 
algorithms 

Complex in Computation Less Computational Complexity 
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There are different types of Regression in machine leaning, including the fol-
lowing types [4] [5]: 

1) Linear Regression 
2) Multiple Regression 
3) Polynomial Regression 
4) Logistic Regression 
5) Quantile Regression 
6) Stepwise Regression 
7) Ridge Regression 
8) Lasso Regression 
9) Elastic Net Regression 
10) Principal Components Regression  
11) Support Vector Regression 
12) Ordinal Regression 
13) Poisson Regression 
14) Negative Binomial Regression 
15) Quasi Poisson Regression 
16) Cox Regression 
17) Tobit Regression  
18) Bayesian Regression 
19) Least Absolute Deviation (LAD) Regression 
There are different types of classification algorithms in machine learning, in-

cluding [4] [5] [6] [7] [8]:  
1) Naive Bayes Classifier 
2) Logistic Regression 
3) Decision Tree 
4) Random Forests 
5) Support Vector Machines 
6) K-Nearest Neighbor 
7) K-Means Clustering 
Some methods can be used for both regression and classification, and they 

have same or close names as shown in Table 2 [5] [6] [7] [9] [10]. 
 
Table 2. Common methods used in both regression and classification. 

Regression Classification 

Simple Linear Regression Binary Logistic Regression 

Multiple Linear Regression Multinomial Logistic Regression 

Support Vector Regression Support Vector Machine 

Decision Tree Regression Decision Tree Classification 

Random Forest Regression Random Forest Classification 

Neural Network Neural Network 
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4. Can Linear Regression Be Used for Classification?  
Answer: No 

Linear regression model is not suitable for a classification problem for the fol-
lowing reasons [1]-[10]: 

4.1. Model Output 

Linear regression is suitable for predicting output that is continuous value, such 
as predicting the price of a property, the age or weight of a person. Its prediction 
output can be any real number, ranging from negative infinity to infinity. Classi-
fication is used when the dependent variable (target) is categorical/qualitative. 
For example, predict whether a customer will make a purchase or not, or if an 
email is spam (1) or not spam (0). So, classification predicts a probability range 
between 0 to 1.  

4.2. Model Objective 

The objective of a linear regression model is to find a relationship between the 
input variables and a target variable. It predicts the best fit line for the dataset, 
which aims to minimize the distance between the predicted value and actual 
value. The objective of a classification model is to classify or categorize the target 
variable into classes or labels based on input variables. 

4.3. Range of Predicted Values 

In classification problems, we are interested in the probability of an outcome 
occurring. Probability is ranged between 0 and 1, where the probability of 
something certain to happen is 1, and 0 is something unlikely to happen. But in 
linear regression, we are predicting an absolute continuous number, which can 
range outside 0 and 1. For example, if we use linear regression to model a binary 
outcome, it is entirely possible to have a fitted regression line which is outside 
the (0,1) range or probabilities. 

4.4. Sensitivity to Unbalanced Observations 

When observation in one class is higher than the observation in other classes 
then there exists a class imbalance. This is common in classification problems, 
such as fraud detection, spam filtering and disease screening. Linear regression is 
sensitive to unbalanced data, as it might predict the majority class with high ac-
curacy but fail to capture the minority class. 

4.5. Variance of Residual Errors 

Linear regression assumes that the variance of random errors is constant (also 
called homoscedasticity). In classification models, both mean and variance de-
pend on the underlying probability. Any factor that affects the probability will 
change not just the mean but also the variance of the observations, which means 
the variance is no longer constant. As a result, we cannot directly apply linear 
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regression because it will not be a good fit. 

4.6. The Distance Ordering among Predictors 

Linear regression falsely assumes an equal-distance order among the predictors. 
For instance, if we coded three medical symptoms as 1, 2, and 3, the order in 
which the symptoms are labeled may affect the outcome of the linear regression 
model, which is intuitively unreasonable. Even if we were to convert the three 
values into three binary predictors (i.e., whether a patient has a symptom), the 
linear regression will still suffer from the interpretation problem, because when 
the fitted value comes beyond the [0,1] interval, it is difficult to interpret the re-
sult as a probability (e.g., how likely is a patient diabetic).  

For Example: 
Suppose that we are trying to predict the severity level of vehicle accidents at a 

road. In this example, there are three possible severity outcomes of the accidents: 
fatality, injury, and vehicle damage without any fatality or injury (also called 
property damage only, PDO). We could encode these outcomes as 1 if fatal, 2 if 
injury, 3 if PDO. Using this coding, least squares could be used to fit a linear re-
gression model to predict the severity level on the basis of a set of predictors, 
such as vehicle speed, vehicle type, driver’s age, driver’s gender, width of road 
lanes, etc. Unfortunately, this coding implies an ordering on the outcomes. 
However, in practice this is not always the case. For instance, if we choose dif-
ferent order coding, which would imply a different relationship among the three 
conditions. Each of these coding would produce different linear models that 
would lead to different sets of predictions on test observations. For this reason, 
the linear regression model is not suitable, and proper classification models are 
necessary to categorize the output feature. 

5. Linear Regression vs Logistic Regression 

Linear Regression and Logistic Regression are the two Machine Learning Algo-
rithms which used in supervised learning. Since both the algorithms are super-
vised in nature hence these algorithms use labeled dataset to make the predic-
tions. But the main difference between them is how they are being used. The Li-
near Regression is used for solving Regression problems whereas Logistic Re-
gression is used for solving the Classification problems [1] [2] [3]. 

Linear regression is used for predicting the continuous dependent variable 
from the independent variables. The goal of the Linear regression is to find the 
best fit line that can predict the output for the continuous dependent variable. If 
single independent variable is used for prediction, then it is called Simple Linear 
Regression and if there are more than two independent variables then it is called 
Multiple Linear Regression. By finding the best fit line, algorithm establishes the 
relationship between dependent variable and independent variable. And the re-
lationship should be of linear nature. The output for Linear regression should 
only be the continuous values such as price, age, salary, etc. [1]-[14].  
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Logistic regression is used for Classification problems. The output of Logistic 
Regression problem can be only between the 0 and 1. Logistic regression can be 
used where the probabilities between two classes is required, either 0 or 1, true 
or false, etc. Logistic regression is based on the concept of Maximum Likelihood 
estimation, which uses the sigmoid function and the curve obtained is called as 
sigmoid curve or S-curve. Table 3 shows the main differences between Linear 
regression and Logistic regression [1]-[14]. 

6. Linear Discriminant Analysis (LDA) vs Logistic  
Regression (LR) 

Linear discriminant analysis (LDA) and logistic regression (LR) are both used 
for classification problems in machine learning. Assumptions of multivariate 
normality and equal variance-covariance matrices across groups are required 
before proceeding with LDA, but such assumptions are not required for LR and 
hence LR is considered to be much more robust than LDA. While both methods 
are applicable in many instances, it is important to understand the key differ-
ences between them [9]-[14]: 
• While both techniques require a categorical dependent variable, LR is pre-

ferred when the dependent variable is dichotomous (Dichotomous variables 
are categorical variables with two categories or levels), while LDA is preferred 
when it is nominal (more than two groups). 

• LR accepts continuous as well as categorical predictor variables while DFA 
accepts only continuous (or dummy) and no categorical predictors.  

• LR is more appropriate when the researcher is interested in the underlying 
structure of the prediction (“what are the most important predictors?” or 
“what is the role that different variables play in the prediction), rather than in 
the specific prediction of which group people belong to which is the empha-
sis of LDA.  

 
Table 3. Linear regression vs Logistic regression. 

Linear Regression Logistic Regression 

Used for solving Regression problem Used for solving Classification problems 

Predict the value of continuous variables Predict the values of categorical variables 

Find the best fit line, which can easily 
predict the output 

Find the S-curve, which can easily classify 
the samples 

Least square estimation method is used 
for estimation of accuracy 

Maximum likelihood estimation method 
is used for estimation of accuracy 

The output must be a continuous value, 
such as price, age, etc. 

The output must be a categorical value 
such as 0 or 1, Yes or No, etc. 

It is required that relationship between 
dependent variable and independent 
variable must be linear 

It is not required to have the linear  
relationship between the dependent  
and independent variable 

There may be some collinearity between 
the independent variables 

There should not be any collinearity  
between the independent variable 

https://doi.org/10.4236/oalib.1108414


A. Abdulhafedh 
 

 

DOI: 10.4236/oalib.1108414 9 Open Access Library Journal 
 

• LDA requires multivariate normality while LR is robust against deviations 
from normality. 

• LR generally requires a larger sample size than LDA. 
• When classes are well-separated, parameter estimates for logistic regression 

LR will be unstable. LDA does not suffer from this problem.  
• If sample size n is small and distribution of X is approximately normal in 

each of classes, LDA is more stable than logistic regression. 

7. Linear Discriminant Analysis (LDA) vs Quadratic  
Discriminant Analysis (QDA) vs K-Nearest  
Neighbor (KNN) 

Linear Discriminant analysis (LDA) is a method that can be used for both classi-
fication and dimensionality reduction (i.e., reduce the number of features to a 
more manageable number before classification) in machine learning. Quadratic 
discriminant analysis (QDA) is a variant of LDA that allows for non-linear data 
[1] [2] [3] [4] [5].  

Both LDA and QDA approaches assume that the observations from each class 
are drawn from a normal distribution. But, in LDA, we assume the normal dis-
tributions for different classes have a common variance-covariance matrix, 
whereas in QDA, we assume the normal distributions for different classes have 
different variance-covariance matrices. QDA will work best when the variances 
are very different between classes and we have enough/very-large observations to 
accurately estimate the variances. LDA will work best when the variances are 
similar among classes or we don’t have enough data to accurately estimate the 
variances. When the number of predictors is large the number of parameters, we 
have to estimate with QDA becomes very large because we have to estimate a 
separate covariance matrix for each class. This can lead to high variance and so 
we have to be careful when using QDA. Therefore, the LDA is less flexible than 
QDA because we have to estimate fewer parameters. This can be good when we 
have only a few observations in our training data set so we lower the variance. 
However, when the assumption of a common covariance matrix is violated, or if 
the training set is large, then LDA will suffer from high bias and QDA might be 
a better choice [15]-[21]. 

The abbreviation KNN stands for “K-Nearest Neighbor”. It is a supervised 
machine learning algorithm. The algorithm can be used to solve the classifica-
tion problem statements. The number of nearest neighbors to a new unknown 
variable that has to be classified is denoted by the symbol “K”. The KNN algo-
rithm employs the same principle. Its aim is to locate all of the closest neighbors 
around a new unknown data point in order to figure out what class it belongs to. 
It’s a distance-based approach. 

KNN is a non-parametric approach; no assumptions are made about the 
shape of the decision boundary. Therefore, we can expect KNN to perform bet-
ter than LDA and logistic regression when the decision boundary is non-linear. 
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However, KNN does not show which predictors are important; we do not get a 
table of coefficients [17]-[22]. 

QDA could be a compromised method between the non-parametric KNN 
method and the linear LDA and logistic regression approaches, because QDA 
assumes a quadratic decision boundary, so it can accurately model a wider range 
of problems than can the linear methods [1] [2] [3] [13] [19] [20] [21].  

Despite the fact that KNN is more flexible than QDA, however, QDA can still 
perform better than KNN if there are a limited number of training observations 
because it does make some assumptions about the form of the decision boun-
dary [1] [2] [3] [4] [20] [21]. 

8. Ridge Regression vs LASSO 

Ridge regression and lasso are both regularization (shrinkage) methods. LASSO 
regression stands for “Least Absolute Shrinkage and Selection Operator”. One 
problem that often occurs in practice with multiple linear regression is multicol-
linearity when two or more predictor variables are highly correlated to each oth-
er, such that they do not provide unique or independent information in the re-
gression model. This can cause the coefficient estimates of the model to be unre-
liable and have high variance. Two methods we can use to get rid of this issue of 
multicollinearity are ridge regression and lasso regression. The benefit of ridge 
and lasso regression compared to least squares regression lies in the bi-
as-variance tradeoff. We know that the mean squared error (MSE) is a metric we 
can use to measure the accuracy of a given regression model. The basic idea of 
both ridge and lasso regression is to introduce a little bias so that the variance 
can be substantially reduced, which leads to a lower overall MSE. Both lasso re-
gression and ridge regression are known as regularization methods because they 
both attempt to minimize the sum of squared residuals (RSS) along with some 
penalty term. In other words, they constrain or regularize the coefficient esti-
mates of the model [1] [2] [3]. 

Ridge regression is an extension for linear regression. It’s basically a regula-
rized linear regression model. An important fact about ridge regression is that it 
enforces the β coefficients to be lower to avoid over-fitting, but it does not en-
force them to be zero. That is, it will not get rid of irrelevant features but rather 
minimize their impact on the model [1] [2] [3] [15]-[20]. 

Lasso is another extension built on regularized linear regression, but with a 
small twist. Lasso works by not only punishing high values of the coefficients β 
but actually setting them to zero if they are not relevant. Therefore, we might 
end up with fewer features included in the model than we started with. 

We expect that lasso would perform better if there were a relatively small 
number of predictors. Ridge regression would perform better when there were 
many predictors. But since the number of predictors is usually unknown in real 
data sets, therefore cross-validation can be used in order to determine which ap-
proach is better on a particular data set [1] [2] [3] [16] [17] [18] [19]. 
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The ridge regression cannot zero out coefficients; thus, it either end up in-
cluding all the coefficients in the model, or none of them. In contrast, the 
LASSO does both parameter shrinkage and variable selection as it can zero out 
some coefficients in the model [1] [2]. 

The lasso produces simpler and more interpretable models because it involves 
only a subset of the predictors. In contrast, the ridge regression includes all the 
coefficients in the model, and hence produces a complex model that is less in-
terpretable [1] [2]. 

Since the lasso assumes that a number of the coefficients equal zero. Hence, 
we expect that ridge regression outperforms the lasso in terms of prediction er-
ror, because ridge regression will not exclude any predictors from the model [1] 
[2].  

When there is excessively high variance, the lasso can produce a reduction in 
variance at the expense of a small increase in bias, and hence lasso can generate 
more accurate predictions than the ridge regression [1] [2] [3] [4]. 

In both the ridge and lasso, we use a grid of λ values, and compute the 
cross-validation error rate for each value of λ. We then select the tuning para-
meter value for which the cross-validation error is smallest [1] [2]. 

Ridge regression uses L2 penalty, which adds “squared magnitude” of coeffi-
cients as penalty term to the loss function. Lasso uses L1 penalty, which adds 
“absolute value of magnitude” of coefficients as penalty term to the loss func-
tion. L1 can force some of the coefficient estimates to be exactly equal to zero 
when the tuning parameter λ is sufficiently large [1] [2] [3] [4] [5].  

9. Bagging vs Boosting vs Random Forest  

Bagging, random forest, and boosting are all ensemble techniques where a set of 
weak learners are combined to create a strong learner that obtains better per-
formance than a single one. Bagging, random forests, and boosting can use trees 
as building blocks to construct better prediction models. The main causes of er-
ror in learning are due to noise, bias, and variance. Ensemble methods help in 
minimizing these factors. These methods are designed also to improve the sta-
bility and the accuracy of Machine Learning algorithms [22]-[32]. 

Bootstrap aggregation, or bagging, is a suitable procedure for reducing the va-
riance of a statistical learning method, especially within the context of decision 
trees. Bagging involves creating multiple copies of the original training data set 
using the bootstrap, fitting a separate decision tree to each copy, and then com-
bining all of the trees in order to create a single predictive model. Bagging can 
improve the accuracy by combining together hundreds or even thousands of 
trees into a single procedure. However, it can be difficult to the resulting model. 
Thus, bagging improves prediction accuracy at the expense of interpretability. 
But we can obtain an overall summary of the importance of each predictor using 
the RSS (for bagging regression trees) or the Gini index (for bagging classifica-
tion trees) [22]-[32]. 
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Random Forest is an extension over bagging, where in addition to taking the 
random subset of data, it also takes the random selection of features rather than 
using all features to grow trees. Random forests can create an improvement over 
bagging by using a random small tweak that decorrelates the trees. The predic-
tions from the bagged trees will usually be highly correlated, random forests 
overcome this problem by forcing each split to consider only a subset of the pre-
dictors. In addition, random forests use a small subset size compared to bagging, 
which could lead to a reduction in both test error and OOB error over bagging. 
Random forests can handle higher dimensionality data very well, and also main-
tain accuracy for missing data [22]-[32]. 

Boosting is a sequential process, where each subsequent model attempts to 
correct the errors of the previous model. The succeeding models are dependent 
on the previous model. Thus, each model boosts the performance of the ensem-
ble. In other words, while the training stage is parallel for Bagging (i.e., each 
model is built independently), Boosting builds the new learner in a sequential 
way. Bagging and Boosting get N new learners by generating additional data in 
the training stage. N new training data sets are produced by random sampling 
with replacement from the original set. By sampling with replacement some ob-
servations may be repeated in each new training data set. In the case of Bagging, 
any element has the same probability to appear in a new data set. However, for 
Boosting the observations are weighted and therefore some of them will take 
part in the new sets more often. In Bagging the result is obtained by averaging 
the responses of the N learners (or majority vote). However, Boosting assigns a 
second set of weights, this time for the N classifiers, in order to take a weighted 
average of their estimates. Both Bagging and Boosting decrease the variance of 
the single tree estimate as they combine several estimates from different models. 
So, the result may be a model with higher stability. However, Boosting could 
generate a combined model with lower errors as it optimizes the advantages and 
reduces errors of the single model. By contrast, if the difficulty of the single 
model is over-fitting, then Bagging is the best option. Boosting will not help to 
avoid over-fitting. So, Bagging tries to recover over-fitting problem while Boost-
ing tries to reduce bias [22]-[32]. 

10. Decision Tree vs Random Forest 

Decision Trees are a non-parametric supervised learning method used for both 
classification and regression. The goal is to create a model that predicts the value 
of a target variable by learning simple decision rules inferred from the data fea-
tures. A tree can be seen as a piecewise constant approximation. It is a flow-
chart-like diagram that shows the various outcomes from a series of decisions. It 
can be used as a decision-making tool, for research analysis, or for planning 
strategy. The main advantage of a decision tree is that it can be fit to a dataset 
quickly and the final model can be neatly visualized and interpreted using a 
“tree” diagram. The main disadvantage is that a decision tree tends to overfit a 
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training dataset, which means it’s likely to perform poorly on unseen data. It can 
also be heavily influenced by outliers in the dataset [33]-[38]. 

Random Forest is a powerful supervised machine learning algorithm that 
combines multiple decision trees to create a “forest.” It can be used for both 
classification and regression problems. The logic of the Random Forest model is 
that multiple uncorrelated models (the individual decision trees) perform much 
better as a group than they do alone. When using Random Forest for classifica-
tion, each tree gives a classification. The forest chooses the classification with the 
majority of the outputs. When using Random Forest for regression, the forest 
picks the average of the outputs of all trees. That is there is low (or no) correla-
tion between the individual models that make up the larger Random Forest 
model. While individual decision trees may produce errors, the majority of the 
group will be correct, thus moving the overall outcome in the right direction. 
The benefit of random forests is that they tend to perform much better than de-
cision trees on unseen data and they’re less affected by outliers. The disadvan-
tage of random forests is that there’s no way to visualize the final model and they 
can take a long time to build if the dataset is extremely large. Table 4 compares 
decision trees and random forests [33]-[38]. 

11. Principal Component Analysis vs Clustering 

Principal Component Analysis (PCA) is an unsupervised statistical technique 
that can be used for dimension reduction, feature extraction, and data visualiza-
tion. PCA can analyze the data to identify patterns in order to reduce the dimen-
sions of the dataset with minimal loss of information. High dimensionality 
means that the dataset has a large number of features, which could produce 
overfitting. PCA can also obtain important variables (in form of components) 
from a large set of variables available in a data set. It extracts low dimensional set 
of features by taking a projection of irrelevant dimensions from a high dimen-
sional data set to capture as much information as possible. With fewer variables 
obtained, visualization also becomes much more meaningful. The new projected 
variables (principal components) are uncorrelated with each other and are or-
dered so that the first few components retain most of the variation present in the 
original variables. By reducing the dimensions of learning data sets, PCA pro-
vides an effective and efficient method for data description and classification. In  
 
Table 4. Decision tree vs. random forest. 

terms Decision Tree Random Forest 

Interpretability Easy Harder 

Overfitting Likely Unlikely 

Outliers Highly affected by outliers Robust against outliers 

Accuracy Can vary Higher accuracy 

Computation Quick to build Slow to build 
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addition, PCA can be employed in exploratory data analysis to reveal outliers 
and departures from a normal distribution. Moreover, PCA is also useful for 
constructing predictive models, as in principal components analysis regression 
(also known as PCA regression) [39]-[46]. 

Example: considering a dataset composed by a set of properties from vehicle 
features. These properties describe each vehicle by its size, color, circularity, 
compactness, number of seats, number of doors, size of trunk and so on. How-
ever, many of these features will measure related properties and so will be re-
dundant. Therefore, we should remove these redundancies and describe each 
vehicle with less properties. This is what PCA aims to do. For instance, consi-
dering the number of wheel as a feature of cars and buses, almost every example 
from both classes has four wheels, hence we can tell that this feature has a low 
variance, so this feature will make bus and cars look the same, but they are ac-
tually different from each other. If we consider the height as a feature, cars and 
buses have different values for it, the variance has a great range from the lowest 
car up to the highest bus. Clearly, the height of vehicle is a good property to sep-
arate them. Therefore, PCA will look at the variance of this feature to split be-
tween these two classes [39]-[46]. 

Clustering is an unsupervised learning method, in which we draw references 
from datasets consisting of input data without labeled responses. Clustering is 
used to find meaningful structure, explanatory processes, generative features, 
and groupings inherent in a set of data. This means that clustering would divide 
the population or data points into a number of groups such that data points in 
the same groups are more similar to other data points in the same group and 
dissimilar to the data points in other groups. It is basically a collection of objects 
on the basis of similarity and dissimilarity between them [39]-[46].  

Through the use of clustering, attributes of unique entities can be profiled 
easier. It can also help in dimensionality reduction if the dataset is comprised of 
too many variables. Irrelevant clusters can be identified easier and removed from 
the dataset. The main types of clustering in unsupervised machine learning in-
clude K-means, hierarchical clustering, Density-Based Spatial Clustering of Ap-
plications with Noise (DBSCAN), and Gaussian Mixtures Model (GMM). 

In K-means clustering, data is grouped in terms of characteristics and similar-
ities. K is a letter that represents the number of clusters. For example, if K = 15, 
then the number of desired clusters is 15. If K = 20, then the number of desired 
clusters is 20 [39]-[46]. 

The Hierarchical Clustering is used when constructing a hierarchy (of clus-
ters). This algorithm will only end if there is only one cluster left. Unlike 
K-means clustering, hierarchical clustering doesn’t start by identifying the 
number of clusters. Instead, it starts by allocating each point of data to its clus-
ter. The representations in the hierarchy provide meaningful information. It 
doesn’t require the number of clusters to be specified. However, Hierarchical 
models have an acute sensitivity to outliers. In the presence of outliers, the mod-
els don’t perform well [39]-[46]. 
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The Density-Based Spatial Clustering of Applications with Noise (DBSCAN) 
is a density-based clustering that involves the grouping of data points close to 
each other. We mark data points far from each other as outliers. It then sorts 
data based on commonalities. It doesn’t require a specified number of clusters 
and offers flexibility in terms of the size and shape of clusters. However, it’s not 
effective in clustering datasets that comprise varying densities [42]-[48]. 

The Gaussian Mixture Models (GMM) is an advanced clustering technique in 
which a mixture of Gaussian distributions is used to model a dataset. These 
mixture models are probabilistic. GMM clustering models are used to generate 
data samples, each data point is a member of all clusters in the dataset, but with 
varying degrees of membership. The probability of being a member of a specific 
cluster is between 0 and 1. In Gaussian mixture models, the information in-
cludes the latent Gaussian centers and the covariance of data. This makes it sim-
ilar to K-means clustering. It offers flexibility in terms of size and shape of clus-
ters. Also, membership can be assigned to multiple clusters, which makes it a 
fast algorithm for mixture models [42]-[48]. 

Comparing the PCA with Clustering, we can realize that the goal of the clus-
tering algorithm is to partition the objects into homogeneous groups, such that 
the within-group similarities are large compared to the between-group similari-
ties. The principal components, on the other hand, are extracted to represent the 
patterns encoding the highest variance in the data set and not to maximize the 
separation between groups of samples directly. The results from PCA and hie-
rarchical clustering support similar interpretations. However, PCA represents 
the data set in only a few dimensions, some of the information in the data is fil-
tered out in the process. The discarded information is associated with the weak-
est signals and the least correlated variables in the data set, and it can often be 
safely assumed that much of it corresponds to measurement errors and noise. 
This makes the patterns revealed using PCA cleaner and easier to interpret than 
those seen in the clustering techniques [42]-[48]. 

12. Conclusion 

Selection of the correct statistical method is important in any research work. The 
wrong selection would cause inadequate findings. The researcher should be 
knowledgeable about the major differences between possible statistical methods 
that could be applied in research. This paper presented the main differences be-
tween supervised learning methods and unsupervised learning methods. Super-
vised learning methods build a model that makes predictions based on evidence 
in the data, while unsupervised learning methods draw inferences from datasets 
without labeled responses. The paper overviewed the differences between Linear 
Regression and Logistic Regression and showed that Linear Regression is used 
for solving Regression problems whereas Logistic Regression is used for solving 
the Classification problems. Also, the paper examined both Linear discriminant 
analysis (LDA) and logistic regression (LR), which are used for classification 
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problems in machine learning. It was clear that the assumptions of multivariate 
normality and equal variance-covariance matrices across groups are required 
before proceeding with LDA, but such assumptions are not required for LR and 
hence LR was considered to be more robust than LDA. The paper indicated that 
multicollinearity, when two or more predictor variables are highly correlated to 
each other, can cause the coefficient estimates of the model to be unreliable and 
have high variance. Two methods were suggested to get rid of the issue of mul-
ticollinearity, namely ridge regression and lasso regression. The paper also 
showed that bagging, random forest, and boosting are all ensemble techniques 
where a set of weak learners are combined to create a strong learner that obtains 
better performance than a single one. These ensemble methods were designed to 
improve the stability and the accuracy of Machine Learning algorithms. In addi-
tion, the paper explained both decision trees and random forest algorithms. It 
showed that decision trees are non-parametric supervised learning methods used 
for both classification and regression. The tree is a flowchart-like diagram that 
shows the various outcomes from a series of decisions. It can be used as a deci-
sion-making tool, for research analysis, or for planning strategy. Random Forest 
is a powerful supervised machine learning method that combines multiple deci-
sion trees to create a “forest.” It can be used for both classification and regres-
sion problems. Lastly, the paper shadowed on both the Principal Component 
Analysis (PCA) and Clustering as unsupervised statistical techniques. It was ex-
plained that PCA can be used for dimension reduction, feature extraction, and 
data visualization. PCA can analyze the data to identify patterns in order to re-
duce the dimensions of the dataset with minimal loss of information. Clustering 
on the other hand could be used to find meaningful structure, explanatory 
processes, generative features, and groupings inherent in a set of data, which 
means that clustering would divide the population or data points into a number 
of groups such that data points in the same groups are more similar to other data 
points in the same group and dissimilar to the data points in other groups. 
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