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Abstract 
This study examines the endogeneity effect on autoregressive linear models of 
AR (1) in small samples, making use of the Ordinary Least Square (OLS) es-
timator, Two-Stage Least Squares (2SLS) estimator, and Generalized Method 
of Moment (GMM) estimator, based on the sensitivity analysis of sample size 
and specification errors in estimator determination in linear regression model 
through the use of Monte Carlo simulation and application to real-life data. 
The simulation indicates that 2SLS and GMM estimators show the smallest 
biases when the sample size is varied from n = 10, 25, 50 to 100. The estima-
tor that performs best when sample size n = 10 across autocorrelation (ρ) and 
significant correlation (α) at all levels of replication of 10,000 is GMM. In the 
real-life data, OLS and 2SLS exhibit higher endogeneity characteristics from 
the dataset used. The empirical analysis base on MSE criteria GMM is the 
best estimator for dealing with external shock factors to inflations embedded 
with endogeneity in the linear model. When endogeneity and autocorrelation 
are bedeviled in a linear AR (1) model, in small samples, using the GMM es-
timator will provide the best results in small samples than using 2SLS and 
OLS. 
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1. Introduction 

Much research has indicated that there is enough evidence for the large samples 
theory in assessing frameworks in models, what is still lacking is how to get a 
complete set of the sample in the regression model, which is still not been ap-
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propriately dealt with (Kramer, 1998). The dependence on the theory of asymp-
totic lead to the most problem of bias and sometimes the inferential accuracy 
level when the sample size, are small (Philips, 1982; Olaomi & Sangodoyin, 
2010). Many statisticians are often concerned about, the less subject to sampling 
fluctuation statistic presumptions, when they seem to be failing in the model. 
Wooldridge (2002) did mention the things that bring about endogeneity bias in 
models such as; error in measurement, variables occurring at the same time, and 
omission of some important variables. 

Cochrane and Orcutt (1949) in their findings reveal that there were highly 
positive autocorrelated error terms in most economic relations. The findings in 
Rao and Griliches (1969) indicated in their study that there is more to benefit 
from when one tries to deal with the presumptions in regressions regarding the 
predictor variables and disturbance errors in the linear model than its original 
form. Endogeneity is the variable or a change that sets in from within a system 
or a model. A variation in customer choice of food with regards to high choles-
terol to low cholesterol is an endogenous change that may affect any meaningful 
marching model (Bedri et al., 2010). 

Kennedy (2008) stated that four different issues may significantly introduce 
endogeneity in OLS regression models such as; errors in variables (measurement 
error), autoregression, omitted variables, and simultaneous causality. In all of 
these scenarios, OLS regression many times report biased coefficients instead of 
estimating the true relationship between the independent variable and the de-
pendent variable, OLS regression mistakenly includes the correlation between 
the independent variable and the error term in the estimation of the indepen-
dent variable’s coefficient. 

Infractions in predictor disturbance term presumptions contain certain vital 
components for the OLS model. For instance, the predictor outcomes may be wrong 
when testing it for significance with the parameters. The coefficients are always not 
as strong as they would have been when you consider their autocorrelations in 
the estimations of the parameters in the regression model. Lastly, because of the 
nature of the predictor variables, many at times carry ideas that may be made 
use of during the process of prediction of values in the future in the linear mod-
el. 

Clougherty et al. (2016) say endogeneity bias renders coefficient estimates 
from standard regressions practically difficult to explain as the estimates will be 
inconsistent in the manner that they do not converge to the exact coefficient 
values. Some studies have been done by many researchers in estimators and es-
timation of linear models any time least squares assumptions of error terms of 
independence and zero correlation within regressors and their error terms are 
violated making use of Monte Carlo design (Olaomi & Shangodoyin, 2010). 
Other studies emphasize that no matter how small the presence of endogeneity 
is, it can lead to biased and inconsistent results which will lead to causal infe-
rence (Semadeni et al., 2014), “Little experience is sufficient to show that the tra-
ditional machinery of statistical processes is wholly unsuited to the needs of 
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practical research. Not only does it take cannon to shoot a sparrow, but it misses 
the sparrow. The elaborate mechanism built on the theory of infinitely large 
samples is not accurate enough for simple laboratory data. Only by systemati-
cally tackling small sample problems on their merits does it seem possible to ap-
ply the accurate test to practical data” (Fisher, 1925). It is known that in an au-
tocorrelated but none endogenized model, the Feasible Generalized Least Square 
(FGLS) estimator is better than the OLS estimator when it comes to efficiency 
in their estimates. Two-Stage Least Squares (2SLS) estimator similarly performs 
better than other estimators with the presence of endogeneity in the model and 
absence of autocoreelation (Olaomi & Iyaniwura, 2006; Olaomi, 2008). Infrac-
tions in predictor disturbance term presumptions contain certain vital com-
ponents of the OLS model. For instance, the predictor outcomes may be wrong 
when testing it for significance with the parameters. The coefficients are always not 
as strong as they would have been when considering their autocorrelations in 
the estimations of the parameters in the regression model, lastly, because of 
the nature of the predictor variables, many at times carry ideas that may be 
made use of during the process of prediction of values in the future in linear 
models. 

Violation of the presumptions underlining the independence of regressors 
and disturbance terms in most linear models has brought about the problems of 
autocorrelation and multicollinearity. All of these have an effect on the esti-
mates, which also affect predictions (Kayode et al., 2012). 

Reeb et al. (2012) were of the view that there is still much work that needs to 
be done to increase knowledge on endogeneity in models and how researchers 
can provide methods of resolving this crucial methodological problem. It has 
been proven that large sample properties of estimators can be established, while 
that of small sample properties typically remains a problem (Adedayo, 2008). 
One of the estimation procedures in some situations may be preferred due to its 
ability to give better parameter estimates precisions over the others (Kayode, 
2007). 

Blundell and Bond (1998) in their studies proposed another method in dealing 
with endogeneity estimation in a linear model with the technique of Generalized 
Method of Moments (GMM) aims at exploiting all the conditions between the 
dependent variables and the disturbance term. 

Nicola and Mathias (2017) did extensive work on whether the preference is 
affected by the support for democracy for a certain number of years regarding 
the endogeneity of political preferences. What they did was to find out inside 
countries changes in the individual interest for democracy on the preference for 
it. 

Some methods of estimation in models were developed by (Fair, 1984, 1973) 
what was left was violations in their least-squares in the model which has the 
potential to render them not responsive, therefore needs to be given further stu-
dies with regards to its sample size, specification error, effects, degree of level of 
significance and to do that by comparing our results to the other estimators in 
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literature. 
Accordingly, a well-designed study must be clear about how and why variables 

influence one another and the logic and direction of the relationship must be spe-
cified (Larcker & Rusticus, 2007). Therefore, this paper presents results of the en-
dogeneity effect on AR (1) models, in small samples, making use of existing es-
timators of OLS, 2SLS, and GMM, based on the sensitivity analysis of sample 
size and specification errors in estimator determination in linear regression model 
through the use of Monte Carlo simulation when the least square assumption of 
lack of autocorrelation and zero correlation between regressor and error terms 
are violated. 

This study thus made use of these existing estimators which have been estab-
lished asymptotically in nature (for large samples) but seek to establish their be-
haviors in a small samples environment and to find out estimator’s in dealing 
with it when the least square assumption of lack of autocorrelation and zero 
correlation between regressor and error terms are violated and when there is 
endogeneity and autocorrelation in the model is present. Also of interest are the 
characteristics such as rho (correlation between regressor and error term), sig-
nificant level, and autocorrelation increase in the model. Hence this study in-
cluded large samples in the design and confirmed their known asymptotic na-
ture in literature during the simulation process. 

2. Model 

We assume a simple linear regression and nonlinear model in our study as: 

1t tY X Uα β= + +                        (1) 

1 2t tY X X Uα β γ= + + +                     (2) 

tUx
tY

β
α +=                           (3) 

1 2 tUx x
tY βα γ += +                         (4) 

1t t tU Uρ ε−= + , 1t t tX X vλ −= + , ( )20,t Nε σ , ( )1tU AR→  

( ), 0iE X U ≠ , ( ), 0i jE U U ≠ , ( )1 2, 0E ε ε ≠ , 

, 1ρ λ < , ( ) ( ), 1,1α β = , ( ),t tr Cor U X=  

2

20,
1tU N σ

ρ
 
 − 


, 

2

20,
1tX N σ

λ
 
 

− 


, 

tY  endogenous variable, tU  and tX  represents first-order autoregressive 
variables, tε  white noise processes, ρ  and λ  for stationary parameters, 

,α β  are usually assumed to be unity or fixed and significant at α  when 
( )1 2, 0E ε ε ≠  and autocorrelation level ( ρ ). 

2.1. Experimental Structure 

The study investigated estimators to ascertain autocorrelation levels ( ρ ), their 
efficiencies, significance levels (α ) of correlation within, tX  and tU , the ef-
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fects they have on the endogenous variable tY  employing Means Square Error 
(MSE) and Bias criteria simultaneously. We performed serious sensitivity analy-
sis on GMM, 2SLS, and OLS on the estimation of the stationary parameters α  
and β  when, ( ), 0i jE x u ≠ , ( ), 0i jE u u ≠  and ( ), 0i jE ε ε ≠  simulta-
neously as their assumptions are violated and therefore we perform a Monte 
Carlo experiment on them as well. 

Employing the Model (3) above, a value 0U  (for a certain sample size-specific) 
was generated and drawing a value at random 0ε  coming from this N (0, 1) 
which was then divided by 21 ρ− . From N (0, 1) t values taking successively 
and those values were used to calculate the autoregressive tU , tX  and tZ  which 
similarly were generated to be AR (1). In all these processes, Monte Carlo experi-
ments involving endogeneity tZ  was drawn once and then held constant through-
out the replication process (Nelson & Startz, 1990). 

The study used simulation approach as this ( ), 0t tCov X U ≠ , hence the closer 
to intractability by the procedure of analysis in our sensitivity approach using 
small sample method during the investigation in Monte Carlo design. 

In this sensitivity investigation, the degree of autocorrelation was varying (ρ) 
0.4, 0.8, and 0.9. The effect of the sample size was also changing from 10, 15, 25, 
50, and 100 during each replication procedure in total 10,000 times in the expe-
rimental set. The effectiveness of our estimators was examined by making use of 
accuracy test criteria of Bias and MSE. We involved a design set of 27 which was 
spread across the sample size as mentioned earlier to help in the data generation 
process. 

2.2. Data Generation 

We used the following to enable us to generate the needed data and they are, tU  
Z, and tX . Data were generated to be AR (1) and in the replication process, Z is 
drawn once and equally held constant ( ), 0.8Cor Z X > . It was also held con-
stant to make sure that estimators are not being driven by frail different va-
riables. With the model above, each of these tZ , tX  and tU  was generated in 
AR (1). 

The values of ( ),t tCor U X  and ( ),t tCor U Z  were computed their values in 
absolute terms tested against the following significance levels 1%, 2%, and 5% re-
spectively. In the process of selection, after the simulation, anytime ( ),t tCor U X  
is significant and this ( ),t tCor U Z  is not significant, the series tU  then was 
selected on the other hand, if ( ),t tCor U Z  is insignificant then we disregard it 
in our selection process. This procedure of selections were replicated for each ρ, 
α and N in 10,000 times. After all the selection procedure tY  was computed as 
our endogeneity variable for each selected tU  and tX  to form our model. 

3. Best Estimator of the Model Results 

Model 3 Monte—Carlo Simulation results (Table 1 & Table 2) 

tUx
ty += 

β
α  
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Table 1. Average bias (estimations). 

N 10 15 25 50 100 

ρ 0.4 0.8 0.9 0.4 0.8 0.9 0.4 0.8 0.9 0.4 0.8 0.9 0.4 0.8 0.9 

0.01 

OLS 0.5509 0.5425 0.5421 0.5009 0.5300 0.5366 0.5600 0.5548 0.5326 0.5701 0.6015 0.6148 0.4599 0.4713 0.5012 

2SLS 0.5914 0.3865 0.6881 0.5899 0.4228 0.3302 0.4210 0.4032 0.4125 0.5953 0.5815 0.4925 0.4259 0.4013 0.4259 

GMM −0.3255 −0.3995 −0.3181 −0.3302 −0.3452 −0.3502 −0.1125 −0.1225 −0.1325 −0.1802 −0.2033 −0.3863 −0.4325 −0.4222 −0.4312 

0.02 

OLS 0.6021 0.7025 0.7199 0.6105 0.5925 0.6054 0.6012 0.6201 0.6302 0.6352 0.6023 0.5856 0.4268 0.4329 0.4316 

2SLS 0.5548 0.5602 0.5599 0.5662 0.4089 0.5006 0.4896 0.4712 0.4023 0.4412 0.4124 0.4123 0.4132 0.4099 0.4012 

GMM −0.132 −0.1502 −0.1635 −0.3425 −0.2329 −0.3254 −0.4526 −0.4625 0.4025 −0.3206 −0.4025 −0.3123 −0.432 −0.4513 −0.4368 

0.05 

OLS 0.3588 0.3682 0.3005 0.4502 0.4402 0.4369 0.3725 0.4012 0.4201 0.4399 0.4612 0.4512 0.4802 0.4995 0.4756 

2SLS 0.3512 0.3316 0.3528 0.3856 0.3995 0.4025 0.3528 0.3836 0.4012 0.4113 0.4015 0.3956 0.3866 0.3715 0.3815 

GMM −0.1805 −0.1785 −0.1528 −0.3915 −0.3952 −0.3159 0.2523 0.1206 −0.2254 −0.2235 −0.2299 −0.3355 −0.3402 −0.3271 −031526 

 
Table 2. Average MSE = Variance + (Bias)2. 

N 10 15 25 50 100 

ρ 0.4 0.8 0.9 0.4 0.8 0.9 0.4 0.8 0.9 0.4 0.8 0.9 0.4 0.8 0.9 

0.01 

OLS 1.6579 1.9025 1.6470 1.9059 1.9776 2.0098 2.0187 2.4161 2.4188 2.9825 2.9221 3.0020 3.1702 3.3567 3.1140 

2SLS 0.3690 0.1682 0.4918 0.3966 0.2366 0.2479 0.2227 0.2303 0.2406 0.3240 0.4417 0.4831 0.3314 0.3253 0.3349 

GMM 0.0504 0.0428 0.0446 0.0699 0.0712 0.068 0.0768 0.0987 0.2273 0.1809 0.1067 0.1025 0.3877 0.3196 0.3419 

0.02 

OLS 1.5042 1.7090 1.7734 1.4961 1.6134 1.6681 1.9249 1.9868 2.0353 2.8131 2.6152 2.7216 2.3445 2.312 2.3775 

2SLS 0.3328 0.3041 0.1320 0.3469 0.3641 0.3398 0.3773 0.3607 0.4258 0.4021 0.3588 0.3922 0.3263 0.3373 0.3466 

GMM 0.0537 0.0631 0.0723 0.0645 0.0680 0.0640 0.0602 0.0496 0.0393 0.0676 0.0840 0.0966 0.1081 0.1615 0.1655 

0.05 

OLS 1.2155 1.2667 1.4062 1.2258 1.2399 1.5181 2.2648 1.7733 1.8932 2.6274 2.1481 2.1705 2.5419 2.5595 2.5677 

2SLS 0.1431 0.1330 0.1423 0.1719 0.1007 0.1045 0.2539 0.2378 0.2552 0.2536 0.0404 0.3590 0.0612 0.3596 0.3845 

GMM 0.0726 0.0808 0.0788 0.0849 0.1017 0.1051 0.0862 0.0645 0.0717 0.1413 0.0897 0.0843 0.1470 0.1547 0.1739 

3.1. Best Estimator of the Model Results 

Table 3 contains the summaries of the best scenario in terms of the estimates in 
accordance to the criteria of bias and MSE in Small samples concerning our 
Model (3) which is an intrinsically nonlinear model with one variable in the si-
mulation has also been accomplished. The sensitivity analysis reveals that GMM 
and 2SLS estimators from the simulation indicate the one with minor biases and  
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Table 3. Best estimator of Model (3) for each scenario. 

n 10 15 25 50 100 

ρ 0.4 0.8 0.9 0.4 0.8 0.9 0.4 0.8 0.9 0.4 0.8 0.9 0.4 0.8 0.9 

Criteria ⇓α       

BIAS 

0.01 GMM 2SLS GMM GMM GMM 2SLS GMM GMM GMM GMM GMM GMM GMM 2SLS 2SLS 

0.02 GMM GMM GMM GMM GMM GMM GMM GMM 2SLS GMM GMM GMM 2SLS 2SLS 2SLS 

0.05 GMM GMM GMM 2SLS GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM 

MSE 

0.01 GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM 2SLS GMM 2SLS 

0.02 GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM GMM 

0.05 GMM GMM GMM GMM 2SLS 2SLS GMM GMM GMM GMM GMM GMM GMM GMM GMM 

 
that of OLS the one with the substantial was bias in the findings. In the analysis 
following the MSE criterion, GMM and 2SLS have the minimum and OLS how-
ever has the complete worst performance. The estimator that did well in terms of 
dealing with sample size n = 10 across autocorrelation (ρ) and significant (α) at 
all levels is GMM, meanwhile, 2SLS did somehow better when the sample size 
was n = 100. When sample size (n = 10, 25, and 50) the estimator that produces 
the best outcomes is GMM at all ρ and α levels. 2SLS performs somewhat better 
when levels of ρ and α respectively. OLS estimator from our discuss researchers 
indicates that it is a biased estimator and is consistent with models of similar 
characters in any sensitivity econometric analysis. GMM and 2SLS are unbiased 
from the analysis same way in makes that they manifest that and indeed they are 
consistent estimators according to (Koutsoyannis, 2003; Fair, 1984) and should 
be dependent on when researchers are to deal with a smaller sample size in line 
with conducting any studies making use of our intrinsically nonlinear model of 
such nature as we have it in the simulation. The simulation results make use of 
the bias criterion, and the estimators can be ranked as, GMM, 2SLS, and OLS. In 
the case of criterion for MSE same estimators can equally be ranked as GMM, 
2SLS, and OLS. When sample sizes (n = 10, 15, 25, and 50) using the criterion of 
bias, GMM put on the best outcomes at all levels of ρ and α. 2SLS discharge well 
when sample size (n = 100, ρ = 0.9). The findings also convey that GMM per-
forms best at all levels of ρ and α when the sample size is ranked from (n = 10, n 
= 15, 25, and n = 50) from the MSE point of view. 

3.2. Real-Life Data Application 

In this analysis, three different datasets from (World Bank, Bank of Ghana, 
Ministry of Finance, and Ghana Statistical Service) were applied. Each of the da-
tasets has a small sample of 20 yearly observations from 1998 to 2017. The data-
set comprises of Exchange Rate (Monthly Average GHC/USD) from (the Bank 
of Ghana and Ministry of Finance), International Oil Price (in $) from (World 
Bank), Inflation from (Ghana Statistical Service), and Trade Openness (World 
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Bank). Here in this dataset, factors that contribute to changes in inflation in time 
regimes from s 1998 through 2017 are assessed for the presence of autocorrela-
tion and endogeneity, and other econometric factors. 

3.3. Ordinary Least Square Parameter Estimations 

The dataset is applied to Model (4) to investigate the correlational characteristics 
of external shock factors (exchange rate, oil price, and trade openness) on Gha-
na’s inflation. The model is 

( ) ( ) ( )0 1 2 3Inf exch oil Toϖ ϖ ϖ ϖ= + + + .              (4) 

3.4. Endogeneity Test 

Wu Hausman test in Table 4 was conducted to check the existence of correlation 
between independent variables and the error term in the model. The test revealed 
p-value greater than 0.05, indicating the presence of endogeneity in the model. 

3.5. The 2SLS Estimates 

The 2SLS estimation technique was used on the dataset based on the instrumen-
tal variable model 

( ) ( ) ( ) ( ) ( ) ( )0 1 2 3 1 2 4Inf exch oil To | exch oil Expϖ ϖ ϖ ϖ ϖ ϖ ϖ= + + + + +   (5) 

( )T
0 1 2 3 4, , , ,vϖ ϖ ϖ ϖ ϖ ϖ=  is a vector of parameters. 

Table 5 shows OLS, the 2SLS suggests that Ghana’s inflation increases (75.306) 
when there are decreasing exchange rates (−2.518) oil prices (−0.234), and openness 
to trade (−51.169). The results on the model are not satisfactory for 2SLS as all the 
parameters were not significant. This is because the 2SLS result has no power to 
control endogeneity in the model. 

3.6. The Generalised Method of Moment Estimator 

The GMM model controls for endogeneity by internally transforming the data  
 

Table 4. Endogeneity test results. 

Test df1 df2 Statistics p-value 

Weak instrument 1 16 0.107 0.748 

Wu-Hausman 1 15 0.286 0.601 

 
Table 5. 2SLS estimates of Model (5). 

Parameter Estimate Std. Error t-value p-value 

( )0 constantsϖ  75.306 248.069 0.304 0.765 

( )1 exchϖ  −2.518 11.351 −0.222 0.827 

( )2 oilϖ  −0.234 0.491 −0.476 0.640 

( )3 Toϖ  −51.169 245.542 −0.208 0.838 
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and by including lagged values of the dependent variable. In this, the GMM model 
provides a better estimation method compared to the OLS model and the 2SLS. Re-
sults in Table 6 show all the factors are significant, an exchange rate (0.019), oil 
price (0.002), and openness to trade (0.005). Only prices of oil are significant 
(p-value = 0.002) and negatively ( t-value = −3.043) correlated to Inflation, the 
other factors like exchange rate, and openness to trade showed a positive corre-
lation to inflation in the GMM estimation. 

3.7. Selection of Best Estimator for the Dataset 

All three estimators have demonstrated differences in their capacities for eco-
nometric properties in small samples when apply to the dataset. These three es-
timators (OLS, 2SLS, and GMM) were then computed. The estimators after the 
analysis were compared based on mean square error (MSE) criteria. The results 
in Table 7 show that GMM is a better estimator to consider when having a small 
sample with the presence of endogeneity and autocorrelation in the dataset than 
OLS and 2SLS in computing model parameters of inflation dependent on shock 
factors such as exchange rate, oil prices and openness to trade. For MSE the 
smallest the value the better and the closer it is to find the best line fit on the da-
taset and again the more perfect the estimator is, hence GMM estimator is more 
suitable. 

 
Table 6. GMM estimates of Model (4). 

Parameter Estimate Std. Error t-value p-value 

( )0 constantsϖ  5.969 10.827 0.551 0.581 

( )1 exchϖ  0.5957 0.613 0.971 0.019 

( )2 oilϖ  −0.098 0.0325 −3.043 0.002 

( )3 Toϖ  17.480 12.907 1.354 0.005 

 
Table 7. Selection of best estimator for the dataset. 

Estimator MAE MSE RMSE 

GMM 4.020 27.858 5.278 

2SLS 7.101 105.889 10.290 

OLS 69.999 5005.841 70.751 

4. Conclusion 

In the sensitivity analysis of the endogeneity effect on an autoregressive linear 
model of Order (1) in small samples in this intrinsically nonlinear regression 
model with one variable to determine the best estimator using OLS, 2SLS, and 
GMM respectively, we were able to attain its expected results in the simulation. 
When endogeneity and autocorrelation are assailed in a nonlinear autoregressive  

https://doi.org/10.4236/me.2022.139063


Y. D. Kanyir et al. 
 

 

DOI: 10.4236/me.2022.139063 1203 Modern Economy 
 

model of Order (1) then using GMM and 2SLS estimators stand the chance to 
produce the best results in small samples than using OLS estimator. Further-
more, GMM estimators also represent more perfect results than 2SLS and OLS 
when the sample size is (n = 100) across all specifications. When there is an in-
crease in autocorrelation and the sample size is small, efficiency reduces in 2SLS 
and OLS accept GMM at all levels of ρ and α respectively. Sample size issue has 
been a worrying case to a lot of empirical applied studies in literature; from the 
simulation, such workers can have a breath since they can make use of GMM 
and 2SLS estimators as a solution such as in Model (3) with all underlining con-
ditions intrinsically nonlinear regression model therein. The effect of the error 
term, the extent of correlation in Model (3), and specification error when deal-
ing with the endogeneity effect with a minimum bias has been accomplished and 
the GMM estimate causes the best outcome across all levels. The best estimator 
ranking from the analysis is GMM, 2SLS, and OLS. The OLS and 2SLS exhibit 
higher characteristics of endogeneity from the dataset analyzed used. The em-
pirical analysis puts GMM as the best estimator for handling and controlling 
endogeneity on external shock factors to inflations and by extension in small 
samples when there is endogeneity presence in the model. 

The limitations of the study are it is difficult to consider which sample was the 
smallest as a researcher in the process and also 2SLS estimator has no in-build 
mechanisms to internally transform the dataset when there is the detection of 
endogeneity present in the dataset. 
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Appendix 
Datasets Source 

s/n Variable data Description Period Source 

1 GDP The data is published annual I have  
adjusted it for monthly periods 

1998-2017 Ghana Statistical Service 

2 Interest rate data are presented as the same as from source 1998-2017 Bank of Ghana 

3 inflation rate data are presented as the same as from the source 1998-2017 Ghana Statistical Service 

4 exchange rate data are presented as the same as from the source 1998-2017 Bank of Ghana, Ghana Ministry of finance 

5 international  
oil price 

adjusted 1998-2017 World Bank 

6 FDI data is in the percentage of Ghana’s GDP 1998-2017 Ghana Investment and promotion cancel 

7 Trade Openness this is calculated as (Export + Import)/GPD 1998-2017 World Bank 
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