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Abstract 
The realization of an interoperable and scalable virtual platform, currently 
known as the “metaverse,” is inevitable, but many technological challenges 
need to be overcome first. With the metaverse still in a nascent phase, re-
search currently indicates that building a new 3D social environment capable 
of interoperable avatars and digital transactions will represent most of the in-
itial investment in time and capital. The return on investment, however, is 
worth the financial risk for firms like Meta, Google, and Apple. While the 
current virtual space of the metaverse is worth $6.30 billion, that is expected 
to grow to $84.09 billion by the end of 2028. But the creation of an entire al-
ternate virtual universe of 3D avatars, objects, and otherworldly cityscapes 
calls for a new development pipeline and workflow. Existing 3D modeling 
and digital twin processes, already well-established in industry and gaming, 
will be ported to support the need to architect and furnish this new digital 
world. The current development pipeline, however, is cumbersome, expen-
sive and limited in output capacity. This paper proposes a new and innovative 
immersive development pipeline leveraging the recent advances in artificial 
intelligence (AI) for 3D model creation and optimization. The previous re-
liance on 3D modeling software to create assets and then import into a game 
engine can be replaced with nearly instantaneous content creation with AI. 
While AI art generators like DALL-E 2 and DeepAI have been used for 2D 
asset creation, when combined with game engine technology, such as Unreal 
Engine 5 and virtualized geometry systems like Nanite, a new process for 
creating nearly unlimited content for immersive reality is possible. New 
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processes and workflows, such as those proposed here, will revolutionize 
content creation and pave the way for Web 3.0, the metaverse and a truly 3D 
social environment.  
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1. Introduction 

The use of artificial intelligence (AI) to generate content for art and design is not 
new [1]. The infancy of art history computing can be traced to the 1980s as art-
ists experimented with the potential of “digitized” and “digital” iterations of al-
gorithmic art [2]. As art and design have historically adopted emerging technol-
ogies, the rapid spread of AI art generators available today was inevitable [3]. 
However, such generative content produced using text prompts with DALLE-2, 
Midjourney, Jasper Art, Stable Diffusion, DeepAI, and many more tools, has 
been largely limited to two-dimensional output and has yet to disrupt the 3D 
modeling and digital twin development pipelines [4]. These pipelines are cur-
rently cumbersome and expensive, requiring specialized technical knowledge 
that often requires years of training in industry [5]. In order to create content for 
extended reality (XR), such as augmented reality (AR), mixed reality (MR), and 
virtual reality (VR), 360 photography, photogrammetry, or 3D modeling soft-
ware are used. Whether producing a digital twin using the Matterport system or 
creating a 3D model using Autodesk 3Ds Max, Maya or Blender, there are many 
limitations. For instance, 3D cameras like the Matterport MC250 Pro2 are able 
to improve upon previous photogrammetric processes using 134 megapixels and 
100k points per second and 1.5 million per scan, and then process for immersive 
viewing. The digital twin, however, is bound to proprietary software and is not 
interoperable [6]. The 3D models created are also not optimized and are not 
created for rendering and are often incomplete. On the other hand, models that 
are created using 3D modeling software, while optimized for rendering, are 
cumbersome to create, though are device agnostic and can be exported to file 
formats that are interoperable, geometry definition file formats such as OBJ. 
Modelers often save time and search for existing models in asset stores but are 
limited by what already exists that can be altered and reconfigured to the desired 
specifications. After completing modeling and alterations, XR content creators 
can import the compatible files into platforms such as Virbela’s FRAME or Spa-
tial [7]. Both development pipelines have limitations that can be resolved 
through a combination of emerging technologies.  

As such this paper proposes a new meta-reality immersive development pipe-
line to address the current limitations of content creation for virtual and immer-
sive environments in the metaverse. With advances in natural language processing 
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(NLP) and visual content generation AI, text prompts can be used to generate 
3D models in interoperable formats that can support animation (e.g. OBJ, GLTF, 
GLB, etc.) [8]. Much like image generation with DALLE-2 and Stable Diffusion, 
3D content generators like Interactive Pattern Generator and AI Material De-
signer allow for the creation of tileable (modular or repeatable) materials for as-
sets through text prompts [9]. Using the generators AI can be trained to generate 
3D elements such as patterns and texture. Whereas previous limitations included 
file size to ensure low latency in XR experiences, virtualized geometry systems 
can now be used to compress files for real-time rendering [10]. After generating 
content using AI, game engines can be used to edit the file and systems like Na-
nite to optimize for efficient run times. The proposed pipeline will not only re-
move the need for specialist technical knowledge and training but allows for un-
precedented asset creation. AI-generated art is becoming increasingly common 
and accepted. XR designers and developers are producing virtual exhibitions to 
illustrate AI-generated art, such as Andrew Wright’s AI Art Exhibition: The 
Other Us (2022) (https://framevr.io/theotherus) (Figure 1 and Figure 2). The 
next logical step is to combine the technologies to generate XR content for an 
immersive space. The new process and workflow proposed here overcome exist-
ing limitations for 3D content creation and paves the way for Web 3.0, the me-
taverse and a truly 3D social environment. 
 

 

Figure 1. Andrew Wright, AI Art Exhibition: The Other Us. FRAME. Virbela. (2022) 
(Detail 1). 
 

 

Figure 2. Andrew Wright, AI Art Exhibition: The Other Us. FRAME. Virbela. (2022) 
(Detail 2). 
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2. Literature Review 

First developed in the 1960s, 3D modeling involves the creation of a three-dimen- 
sional digital visual representation of an object using computer software. There 
are many varieties of 3D models, including wireframe, surface, and solid, the 
most computationally demanding. Each is suited to a particular task of capturing 
information about a three-dimensional object, such as design, size, appearance, 
texture, and even weight, density and gravity. The use of such models began in 
industry and industrial design and expanded in the late 1990s to video games 
and entertainment [11] [12]. The demand for 3D asset creation has only grown 
with the advent of the metaverse and the consumption of media, games, and en-
tertainment in immersive environments [13]. 3D modelers often use software 
like Sketchfab, Blender, Maya, and Autodesk 3ds Max to create an asset, which 
can be viewed in these applications. Otherwise, for greater optimization and in-
teractivity, assets are also imported into game engines, such as Unreal Engine 5 
(Epic Games) and Unity (Unity Technologies) and situated within virtual envi-
ronments [14]. These game engines even have marketplaces where 3D assets can 
be readily downloaded and sold, allowing developers without 3D modeling ex-
perience access to 3D models. However, as noted, the number of resources in 
these stores is finite and developers are limited by existing assets that need be al-
tered and reconfigured to the desired specifications. The demand for such 
high-quality, editable and reconfigurable assets will only continue to rise in 
many industries, especially immersive content creation for the metaverse [15].  

2.1. Game Engines and Cinematics 

Industries such as film have seen an increase in the use of 3D models and game 
engines as details are now crossing the uncanny valley and becoming indistin-
guishable from real life, leading to advances in experimental filmmaking, in-
cluding VR cinematics [16]. The mainstream film industry has also seen a rise in 
the use of traditional game development software like Unreal Engine 5, which 
has become a tool used by visual effects artists and filmmakers to create realistic 
worlds in real-time. The American space western television series The Mandalo-
rian [17] was a front runner in standardizing the use of game engine technology 
as it provided filmmakers the ability to create realistic virtual sets that would 
dynamically change based on needs and camera position, and also reflect accu-
rate lighting information [18]. The development pipeline saved countless hours 
in post-processing as much of the effects were done in camera and on set [19]. 
The process also has been praised by the actors as they can see the world they are 
acting in as opposed to the previous method of working in front of a green 
screen [20]. The need for 3D models and virtual sets will only rise as more and 
more film projects are relying on this technology. As more films are also shot in 
virtual reality (VR), the impact of these technologies has the potential to radical-
ly change how directing in the film industry operates [21] [22].  
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2.2. 3D Modeling Process 

With all of the advances made possible using game-engine technology, 3D mod-
eling remains limited to specialists. The development pipeline for 3D modeling 
explains why [23]. In traditional 3D modeling, the modeler starts with simple 
geometry, such as a polygon, which can be as simple as a triangle comprised of 
three vertices existing in three-dimensional space represented in the Cartesian 
coordinate standard of X, Y, Z. A minimum of three vertices are required to 
generate the surface geometry, and today’s game models can easily be comprised 
of 20,000 polygons, which would be the equivalent to 40,000 triangles and those 
are models that have been optimized for performance. Because of these consid-
erations, the modeling pipeline is heavily reliant on several specialized skills and 
techniques, such as re-topologizing meshes to improve animation and perfor-
mance, rendering tools such as normal maps to produce fine details, as well as 
post-processing effects using specialized shaders [24]. The requirements can lead 
to the need to be able to process and render thousands, if not millions of poly-
gons on screen at 60 frames per second. The following will investigate the two 
variables of the asset creation pipeline: the creation of models and the optimiza-
tion and usability of those models in a game engine or other real-time applica-
tions. 

2.3. 3D Scanning and Photogrammetry 

The acquisition or creation of 3D models has seen a few developments in the 
past several years, the most well-known of which is 3D scanning. This technolo-
gy is not new but continues to improve in both quality and adaptation, as well as 
accessibility. Whereas previous iterations were large and cumbersome, the latest 
generation of scanners are handheld (e.g. Artec 3D) or even free applications for 
smartphones that use LiDAR (e.g. Scaniverse and Polycam) [25]. These scanners 
and their associated software applications allow users to create 3D models of ob-
jects large and small and can even scan entire areas [26]. The technology is used 
in many industries beyond entertainment including engineering and even law 
enforcement (Chenoweth et al. 2022). Alternatively, another related method of 
model creation is photogrammetry, which is the process of generating 3D mod-
els from photographs or other data. This process is also not new and began with 
the creation of 2D information, not only from photographs but also from sonar 
and radar and has been used to create topographic maps [27]. These processes 
have expanded to other fields including entertainment and these techniques 
have been used in films such as The Matrix [28] and video games [29]. Taken 
together, both 3D scanning and photogrammetry can produce 3D models and 
assets. 

2.4. AI-Generated Content 

Technology continues to develop, and AI has been used with photogrammetry 
to improve models and fill in details that were not present in photographs 

https://doi.org/10.4236/jilsa.2023.151002


J. Ratican et al. 
 

 

DOI: 10.4236/jilsa.2023.151002 29 Journal of Intelligent Learning Systems and Applications 
 

(Amaro et al. 2022). However, recently AI has begun to cross over from being a 
tool for helping with art creation to a method for generating art. AI art genera-
tors like the DALL-E 2 have recently made headlines by creating interesting and 
imaginative works of art [30]. While these early models often would make mis-
takes that seem obvious to human eyes, with each iteration the AI improves, and 
newer models have started to make photo-realistic art [30]. These examples are 
for creating 2D art but can clearly show an evolution of quality and sophistica-
tion with each newer algorithmic iteration. An exciting aspect about using AI is 
its ability to improve and learn from previous versions. Artists are using these 
generated images to inspire them and as starting points for conceptualizing ideas 
and designs, and many speculate it will not be long before AI can do the largest 
part of concept design work [3]. 

The move from 2D art generation to 3D content generation is a natural pro-
gression. This has led to several AI systems that can take a prompt, some of 
which can be as simple as a text description and transform that into a 3D model. 
Such SOTA models may be used to train AI to understand 3D space using image 
language models [31]. The open-world 3D scene understanding task is a 3D vi-
sion-language task that also includes open-set classification. The limitations of 
the tasks are that the AI does not currently have enough data. Unfortunately, ex-
isting 3D datasets are not varied enough in comparison to 2D counterparts to 
train AI to generate content [32]. Admittedly, the creation of a 3D model from a 
text prompt is still early in development and is not ideal for asset creation, but 
other solutions do currently exist.  

Just as photometry uses data to generate pictures, some AI systems are using 
2D pictures as inputs to generate 3D content. By loading images as reference, AI 
systems like Nvidia’s Instant NeRF and Kaedim can generate 3D models. Kae-
dim is a newer image to 3D model AI tool aimed at 3D artists and those that 
need 3D models created from concept design. The tool is still in development 
and currently needs human reviewers to ensure quality of output. The software 
reviews images of a concept design from all angles and creates a 3D model. Kae-
dim is one of the few AI 3D model generating tools that takes the technical re-
quirements of the models in mind but does require the user to specify the com-
plexity of the model [33]. This process does require the user to be aware of the 
specific requirements of the platform or real-time application the model is de-
veloped for and experience to know how many polygons would be appropriate 
[34]. Nvidia’s NeRF (Neural Radiance Field) uses a process based on a concept 
called inverse rendering, which essentially inverts the concept of normal ren-
dering and attempts to recreate how light reacts to objects in the real world. In-
stead of normal baked lighting, NeRF instead uses AI to analyze a collection of 
2D images and constructs a 3D model from them. The process can create a full 
3D scene in a short amount of time [35]. These methods of 3D model creation 
are becoming increasingly easy to use, and with accessibility becoming as simple 
as an application accessed on a smartphone, the hurdle of creating a 3D model 
has all but been removed. 
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2.5. 3D Model Optimization 

The other variable to consider in the proposed immersive development pipeline 
is the optimization of 3D models for use in real-time applications. While the 
methods outlined above can create models often with a high number of details, 
the models themselves are not in a usable format consisting of dense meshes that 
would lead to poor performance and be unsuitable for animation [36]. This is an 
issue even current processes face, as 3D modeling for entertainment often uses a 
technique called digital sculpture [37]. Many of the most popular modeling ap-
plications use these techniques to spectacular effect; the most popular software 
application for digital sculpting is ZBrush. The process where an artist uses digi-
tal sculpture to create a model can also result in a dense unusable mesh that 
must be re-topologized. Retopology can be a time-consuming process where a 
lower resolution and optimized version of a model is made, the version that 
would work well in a game engine, for instance, and then the high-resolution 
details are added back in during rendering [38]. The process usually includes 
baking the higher-resolution details into color images where the surface of the 
high-resolution mesh is represented in a texture where the three channels of red, 
green, and blue are controlling the XYZ information of how light reacts to the 
surface of the model. These textures are called normal maps and have been 
standard practice since the early 2000s [39]. 

The process involved with retopology can be rather involved and lengthy, 
therefore, software developers have been working on ways to make it easier, such 
as including auto-retopology tools to popular 3D software applications [40]. One 
of the foremost pioneers of graphics technology in this area is the graphics card 
manufacturer Nvidia. The AI computing company has been sponsoring and de-
veloping new graphics technologies for decades and has an annual technology 
conference where new graphics technologies are showcased. As so much of the 
processing and rendering of immersive realities and real-time applications rely 
on the hardware, Nvidia is also involved in improving the performance of those 
functions [41]. Two of Nvidia’s recent innovations that are relevant for this 
study are the Nvidia NGX and aforementioned Nvidia NeRF. Both technologies 
approach rendering in new and dynamic ways. The Nvidia NGX requires an 
Nvidia RTX video card and uses that hardware combined with AI and deep 
learning to improve performance and improve the graphic output. The NGX can 
load an entire 3D scene from an previous design iteration and create a modern 
lighting and rendering solution. The process can transform older, lower resolu-
tion graphics and ensure that they appear crisp and clear on modern systems 
and resolutions [42]. While this process can make older graphics appear more 
modern it is, however, focused on the textural graphics and not the resolution of 
the models themselves making the solution ideal for lower resolution models. 
Higher resolution models would still require optimized geometry like that which 
is done through proper retopology [43].  

In order to address the retopology issue, Epic Games’s engineers working on 
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Unreal Engine 5 have used a new approach of virtualized geometry systems that 
aims to render retopology unnecessary all together. The Nanite system, which is 
built on earlier iterations and research on how to process and render high-resolution 
geometry in real-time, allows the user to bring in non-optimized high-resolution 
3D models directly from a 3D scan or highly detailed digital sculpt. These files 
are able to be altered in size to ensure fast processing and rendering [44] [45]. 
Nanite does this in several novel ways, including dynamically making level of 
detail (LOD) in real time, which consist of multiple copies at varied polygonal 
complexity that decrease in resolution as the viewer moves away from an object 
and increases in complexity as a viewer moves closer. The virtualized geometry 
system also automatically occludes polygons that are not visible from the view-
er’s perspective, making them non-rendered or non-processed. Adjusting the 
resolution of objects that are out-of-frame from a viewer ensures better perfor-
mance for real-time applications since render engines often process geometry 
even when not seen [46]. Nanite also works to improve rendering by using a 
system of virtualized textures also automatically generated [47]. All of these op-
timizations are done by the system, removing the technical obstacles that could 
impact performance and allowing the developer to focus on viewer experience. 
This system, and others that are sure to follow, entirely removes many of the 
most time-consuming and technically challenging aspects of 3D asset creation.  

3. Recommendations 

While both 3D AI asset generators and virtualized geometry systems are cur-
rently in use in the market, combining them to create a new development pipe-
line of 3D asset creation has not been explored. A theoretical framework for us-
ing these technologies in tandem is proposed and is an alternative method for 
designing, creating and producing content for immersive environments in XR. 
Such an immersive development pipeline would involve generating 2D concept 
designs via an AI art generator, such as DALLE-2 or Stable Diffusion. These de-
signs can then be rendered as 3D models using software such as Nvidia’s Instant 
NeRF and Kaedim. Finally, these 3D models can be imported into a game en-
gine, such as Unreal Engine 5 where the virtualized geometry system Nanite can 
optimize for appropriate resolution to ensure low latency in a virtual environ-
ment such as when using a head-mounted display (HMD). As for implementing 
those models, Nanite is proving to be a novel solution on how to use non-optimized 
models and has taken much of the asset creation process and removed or auto-
mated it. Recommendations for next steps in research include implementing the 
proposed development workflow and pipeline. 

4. Conclusion 

Developments in AI generative content witnessed unprecedented strides in 2022 
[48]. New technologies are opening alternative methods of 3D asset generation. 
While this study is the first to examine these technologies within the lens of 3D 
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asset creation, the proposed development pipeline shows that AI 3D art genera-
tion programs continue to grow and be developed in a range of industries. As 
seen in Andrew Wright’s AI Art Exhibition: Yeti (2022)  
(https://framevr.io/theotherus) (Figure 1 and Figure 2), AI-generated content is 
now within the reach of the general public. Each image within the exhibition was 
generated using natural language prompts in an AI generator. At the moment, 
each image requires trial and error with thousands of text prompt permutations 
to arrive at the desired effect. But advances are being made rapidly, as evinced by 
the number of options of generators now freely available. The rise of AI-driven 
content, and the increased accessibility to formally specialized and technically 
challenging 3D designers and developers means massive disruption in the field is 
quickly approaching the horizon. As the combination of these technical achieve-
ments creates an alternate possible 3D asset creation pipeline wherein a devel-
oper could use commonplace technology, such as a mobile phone to scan in ob-
jects, or use an AI system to generate 3D content either from a 2D concept de-
sign, which could also have been generated by AI (Bouchard, 2022), or a simple 
text prompt [31]. These developments democratize the 3D design and modeling 
field and create more opportunities for users to make the models required with-
out an experienced artist or designer, rendering current design and development 
pipelines obsolete.  
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