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Abstract 
The study was set to examine the extent to which Credit Risk Management 
Practices influence banks’ performance in South Sudan. Credit Risk Man-
agement practices were looked at in terms of Credit Risk Identification (CRI) 
Credit Risk Assessment (CRA) and Credit Risk Control (CRC). The study ap-
plied a cross-sectional survey design with 124 respondents linked to the Cre-
dit process across 7 sampled banks in Juba. Cluster, purposive and sample 
random techniques were employed in gathering data using Structured ques-
tionnaires and interview guides. The study revealed a strong positive correla-
tion between risk management practices and bank performance (r = 0.959; 
p-value = 0.000 which is less than 0.01). Credit Risk Assessment (CRA), Cre-
dit Risk Identification and Credit Risk Control all revealed significant results 
at r = 0.932 at p-value = 0.000; r = 0.977 at p-value = 0.000. The study further 
revealed that a unit increase in CRI and CRA and CRC, increased bank per-
formance by 35.8%, 25.3% and 37.1% respectively. While CRI = (β = 0.358 
and p = 0.000) and CRA (β = 0.253 and p = 0.000) seamed to drive growth of 
the asset book, CRC influenced Asset Quality by (β = 0.371 and p = 0.000). 
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1. Introduction 

In the wake of modern banking practices, Credit has played a pivotal role in bank 
performance given the volume of bank business that is centered on credit. To this 
end, portfolio performance continues to attract attention from scholars and pol-
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icy-makers. (Abraham & Anifowose, 2020), continue to emphasize the need for 
well-capitalized financial institutions as a building block to sustained asset quality. 
The core business of financial institutions is to advance credit and this exposes 
to risk of Nonperforming Assets (NPAs) when then attracts a provision rate, 
which in turn affects the capital of the institution (Area, 2016). Financial institu-
tions, therefore, need to exercise caution while advancing credit. Lending prac-
tices need to be studied in intricate detail to ensure good practices are adopted 
across the industry (Saba, Kouser, & Azeem, 2012; Rannong & Phuenngam, 
2009). 

Credit Risk Management has evolved over time with new concepts that en-
compass review and analysis of portfolio (Egesa, 2009). Several theories have 
come up to challenge and affirm portfolio performance (Tejvan, 2013; Boahene, 
Dasah, & Agyei, 2012; Derega, 2010; Bichanga & Kimani, 2013) who all note the 
extent to which local financial institutions are undermined by dominant interna-
tional financial intuitions hence increasing the contagion effect of Non-performing 
Assets. (Gahamanyi et al., 2009) points out that liberalization of the financial 
sector increased investment but also created credit challenges in form of inade-
quate risk management challenges. Furthermore (Longstaff, 2010; Almunia et 
al., 2010) all point to deregulation as the driver for credit supply and demand 
imbalance coupled with poor risk management practices as a major factor in 
driving the nonperformance of financial institutions.  

The study attempts to establish the Credit Risk Management Practices that are 
prevalent in the industry and measure the extent to which these measures are 
affected in ensuring Quality portfolio while driving portfolio growth at the same 
time. The balance between Quality portfolio and growth has to be attained to 
ensure a healthy and sustainable financial sector. The motivation for this study 
stems from empirical evidence, which posits that the parametric and non-parame- 
tric approaches for measuring Credit Risk Management Practices and Bank Per-
formance may not always produce the same result and have obvious implica-
tions for policy formulation.  

2. Literature Review and Theoretical Framework 
2.1. Theoretical Framework 

The study was mainly guided by the Markowitz Portfolio Theory (MPT) of 1952. 
The theory was later supported by the Agency theory developed by (Shapiro, 
2005). The theory assumes investors optimize their returns by reducing risk. It 
further contends that when various uncorrelated assets are combined in a port-
folio, risks are lowered and returns improve. In the context of financial institu-
tions, diversification helps reduce asset correlations hence lowering expected 
risk (Mercer, 2014; Nnanwa, 2018). However, studies by (Faulkenberry, 2018) 
indicates that over diversification of portfolio may increase the risk just as much 
as under diversification. He emphasized an appropriate balance to be achieved in 
diversification placing the portfolio size into consideration as well as institution-
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al capital. 

2.2. Literature Review 

(Chen et al, 2009) have defined portfolio performance as the rate at which a Fi-
nancial Intuition is able to advance credit and explore new opportunities. (Potvin 
& Hasni, 2014), notes the dimension of performance which include Non-per- 
forming Loans (NPL) and Provisions for bad Loans which have a negative im-
pact on the Financial institutions Income statement or the capital position of the 
Institution. Several studies have measured performance by looking at Nonper-
forming Assets (NPA), Loan Loss provisions, Portfolio at Risk and profitability 
ratios like Return on assets, Return on equity (Warue, 2013; Guy & Lowe, 2011; 
Kjosevski & Petkovski, 2017; Saurina et al., 2006). Scholars like (Afriyie & Ako-
tey, 2012; Hitchcock & Simpson, 2014; Saba, Kouser, & Azeem, 2012), have af-
firmed that NPL and NPA are used interchangeably since both mean the same 
thing. However they have further gone ahead to indicate that loans that meet the 
conditions of 90 days and above are classified as NPL or NPA. However other 
scholars like (Alexander & Pézier, 2003; Rajeev & Mahesh, 2010; Karki, 2019) all 
contend that some countries observe shorter delays of more than 30 days, 60 days 
as being classified at NPA/NPL. In the context of Uganda, a 90 days structure is 
observed where provisions are applied at 100% on the loan that is over 90 days.  

Portfolio performance in many financial institutions have been liked to variety 
of factors which include Credit Risk management, interest rates, market condi-
tions, institutional level of risk such as knowledge and skill, risk perception and 
ethics (Louzis et al., 2012; Fofack & Fofack, 2005; Saurina et al., 2006; Warue, 
2013). Scholars such as (Antunes & Gonzelaz, 2015) point out the importance of 
objectivity in achieving institutional goals with the guidance of the Risk Man-
agement Framework. The framework outlines the importance of understanding 
internal and external environment, setting objectives, Conducting Risk Analysis, 
Risk Treatment and Risk Controls activities, information and communication as 
well as monitoring. Credit Risk Management helps to reduce the lending institu-
tion’s risk adjusted pricing rate of return by keeping the risk within acceptable 
parameters.  

Several studies have been done on risk identification as being the first step in 
the risk management process. The output of identification is risk register which 
must be communicated to the relevant stake holders (Chapman et al., 2001; Bes-
sis et al., 2002). Furthermore (Geitangi, 2015), add that the process of risk iden-
tification takes into account checking of credit applications, reviewing proposals 
for credit and assessing potential risk exposures, analyzing repayment characters 
and their credit history. (Segal, 2011) add that contextualization, communication 
and documentation are crucial in the process of identifying risk. Credit Assess-
ment is the second stage and it involves checking for credit worthiness. (Tetteh, 
2017; Bahabadi & Mohammadi, 2016; Hsu, Ou, & Ou, 2015) all postulate that 
this stage involves measuring, ranking risk in accordance to magnitude and fre-
quency of occurrence. Furthermore, (Mwangi, 2012) in a study raised that’s risk 
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can be measured qualitatively and quantitatively. This process involves engaging 
key stake holders which is provided for in the risk management framework 
(Ongeri et al., 2021). The final stage is Credit Risk Control (CRC) which gives 
protection to exposure. This is done by applying physical standards, tools, tech-
niques, training to help prevent a loss from occurring (Engels et al., 2011). 

3. Methodology 
3.1. Data 

The data employed for this study is drawn from already existing banks in Juba 
South Sudan. A sample of 6 banks was selected using simple random sampling 
technique. Within the selected banks, Cluster sampling techniques was em-
ployed to cluster respondents who are either directly linked to the credit process 
or indirectly such as the control rolls (audit/risk/compliance/credit committees 
of management). Out of the 30 banks in Juba, 28 banks were randomly selected 
to participate in the study. Within each bank, the credit functions were clustered 
along with other roles that are linked to credit for each of the banks. Within each 
cluster simple random sampling was employed where 124 respondents answered 
the Questionnaires. Interview guides were also administered to key informers. A 
total of 14 interviews were conducted with key representatives from the sampled 
banks. The data was analyzed using descriptive statistics, correlational and re-
gression techniques.  

3.2. Model Specification 

The model used in the study was simple linear model as shown below (Figure 
1). 

3.3. Reliability and Validity 

To be sure of the measures, Cronbach’s alpha co-efficient was computed for all 
variables and it confirmed the reliability of the instrument that had been used in 
the study because all variables showed values above 0.8. Validity was obtained 
using Content Validity Index that was obtained as 0.906 above the acceptable 
limit of 0.7. As seen in the table (Table 1). 

The research instrument that was used to test for validity and reliability was 
adopted from various studies that tested different aspects of Risk identification, 
Risk assessment and Risk Control. The researcher picked the questions that best 
measure the above constructs. 
 

 
Figure 1. Conceptual framework. Source: modified from (Abdou, 2009; Al-Tamini & 
Al-Mazrooei, 2007; Bhattacharya et al., 2011). 
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Table 1. Reliability test results. 

Variables Cronbach alpha coefficient 

Risk identification 0.867 

Risk assessment 0.842 

Risk control 0.815 

3.4. Data Analysis 

Data was analyzed using three levels. The first level had descriptive statistics 
mainly mean and standard deviation. The second level was for relational statis-
tics using Pearson’ Product Moment Correlation Coefficient to establish the re-
lationship between risk factors and commercial bank performance. Thirdly on 
establishing whether relationship existed, hypotheses were tested using multiple 
regression analysis to establish the order of casual influence of Risk factors on 
Bank performance.  

4. Empirical Findings 

From the study, most of the respondents associated with the credit role were 
55.6% male and 44.4% female. The age distribution showed that most of the 
respondents were between the age bracket of 26-35 years of age (50%). Most of 
the respondents had a fair understanding of risk processes and they had a ba-
chelor’s degree certification (51.6%) with 4 to 5 years’ experience (37.9%) in the 
credit function respectively. 

From the findings, the study investigated risk identification mechanism in the 
sampled banks. The results showed that most institutions have clear risk identi-
fication framework (Mean = 4.26; Std = 0.636), risk management strategy (mean 
= 4.32; Std = 0.592), Risk assignments (Mean = 4.16; Std = 0.692). However gen-
erally the study revealed that on average all banks demonstrated a presence of 
some form of risk identification structure (Mean = 3.99; Std = 0.852). The level 
of variability was also observed to be high in most institutions as shown in Table 
2. This indicated that much as risk structures were present, not everyone in the 
credit role appreciated risk identification as some respondents were seen priori-
tizing portfolio growth and less on risk identification and recording.  

The study further looked at the Credit assessment process, the study revealed 
that assessment of risk was being done adequately (mean = 3.94; Std = 0.901) as 
shown in Table 3. However, there was contention over the measurement of cre-
dit risk (mean = 2.01; Std = 1.164). Most respondents revealed that various in-
tuitions were applying various differing methods of Quantifying risk. Some in-
stitutions preferred to have qualitative assessments of risk while little was being 
done to quantify risk in the sector.  

Furthermore on issues of Credit Risk Control (CRC), the study revealed that 
CRC control was revealed to be low in most institutions as most the respondents 
were more focused on growing the portfolio. The study revealed that most  
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Table 2. Relationship between credit risk management practices and performance of 
commercial banks. 

  
Credit risk 

identification 
Credit risk 
assessment 

Credit risk 
control 

Performance 
of commercial 

banks 

Credit risk 
identification 

Pearson correlation 1    

Sig. (2-tailed)     

N 124    

Credit risk 
assessment 

Pearson correlation 0.924** 1   

Sig. (2-tailed) 0.000    

N 124 124   

Credit risk 
control 

Pearson correlation 0.984** 0.989** 1  

Sig. (2-tailed) 0.000 0.000   

N 124 124 124  

Performance 
of commercial 

banks 

Pearson correlation 0.959** 0.932** 0.977** 1 

Sig. (2-tailed) 0.000 0.000 0.000  

N 124 124 124 124 

**Correlation is significant at the 0.01 level (2-tailed). 
 
Table 3. Casual effect of the framework dimensions. 

Coefficientsa 

Model 

Unstandardized 
coefficients 

Standardized 
coefficients T Sig. 

B Std. Error Beta 

1 

(Constant) 1.725 0.379  0.000 1.000 

Risk identification 0.358 0.048 0.358 2.058 0.000 

Risk assessment 0.253 0.052 0.253 3.521 0.000 

Risk control 0.371 0.043 0.371 2.098 0.000 

aDependent variable: performance of commercial banks. Source: Primary Data 2019. 
 

institutions agreed on the nature of risks they were taking and acknowledged 
that measured were in place to control such risks. Some of the aspects they 
agreed on included assignment of guarantors (Mean = 4.23; Std = 0.723), Insur-
ance (Mean = 4.09; Std = 0.625). However, generally credit monitoring and fol-
low-up was considered to be ineffective or even nonexistent in some parts of 
bank operations.  

4.1. Relational Statistics of Variables 

To establish the relationship between company factors and competitiveness in 
SMEs, Pearson’s Product Moment Correlation Coefficient pre-ceded by testing 
for the linearity with scatter diagrams. 

The linear pattern emerged between both variables revealing a relationship. 
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Pearson’s-Product moment correlation coefficient was computed. The study re-
vealed that credit risk management practices had a strong positive correlation to 
bank performance at 99% level of significance.  

4.2. Multiple Regression Results 

The factors that were used to determine credit risk management practices in-
cluded credit risk identification, credit risk assessment and credit risk control. 
All these factors scored a strong positive correction to bank performance at 
p-value = 0.000. 

The study further advanced to establish whether the relationship that exists is 
a course effect relationship by computing multiple regression analysis. Here the 
hypothesis will be rejected or upheld. The table (Table 3) shows the results. 

The study revealed that credit risk management practices’ constructs were risk 
identification, risk assessment and risk control. Based on the beta value, the fac-
tor dimensions were ranked in order of course to bank performance. Credit Risk 
Control (CRC) was ranked first (beta value 0.371), followed by Credit Risk Iden-
tification (CRI) with a beta value 0.358, then Credit Risk Assessment (CRA) with 
a beta value 0.253. The regression model therefore would be: 

0 0.358 CRI 0.253 CRA 0.371 CRC n nY X= β + + + + +β + ε . 

5. Discussions of the Findings 

From the study, the major findings indicated that most financial institutions did 
demonstrate a presence of Credit Risk Management structures. Several inter-
views indicated that Risk Identification Framework (RIF) were in place (Mean = 
4.26; Std = 0.636), Risk Management Strategy (RMS) was also in place (mean = 
4.32; Std = 0.592), Risk Assignments (RA) was also being done. This was consis-
tent with studies done by (Rosman, 2009; Kaplan & Mikes, 2012; Van Greuning 
& Bratanovic, 2009). However, much as the structures and polies were in place, 
the study did not assess the control environment effectiveness. This was mani-
fested by high variations in the standard deviation that can be seen in the study. 
This is consistent with (Ashraf, Zheng, & Arshad, 2016; Adhikari & Agrawal, 
2016; Illiashenko & Laidroo, 2020) who all emphasized the importance of the 
cultural environment is impacting the Risk Management Practices.  

The study further showed that the correlational effect of Risk Management 
Practices which involved Risk Identification, Risk Assessment (RA) and Risk 
Control (RC) were all statistically significant at 99%. This study was consistent 
with other studies by (Yousfi, 2015; Taiwo et al., 2017), whom all emphasized 
that Risk Management practices would enhance disclosure. However, some stu-
dies disagreed stating that strict Risk Management Practices would inhibit busi-
ness growth (Kedia & Chhokar, 1986; Bushman & Williams, 2015) who all em-
phasized the balance between Risk Management and Business growth. The study 
further indicated the dimensions of the Risk Management Practices were ranked 
in order of effect on Bank Performance. Credit Risk Control (CRC) was ranked 
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first (beta value 0.371), followed by Credit Risk Identification (CRI) (beta value 
0.358), then Credit Risk Assessment (CRA) (beta value 0.253). This was consis-
tent with (Wachira, 2017; Taiwo et al., 2017). 

In conclusion, credit Risk management as a structural requirement needs to 
be enhanced while balancing the business requirements with controls.  

6. Limitation of the Study 

The study focused was on the existence of risk management systems within the 
credit function. Such systems included Credit Risk Identification, Credit Risk 
Assessment, Credit Risk Control and their influence on performance. However, 
the study did not venture into Bank performance in terms of Non-performing As-
sets (NPAs), Provisions associated with Non-performing Assets. Furthermore, 
the study focused more on the adequacy of Risk Management Practices within 
the banks and did not venture into the contribution of human factors in influen-
cing Risk Management Practices. 
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