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Abstract 
Virtual reality (VR) technology can provide users with an immersive expe-
rience as if they are in the real world, which can be applied in the fields of en-
tertainment, education and scientific research, etc. In order to improve the 
sense of presence and immersion in VR, the design of multimodal feedback is 
an important component. In particular, the simulation of weight of virtual 
objects poses many challenges due to the limitations of hardware and soft-
ware. Many researchers focused on this issue in various ways. These methods 
are mainly divided into two categories: device-based simulation and soft-
ware-based simulation. This paper investigates the focus of software-based 
simulation, particularly for the virtual feedback methods proposed by re-
searchers in recent years. We introduce the background of these proposed 
methods, technical implementation principles, application scenarios, the ad-
vantages and disadvantages of these simulation methods, and the evaluation 
criteria. We also propose the future challenges and the development of simu-
lation methods for weight perception of virtual objects in VR. 
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1. Introduction 

In order to improve the naturalness and user experience of the virtual reality 
system, it is necessary to simulate the physical properties of the object, which in-
cludes the simulation of the weight of the object. Research has shown that users 
who get appropriate physical attribute feedback in the virtual reality system can 
effectively improve the user’s sense of immersion [1] [2]. A variety of technolo-
gies have been added to make the virtual reality system more realistic [3]-[10]. 
The weight simulation of objects has application potential in virtual reality sys-
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tems [11]. For example, in virtual training teaching scenes, students can feel the 
weight of equipment, and can better distribute physical strength during real use; 
another example in virtual reality games, the weight feedback of the object in-
creases the user’s immersion and so on. First of all, simulating the weight of vir-
tual objects is the need for VR application scenarios. Secondly, the fidelity of the 
current weight simulation methods is not realistic enough to be as delicate as in 
the real world. The simulation methods need further research and development. 
In addition, most of them can only be used in specific scenarios, and there is no 
method that can cope with most of the applications in daily applications. 

The research and development of simulation methods for the weight of virtual 
objects promotes the understanding of the mechanism by which people perceive 
the weight of objects in virtual reality systems on one hand, such as, the exami-
nation of how the addition of visual feedback has an effect on the weight evalua-
tion of virtual objects by users. On the other hand, the simulation method pro-
motes the development of interactive devices that can be used in virtual reality, 
and the application of robotics and new materials needs to be further explored. 

To this end, we investigate the state of art in research and development of 
hap-tic weight simulation. In order to determine the scope of research, this ar-
ticle first explained the definition and functional requirements of virtual weight 
simulation methods, and then introduced the classification of virtual object 
weight simulation methods, including the realization principles and corres-
ponding application scenarios, followed by descriptions of commonly used in-
dicators and methods for evaluating simulation methods. Finally, the future de-
velopment and challenges are pointed out. 

2. Definition and Quantified Metrics of Simulation Methods  
of Haptic Weight 

2.1. Definition 

In the real world, our assessment of the weight of objects relies on direct and in-
direct assessments [12]. Direct evaluation means that the user can directly pick 
up the object and judge the weight of the object through the feedback of the 
hand force; indirect evaluation means that the weight of the object is evaluated 
through tools or other information, such as electronic weight on the scale. In 
virtual reality, users mainly obtain information through vision, and it is difficult 
for the weight of virtual objects to be reflected visually during the interaction 
process. A general virtual reality system uses a handle to interact with objects, 
and the weight the user feels during the interaction is actually the weight of the 
controller. The user’s perception of the weight of virtual objects includes the 
quality that the user actually feels, the weight estimation of the virtual object, 
and the ability to distinguish the weight difference between the virtual objects. 
Virtual weight is very useful in some scenes. For example, in VR games, a good 
grasp of the weight of a basketball can help users determine how much force to 
shoot the basket, or the weight of components in the collaborative architectural 
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design process can allow designers to understand the work. The overall weight 
distribution is understood. This article mainly investigates the weight simulation 
method of virtual objects, usually using physical simulation methods [13] [14] 
[15], namely tactile and force feedback to provide a sense of weight [1]. In addi-
tion, it can also help users perceive the weight of virtual objects through other 
forms, such as special visual feedback [16] [17] [18] [19]. The weight of a virtual 
object is non-visual information, but it can help users perceive it through visual 
feedback. In the past decades, there is a number of haptic weight simulation 
methods had been proposed, and thus it is impossible to cover all these methods 
in one survey paper. 

2.2. Functions and Requirements 

As mentioned above, haptic weight sensation includes direct perception of the 
mass of virtual object has or indirect weight reflection from during the interac-
tion. To fulfill the conception of this, the haptic weight simulation method func-
tions need to be defined. First, simulation methods should help users distinguish 
objects with different mass. The proposed technique would have the ability to 
reflect the weight of virtual object, while there may have many virtual objects in 
VR for users to manipulate, it should make noticeable difference when interact-
ing with two objects which have noticeable different weight, especially the ob-
jects without simulation. The virtual environment may not provide accurate 
weight haptic perception for users but different weight perception may do help 
in getting closer to reality. 

Second, the haptic weight simulation method should do no or little destruc-
tion to the sense of experience. The haptic weight perception is to simulate the 
actual experience in reality, make virtual reality more realistic. The proposed 
methods should be natural during interaction with object while providing 
weight simulation to help users perceive weight. Improper simulation methods 
will cause users bad immersion or presence. 

3. Taxonomy of Haptic Weight Simulation Methods 

Virtual objects are weightless in reality for users in reality. The virtual reality 
system allows users to observe virtual objects through visual simulation. The 
virtual reality system used by general users is only equipped with handles. In or-
der to maintain universality, VR game manufacturers have developed interac-
tion logic of the handle. When the virtual object is touched or held based on the 
handle, the physical properties such as the material and weight of the virtual ob-
ject cannot be sensed. In laboratory research, the restrictions on virtual reality 
interactive devices are small, and additional interactive devices such as data 
gloves, customized feedback devices, etc. can be added. However additional 
feedback devices will increase the cost, so there are some methods of using soft-
ware simulation to make users form the illusion of weight by changing the con-
tent displayed in virtual reality or through other non-device-related methods. 
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Each simulation method has its specific application scenario, and the simula-
tion method has its own advantages and disadvantages. In the research on the 
full-hand force feedback, the sensory discrimination ability (i.e., Weber fraction) 
when using the simulation device was also investigated, and the performance of 
the full-hand force feedback device in the user interaction process was discussed. 
The feedback device is not intended to replace others force feedback systems. 
Each device has its specific application scenario, and there is the most suitable 
force feedback simulation system or method for different application scenarios 
[20]. There are different ways to categorize haptic weight simulation methods 
according to, such as the feedback source, the supported gestures, the de-
vice-depended or composed category just like Revue et al. proposed which is 
shown in Figure 1 [21]. In this survey, simulation methods are classified, in 
terms of the device-depended, into device-based and software-based methods. 

3.1. Device-Based Simulation Method 

Many VR controllers use vibration to remind the user that they have touched a 
virtual object when they interact with a virtual object. It is almost impossible to 
rely on the vibration of the handle alone to provide users with a weight percep-
tion. The most direct way to use the device to simulate the weight of a virtual 
object is to let the user hold a real object corresponding to the virtual object in 
reality, but obviously, this method is not very versatile. The simulation of the 
weight of the virtual object does not need to completely simulate the mass and 
shape of the object. It only needs to simulate the force feedback it gives the user. 
The problem becomes much simpler. Therefore, the force feedback device can 
also help the user perceive the weight of virtual object. The difference between 
weight simulation feedback and force simulation feedback is: force simulation 
feedback can simulate forces in multiple dimensions, weight simulation feedback 
only simulates the force in the vertical direction, weight simulation feedback is a 
type of force simulation feedback. 

Early weight simulation equipment was grounded and bulky, such as 
PHANTOM [22]. This type of simulation equipment usually has a fixed place to  
 

 
Figure 1. Two dimensions to classify current haptic technologies. 
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provide force. When simulating the weight of an object, the simulated weight 
range can be relatively large, but generally the scope is limited, lake of flexibility, 
and the usage is restricted. In recent years, handheld devices and wearable de-
vices have been sought after by commercial companies and researchers. Based 
on their flexibility and portability, various applications can be developed on top 
of them. 

At present, there are commercial data gloves products with force feedback, 
such as CyberGraspTM data gloves [23], Dexmo [24], Rutgers Master II [14], 
etc. to pro-vide force feedback for the palm or wrist. There are also special 
equipments for weight simulation in the research, such as PHANTOM [22], 
SPIDAR G & G [25], HIRO III [26] and so on. The simulation of the weight of a 
virtual object is mainly divided into two types: one is to simulate the gravity of 
the object in static state, and the other is to simulate the inertia of the object in 
motion. The simulation of the object’s inertia, includes the change of gravity and 
the center of gravity. The change of the object’s center of gravity can be simu-
lated using the transfer of liquid metal [27]. Some simulation equipment are 
shown in Figure 2.  

3.1.1. Simulation of Static Weight 
Simulation equipment driven by electric motor. 
Generally, the force feedback is provided by the mechanical structure, and the 

motor is a common component in these devices. For different interaction me-
thods and application scenarios, the forms of equipment are also various. 
Grounded devices like Master Finger 2. Wearable devices such as Grabity, 
PIVOT, CLAW, etc. 
 

 

Figure 2. Device for simulating the weight of virtual objects. 
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Master Finger 2 is composed of exomechanical bones on the index finger and 
thumb, pressure sensors on the finger cot and supporting equipment. In the 
process of interacting with virtual objects, the damping of the mechanical arm 
can be changed by the motor and pressure sensor to provide force feedback. This 
device is suitable for grabbing or grasping tasks. Since it is a device fixed on the 
desktop, there is a limitation of the range of activities [28]. 

Choi et al. designed a controller for grasp named Grabity. Grabity is a weara-
ble pseudo-tactile interaction device. It mainly simulates the stiffness and weight 
of the user when grasping objects through force feedback devices installed on the 
index finger and thumb. Compared with grounded force feedback devices (such 
as Master-Finger 2), the device is small in size and can be moved in a large range 
in a virtual environment. The device mainly contains feedback of rigid force and 
tangential force, which is convenient for simulating the weight and inertia of 
objects. Two user studies have shown that the device can well simulate different 
levels of weight and force feedback and has great potential. The paper also inves-
tigated the user’s comfort level of using the device and other questionnaires, and 
the results showed that the user’s acceptance of this device is relatively high [29]. 
Haptic PIVOT is a device tied to the wrist. It has a rotatable handle. When the 
user grabs or throws an object in virtual reality, the handle can be rotated from 
the wrist to the user’s palm. The handle is driven by a motor. The force applied 
to the palm of the hand can change the user’s perception of the object. Using 
PIVOT with both hands can simulate lifting a heavier object in a virtual scene, 
and can simulate the weight of the object or the inertial change during throwing 
or picking [30]. 

Other simulated devices, such as CLAW could provide haptic weight percep-
tion. CLAW is a handheld multifunctional pseudo-tactile feedback device spe-
cially designed for grasping, touching and triggering objects. In addition to the 
conventional controller functions, it also has an auxiliary feedback device con-
nected to the index finger, which can track the movement of the index finger. 
Use motors to control damping or force feedback. Claw has been recognized by 
many users in the task of grasping objects, and can provide natural, effective and 
comfortable feedback [31].  

Simulation equipment driven by air jet. 
In addition to the motor, the source of force feedback can also be provided by 

the thrust generated by the jet propeller during operation. Weight simulation 
equipment driven by air jet include Thor’s Hammer, Aero-plane, etc. 

Thor’s Hammer is a handheld force feedback device that uses propellers to 
pro-vide force feedback. It is shaped like a hammer. Each surface of the hammer 
body has a propeller, which can provide a maximum of 4 N and less than 0.11 N 
in a single direction [32]. 

Similarly, drones flying with jet propellers can also be used as a source of force 
feedback. UAVs have the advantages of flexibility and portability. Video trans-
mission and remote monitoring based on UAVs are more popular applications. 
UAVs can also be combined with virtual reality for user interaction. One way is 
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to follow the user’s movement through the drone. When the user needs to touch 
an object, the material carried by the drone allows the user to touch and perceive 
the shape. When the user needs to grab the object, it is also through the drone 
itself. The braking force provides the user with weight. This method is more 
flexible than the current force feedback device, is not limited by the location of 
the device, and can quickly provide the user with the weight when grasping dif-
ferent objects [13].  

Other simulation equipment. 
In addition to the above two simulation devices that provide force feedback 

sources, there are some more novel simulation devices, such as GravityCup. 
GravityCup simulates the force feedback of users in virtual reality applications 
such as pouring water in virtual reality. It is actually a container equipped with a 
water pump and a corresponding tube. When the user holds the virtual cup, the 
water pump can be used to inject or pump water into the container in real time. 
To achieve the change of weight, and because its content is liquid, it can well si-
mulate the change of the center of gravity when interacting in virtual reality [33]. 
There are also some devices that simulate the weight of objects based on stret-
ching the skin [34] [35]. 

3.1.2. Inertial Simulation 
In addition to the direct grasping task, the weight of the object can also be esti-
mated in other ways during the virtual reality interaction, such as the inertial 
force feedback during the movement of the virtual object. The simulation me-
thod of inertia is divided into the method of changing the center of gravity of the 
equipment and the method of changing the inertial force.  

Change the center of gravity of the equipment. 
During the movement of the virtual object, there may be a change in the cen-

ter of gravity of the object. When the device is used for simulation, the position 
of the center of gravity of the device can also be changed to provide similar 
feedback. There is generally a movable mass in this type of simulation equip-
ment, and the position of the slider is changed according to the change of the 
center of gravity of the simulated object, so that the user can perceive the change 
of the center of gravity of the object.  

ElastOsciliation is a 3D multi-level force feedback device, which mainly simu-
lates the vibration feedback of virtual objects due to motion during the interac-
tion process. It consists of 6 elastic bands and the corresponding motor control 
device’s center of gravity transformation. A typical case is the experience of a 
fishing rod vibrating or shaking a wine glass. It provides two-dimensional center 
of gravity changes. In addition to enhancing the user experience by changing the 
device’s center of gravity, it also allows users to change the way they hold the de-
vice to get a closer experience [36]. 

Ryu et al. proposed Elastick, a device used to evaluate weight through the 
shaking or swinging method. It has a movable part that can control the swing. It 
simulates the inertial feedback force of different objects during shaking or 
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swinging with different swing amplitudes, so as to compare the virtual The 
weight of the object produces an estimate [37]. 

Onishi et al. designed BouncyScreen, a force feedback device that simulates 
the movement of objects. It consists of a display screen and a one-dimensional 
mobile device. It uses a handle to interact. When the user uses the handle to 
push the object to move, the display will move with the handle. While moving 
and providing damping feedback, the objects in the display will also have cor-
responding visual effects. User examples prove that this device and simulation 
method can effectively enhance the authenticity and presence of interaction in 
virtual reality [38]. 

Most weight simulation devices need to be grounded, which is not convenient 
for large-scale movement in the virtual scene. Therefore, ungrounded force 
feedback devices have attracted more and more interest. Ginga et al. proposed a 
non-grounded force feedback device called HapSticks. This device is shaped like 
a chopstick and can provide a stable virtual weight feedback. However, com-
pared to the real weight, the user is in virtual reality. The ability to recognize 
different weights is worse when using it. Experimental data shows that under the 
same simulation paradigm, there are obvious differences in weight estimation 
between users. If users need to make a unified estimation of the weight of the 
same object, it is necessary to adjust the weight feedback more accurately [39]. 

Transcalibur is handheld weight simulation device that contains two robotic 
arms. The center of gravity of the controller can be changed by changing the de-
gree of expansion and closing of the robotic arms, and it can simulate the feeling 
of different virtual objects grasped on the hand, and can even simulate dynami-
cally Changes in the center of gravity of the object. It does not need to com-
pletely match the weight of virtual objects and real objects. Several preset models 
can help users experience the real feeling of holding different virtual objects in 
their hands [15]. 

A German research team designed drag: on, a handheld simulation device that 
provides resistance and changes in the center of gravity. Its structure is similar to 
Transcalibur. It has two mechanical arms as regulators for changing the center of 
gravity, but its mechanical arms can be controlled to expand or close, similar. The 
shape of the fan can simulate a more refined weight transfer situation [40]. 

Sagheb et al. proposed SWISH, an interactive device for gravity center simula-
tion, used to simulate the change of the center of gravity of the liquid in the 
container. The principle of simulation is that the mass block inside the device is 
movable, and the center of gravity position of the simulated object can be 
changed in real time as needed [41]. 

There is also DPHF (dynamic passive haptic feedback) that uses changing the 
distribution of the center of gravity of handheld devices to provide feedback on 
changes in the weight of virtual objects. This device can be combined with other 
feedback methods, such as HR (haptic retargeting) to provide more convenient 
interaction. HR refers to changing the movement of the real hand by controlling 
the rendering of the virtual hand. Its essence is through virtual reality and reali-
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ty. The mismatches can create the illusion [42] [43]. 
Combining the equipment’s vibration, center of gravity change feedback and 

visual display feedback, in the interaction process, a movable weight changing 
device is used to simulate the weight change of the object during the interaction 
process, and the vibration motors on the left and right sides are used to provide 
feedback. Even if the weight of the controller held by the user is the same, it is 
possible to obtain a different weight experience through the feedback in these 
interactions. In the user research case, the left and right vibration motors can be 
controlled separately. The gravity center simulation device behind the equip-
ment is a mass that can slide on the slide rail. The mass can change position on 
the slide rail to simulate the change of the center of gravity in one dimension. 
However, the range of changes in the center of gravity that can be simulated is 
limited [44]. 

Some researchers have proposed that by modeling and analyzing the object to 
be simulated, the shape and center of gravity data can be mapped to a simplified 
handle design to provide users with a more realistic object experience. For ex-
ample, use some materials that are convenient to cut to make the shape, and use 
the counter-weight to place the corresponding center of gravity simulation posi-
tion to get a similar experience [45].  

Change the inertial force. 
In addition to changing the center of gravity distribution of interactive devic-

es, inertial feedback can also be provided for objects in motion in other ways. 
DeltaTouch is a wearable 3D pseudo-tactile feedback device that simulates the 

weight, shape, material and other attributes of objects by controlling the force 
feedback given to the palm of the human hand [46]. The user’s weight evaluation 
experiment shows that this device can allow the user to distinguish the differ-
ence in weight. 

Seungwoo et al. proposed a force feedback handheld controller based on a 
micro-jet propeller, which can provide up to 14 N moving weight simulation 
within 0.3s. It is mainly used to solve the general force feedback device when si-
mulating virtual objects in virtual reality. In the absence of grounding, the iner-
tial force cannot be well simulated. This device can truly simulate the change of 
2D plane weight and has the advantage of lightness [47]. The Thor’s Hammer 
mentioned above can also simulate inertial forces. 

Other methods. 
In real life, users generally confirm the amount of liquid content in the con-

tainer by shaking, thereby determining the weight of the object. Based on this 
principle, the researcher designed a device that can simulate the inertial force 
change of the container content during shaking. The user case studies show that 
the users’ perception of weight is more real than without feedback, and this me-
thod allows them to more accurately assess the amount of content [48]. 

In addition to exoskeleton-type force feedback devices, there are also more 
flexible soft skin stretching devices, which generally use silicone elastic materials, 
and are mostly used in the form of wearable devices in the interaction of virtual 
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scenes. The device is flexible, thin and portable, and does not require external 
complex mechanical skeleton design. It can be combined with data gloves to re-
duce the weight of the feedback device and reduce the impact on the interaction 
of the virtual scene. It has very high application value [49]. 

In addition to the direct use of force feedback devices, the use of other feed-
back channels such as vibration, sound and visual feedback can also help users 
evaluate the magnitude of force [50]. 

When we encounter obstacles in the real world, we feel obstructed and cannot 
directly pass through, but in the virtual world, objects are allowed to pass 
through. To this end, some researchers have proposed a method of providing 
blocking feedback, that is, through electrical stimulation to stimulate the shoul-
der, arm, and wrist muscle groups to produce a reaction force to pull the user’s 
arm back. This method can also produce a downward movement. The reaction 
force makes the user feel the weight when lifting the virtual object [51]. 

Some stimulation devices are listed in Table 1 for comparison.  

3.2. Software-Based Simulation Method 

The method of using equipment to simulate weight has the advantages of real 
feedback and good user immersion. At present, commercial virtual display sys-
tems often enable handheld controllers to interact in a virtual environment and 
use the same tool to grab different virtual objects. For virtual objects, a specific  
 
Table 1. Information about weight simulation equipment. 

Name of device 
Properties used for comparison 

Usage mode Driving source Simulation quantity 

Master Finger 2 wearable electric motor weight 

Grabity wearable electric motor stiffness 

PIVOT wearable electric motor weight & inertia 

CLAW handheld electric motor weight 

Thor’s Hammer handheld air jet weight & inertia 

Gravity Cup handheld change of content weight 

Elast Oscillation handheld electric motor inertia 

Ela Stick handheld electric motor inertia 

Bouncy Screen grounded electric motor friction 

Hap Sticks handheld electric motor weight 

Transcalibur handheld electric motor inertia 

Drag: on handheld electric motor inertia 

SWISH handheld electric motor inertia 

DPHF handheld electric motor inertia 

Delta Touch wearable electric motor weight 

Aero-Pane handheld air jet inertia 
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controller can only provide the same tactile feedback, so the software-based 
weight simulation method can compensate for this problem. Compared with the 
equipment simulation method, the software-based simulation method has wider 
applicability and lower cost. 

Regarding the software simulation method, the main influence is the user’s 
assessment of the weight of the virtual object. Masayuki et al. studied the weight 
perception process in virtual reality through user examples. When the user lifts 
objects, speed has a short-term unimodal impact on weight perception, that is, 
the estimation of weight by people occurs in the preliminary planning process of 
the motion trajectory. In, a more detailed study of the user’s lifting process 
found that the user’s weight perception ability becomes more sensitive during 
the deceleration phase of the lifting, and pointed out that the illusion mechanism 
has the potential to be applied in virtual reality [52]. 

Based on the software simulation method, it can be divided into two ways: 
mismatch and enhance according to the principle of realization. Mismatch helps 
users to produce illusion by making the interaction in virtual reality not match 
the user. The enhance method mainly uses the form of visual expression to let 
users understand the virtual reality. The weight assessment of the object be-
comes heavier. 

3.2.1. Mismatch 
There are often interactive methods in virtual reality that do not match those in 
the real world. These interactive methods have pros and cons. It can help users 
quickly search and select information in virtual reality, and can provide guid-
ance, but they are always reminded. The user is in a virtual environment, caus-
ing a certain sense of experience destruction. Interaction methods that do not 
match reality can also be used to simulate the weight of virtual objects. Rietzler 
et al. found that the distance between the controller in the real world and virtual 
hand in the virtual reality, that is offset, can help users perceive the weight of 
virtual objects. When the user grasps an object, the virtual hand does not match 
the actual hand position, resulting in an offset, and the size of the offset and the 
movement performance during grasping can be controlled to allow the user to 
perceive the weight of the object. They also use this mechanism to let the user 
perceive the weight of the object. The user estimates the weight of the virtual 
object under different offset conditions [19]. 

There are many ways to provide analog tactile feedback. Many of these feed-backs 
use the principle of proprioceptive mismatch to provide pseudo-tactile. However, 
the relationship between the strength of pseudo-tactile feedback and the size of the 
object itself is uncertain. Research shows that stronger visual pseudo-tactile 
feedback is needed for larger virtual objects [53]. 

The wearable force feedback device can judge the weight of the object by the 
distance between the thumb and the index finger in the virtual reality when 
grasping the object. The other is to provide the force of the finger grasping, us-
ing weber Fraction is used as an indicator to evaluate the effects of the two me-
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thods. Although it is relatively simple, it can provide effective analog feedback 
[54]. 

Virtual reality does not have to be exactly the same as in reality. Users will 
gradually accept the interactive methods in virtual reality, such as interacting 
with handles and rays. The researchers first discussed the virtual feedback me-
thod based on algorithm simulation, for example, how the visual feedback works 
when the real hand and the virtual hand are offset. It is found that a more real 
experience can be obtained than the simulation without feedback, and then ac-
cepts the participant’s suggestion to increase the dimension of feedback, such as 
the task prompt sound. The combined feedback method can provide better 
presence and immersion [55]. 

Using the characteristics of virtual reality and the real world does not match 
to enhance the user’s perception of objects and the redirection tool interaction 
method proposed by Strandholt et al. It is aimed at making virtual tools and real 
tools when tools are used in virtual reality. A mismatch is generated to simulate 
the physical properties of the object used by the tool. For example, when hitting 
with a hammer in a virtual environment, the virtual hammer is offset from the 
real hammer, which makes the user think that the hammer has produced a vi-
bration [56]. 

In addition to the force feedback provided by the device itself, there is also a 
way to provide a simple or realistic interaction interface by measuring the 
strength of the EMG signal when the user grasps an object. The EMG sensor is 
worn on the forearm, and when the user grasps, the degree of muscle exertion 
can be monitored when it is taken, and corresponding visual feedback is pro-
vided according to the magnitude of the force. The feedback includes the swing 
amplitude, expression, movement trajectory of the virtual avatar’s hand, or the 
performance of the corresponding object when subjected to different forces in 
real life, and guide the user uses the appropriate force to interact with the virtual 
object [57]. Similarly, another researcher proposed that a similar EMG signal 
acquisition device can be used to compare the actual force used by the user with 
the weight of the target virtual object. When the force used by the user is less 
than the weight of the target object, the force arrow in front of the user indicates 
less than the ideal on the contrary, it indicates greater than the ideal force. When 
the used force matches, it indicates that the output is just right. The user re-
search experiment is set to lift dumbbells, set different target weights, and let us-
ers use this feedback method to evaluate the virtual object’s performance. Cor-
responding to the weight, it is found that the user can achieve an accuracy of 
77.71% [17]. 

In order to make better use of the current consumer-level virtual reality sys-
tem, Rietzler et al. proposed a multi-modal pseudo-tactile feedback method us-
ing existing equipment and software [19]. The effect of this method was eva-
luated in user research, and the results showed that only visual and tactile cues, 
and even guided perceptions can convey kinesthetic feedback, and the user’s en-
joyment and presence are significantly increased. 
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Pseudo-tactile feedback refers to the use of visual feedback and the attributes 
of human visual-tactile perception to simulate touch in a virtual environment, 
and stimulate human perception to produce hallucinations through a variety of 
sensory channels. It can be used to simulate different properties of objects such 
as the elasticity of virtual springs and pictures. Texture, or the quality of virtual 
objects, has great potential to produce various user experiences [58] [59]. 

The method of changing the control/display (C/D) ratio can also help users 
perceive the weight of virtual objects. The C/D ratio refers to the ratio of the us-
er’s real hand to the movement amplitude of the corresponding virtual hand in 
virtual reality. When the hand in virtual reality is completely controlled by the 
real hand, the C/D ratio is 1. In the scene, the C/D ratio is usually not 1. In user 
research by Lionel et al., it is found that controlling the C/D ratio can signifi-
cantly affect the user’s estimation of the physical properties of the interactive 
object. If the C/D ratio is less than 1, Users will tend to perceive lighter weight, 
and conversely perceive heavier weight. At the same time, applying different 
C/D ratios can also allow users to clearly distinguish the weight of different vir-
tual objects. This discovery can help VR developers or researchers to enhance 
the user’s weight perception ability in virtual reality [60]. 

An example of controlling the C/D ratio is the method proposed by David et 
al. to use virtual avatars to help users perform weight assessment. The user per-
forms weightlifting tasks in virtual reality, and captures the user’s real-time ac-
tions through motion capture devices. The user displays a virtual avatar con-
trolled in real time using motion capture data. By changing the control ratio, the 
virtual avatar’s actions do not match the actual actions. Coupled with the facial 
expressions of the virtual avatar, users can distinguish and perceive the weight of 
the virtual barbell [16]. 

The visual delay on the display system can affect the user’s perception of force 
and weight in the virtual environment. In a study, a force feedback robot was 
used to provide force feedback, and the synchronization of vision and force 
feedback was canceled in the virtual display. The survey shows that the user feels 
heavier weight during lifting tasks when there is visual delay than when there is 
no visual delay. Visual delay will make the user feel that the interaction does not 
match, and when the delay is large, it will cause the user the evaluation of the 
difficulty of completing the task increases, so the illusion of the object is heavier 
[61]. 

In the previous section, this article introduced the device’s simulation of the 
inertia or center of gravity changes during the movement of virtual objects. It is 
more difficult to simulate the tactile sensation algorithmically, and it is more dif-
ficult to simulate the changes in inertia and center of gravity of objects. Yu et al. 
proposed a pseudo-tactile feedback technology that can display the weight and 
mass distribution of virtual objects. This technology mainly uses the virtual ob-
ject to change the C/D ratio during the rotation process to change the mapping 
relationship between the motion and force prompts, thereby generating a sense 
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of weight, thereby generating a weight experience without changing the quali-
ty-related attributes of the object. In addition, two methods for simulating mass 
distribution are proposed, one is to manipulate the pivot point of rotation, and 
the other is to adjust the rotation movement according to the real-time dynam-
ics of the object, the latter method is more effective [62]. 

3.2.2. Enhance 
In addition to the simulation of weight through interactive methods, the 
attributes of the virtual object itself will also affect the user’s weight perception. 
Akihiro et al. set up three kinds of weight illusion experiments to explore the in-
fluence of the object’s own attributes on weight perception, namely: size, bright-
ness, and material. The corresponding rule in reality is: smaller objects look 
lighter but feel heavier than large objects, bright objects look lighter but feel 
heavier than dark ones, and objects with lighter materials look lighter but feel 
heavier than objects with heavier materials. According to their experimental re-
sults, the illusion of weight caused by brightness and materials in VR is opposite 
to that in the real world, but the weight caused by size is the same as in the real 
world [18]. Changing the brightness to change the user’s perception of the 
weight of an object can be used not only in virtual reality, but also in augmented 
reality systems [63]. 

Using algorithms to simulate virtual objects can not only provide users with 
the perception of weight when interacting with objects, but also intervene in real 
life through the perception of weight. Virtual reality simulation of object weight 
has a very wide range of application scenarios. For example, users observe their 
own virtual avatars in virtual reality, enhance their cognition of their own obesi-
ty, and help control weight [64]. 

In mixed reality, some researchers have proposed to render different virtual 
object shapes on real objects. Even if the weight of the real object does not 
change, the rendered virtual object can give the user the illusion of a change in 
the center of gravity [65]. 

4. Evaluation of Virtual Weight Feedback Method 

In the process of research on virtual weight feedback methods, researchers often 
need to evaluate the effects of the proposed feedback methods. The content of 
the evaluation includes the user’s subjective experience and some objective 
standards. In terms of subjective experience evaluation, user experience surveys 
in virtual reality mainly consider the following factors: sickness, immersion, 
presence, and enjoyment. 

In VR, the user produces sickness due to the scene or interaction. The degree 
of sickness in virtual reality interaction affects the user’s experience in virtual re-
ality. To measure the degree of user sickness, you can evaluate the user’s sickness 
through some questionnaires. Subjective scales include SSQ [66] and VRSQ [67]. 
Immersion means being there, which is another dimension to measure the vir-
tual reality experience. It can reflect the user’s investment in the virtual world, 
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and it can also be reflected through questionnaires. Presence, similar to immer-
sion, is also a measure of the user’s involvement in virtual reality. It refers to the 
sense of being together in a virtual world [68], which can be evaluated using 
Witmer-Singer presence questionnaire [69]. Enjoyment is used to measure the 
degree of user enjoyment in virtual reality. The higher the degree, the more ef-
fective the scene or interaction method can attract users, and the better the user 
experience. Presence, enjoyment and sickness indicators can be assessed using 
E2I questionnaires [70]. The above-mentioned measurement indicators are sub-
jective feelings, which are related to the physical interaction equipment and the 
user’s experience, and they cannot be measured by objective definitions. Both 
the user’s awareness of interactive devices and the experience in VR may have an 
impact on the sense of existence [71] [72] [73] [74]. In addition, NASA TLX 
questionnaire is often used in virtual reality to evaluate the mental burden of us-
ers in virtual reality [75]. 

Some studies also used custom questionnaires or scoring methods to score 
scenarios with simulated feedback. The content of the questionnaire mainly in-
cluded the comfort of the scene and whether the interaction was natural or not. 
The significance test was performed by comparing the scenes without simulated 
feedback. In order to further verify the effectiveness of the simulation method, it 
is also possible to evaluate the user experience feedback after completing the ex-
periment. In particular, in order to better evaluate the proposed simulation 
feedback method, it is often said that the simulation feedback method is com-
bined with the application scenario to perform tasks in the virtual world and ob-
jectively evaluate the effect of the simulation feedback through the user’s task 
performance. In some interactive tasks, the quality of the interactive mode can 
also be evaluated by the embodiment questionnaire [76]. In the process of using 
the virtual system, the difficulty of user fatigue can also be used as one of the 
evaluation criteria of the quality of the interaction method. A good interaction 
method should be able to reduce the user’s mental burden as much as possible, 
and will not quickly enter a state of fatigue [77]. 

The strength of virtual object weight simulation can be evaluated by 
Just-Noticeable-Difference (JND) [78] and Weber fraction [79]. The Weber 
fraction is the ratio between the difference threshold and the stimulus intensity 
[54]. For simulated weight, the calculation method of Weber fraction is as Equa-
tion (1): 

JNDWF
rm

=                           (1) 

JND refers to just noticeable difference. rm  refers to the reference weight. 

5. Challenge and Development in Future 

In order to fill the gap for simulating haptic weight sensations, future research 
and technical challenges are discussed below. 
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5.1. Open Questions on Haptic Weight Simulation 

To design haptic weight simulation methods, more studies are needed to under-
stand the perception characteristics when haptic weight stimuli being perceived 
simultaneously. 

The detection and/or discrimination threshold for a had arouse attention in 
many researches, such as the investigation of C/D ratio on the perception of 
mass [60]. However, it’s still unclear how these thresholds may change when a 
user simultaneously perceives other feedback. The modulation of weight stimuli 
and other simulations would cause any other influence in immersion or pres-
ence is possible. Actually, many proposed methods, such as Grabity involves vi-
brotactile feedback and stiffness force feedback at the same time. More rigorous 
studies are needed to reveal the coupling effect among other modalities. Consi-
dering the various haptic stimuli to be rendered during interaction, the relation 
of combinations is needed to be verified. 

5.2. Limitation of Interaction Mode 

As mentioned above, most of the simulation methods focus on special applica-
tion, such as grasping, lifting. To simulate weight and fine manipulation between 
bare hand and virtual objects, more interaction modes need to be simulated. Just 
for grasping, there is a rich family of gestures, not all of them work in one simu-
lation methods. For example, different gestures produce different weight sensa-
tions. Therefore, the sensing system of a simulation needs to be sufficiently ac-
curate to capture the change in the interaction mode. 

Another question is the consistency of visual feedback and real hand motion. 
Support of multi-interaction mode means that the accurate capture of hand mo-
tion could also need to be shown during interaction as visual feedback. The ro-
bustness of hand motion tracking may do influence it. 

5.3. Structural Design and Fabrication 

The device-based stimulation methods have its inherent advantages in stimula-
tion more realistic feedback during interaction but are also dragged down for 
need of external peripheral. In order to provide more realistic feedback and do 
less influence on user experience, a more light and more flexible device needs to 
be designed. For example, holding an irregular object causes different force sen-
sation in palm, the high-fidelity is needed in this situation. Such device needs 
careful design. For device simulation methods, the current mainstream solution 
is to use handheld or portable for wearable devices, whether it is to simulate the 
center of gravity or the inertia, most of the solutions use mechanical structures. 
The use of mechanical structures for simulation is naturally accompanied by an 
increase in the size of the device; currently there are still shortcomings for simu-
lated devices, such as versatility Inferior, the simulation equipment cannot be 
interoperable in some tasks; the range of simulated forces is limited, and hand-
held and wearable devices cannot simulate heavy virtual objects, such as a 10 Kg 
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barbell, due to their size limitations. 

5.4. Extend Applications 

Besides, those mentioned above methods are proposed for individual users while 
the multiuser manipulation is rarely been considered. The collaborative envi-
ronment has many potential applications such as simulated training, remote 
medical assistance. The stimulation effect in the collaborative virtual reality 
needs to be explored for there is not only first perspective but visual feedback 
from other users. 

6. Conclusion 

In this article, we investigated the method of weight simulation in virtual reality. 
Through the investigation, we found that various methods have their corres-
ponding application scenarios and application conditions. There is no one tech-
nology that can completely make users unable to distinguish between reality and 
virtual world. The simulation technology has various implementation angles and 
principles, but the evaluation criteria are basically inseparable from subjective 
experiences such as enjoyment, presence, and immersion. The evaluation me-
thods of most simulation methods are through subjective questionnaire surveys, 
such as allowing users to compare in application scenarios to determine whether 
the methods are effective. A small number of methods can use the performance 
of completing the task to evaluate the quality of the method. Generally speaking, 
there are still fewer objective evaluation factors, and it is difficult to compare 
evaluation simulation methods with other simulation methods. From the simu-
lation methods listed, it is found that many methods have their specific applica-
tion scenarios, and user case studies have also been done to achieve better per-
formance in the target scenarios. The diversity of weight simulation methods al-
so allows us to see the impact of other feedback in virtual reality on the weight 
evaluation of virtual objects. How to obtain weight experience by affecting other 
perceptions is also worthy of our exploration and thinking.  
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