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Abstract 
The Distributed Queuing (DQ) algorithm is predicted as one of the solutions 
to the issues currently found in IoT networks over the use of Aloha based al-
gorithms. Since recently, the algorithm has been of interest to many IoT re-
searchers as a replacement of those Aloha variants for channel access. How-
ever, previous works analyzed and evaluated the DQ algorithm without any 
consideration of the stability of its queues, assuming it is stable for any given 
number of nodes in the network. In this paper, we define the DQ stability 
condition in a single-channel M2M environment considering a traffic model 
of periodic and urgent frames from each node in the network. Besides, a steady- 
state evaluation of the algorithm’s performance metrics is also presented. In 
general, the DQ algorithm, when it is stable, was observed not to efficiently 
use the contention slots for the collision resolution. In a single-channel envi-
ronment, the DQ algorithm is found to outperform the Aloha based algo-
rithms only in an idle-to-saturation scenario. 
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1. Introduction 

Massive connectivity is certainly one of the critical challenges in the deployment 
of the Internet of Things (IoT) networks [1], and specifically for the Low Power 
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Wide Area Networks (LPWAN) [2]. In order to handle the multitude number of 
connections in these networks, a Distributed Queuing (DQ) algorithm has been 
proposed as the key solution to the issues of the currently used Aloha based 
protocols. The basic principle of the DQ algorithm is to divide an initial group of 
contending sensors into virtual queues before trying to resolve another conten-
tion. Several works have analyzed the DQ algorithm in a massive Machine-to- 
Machine (M2M) communication environment [3]-[11]. They focused mainly on 
the evaluation of the algorithm performance metrics such as the throughput, the 
access delay and energy consumption under a given technology at the physical 
layer like Long Term Evolution (LTE) [3] [4] [5] [6] [7], Narrow Band Internet 
of Things (NB-IoT) [8], Long Range (LoRa) [9], crowd sourced networks [10] or 
Radio Frequency Identification (RFID) networks [11]. However, most studies 
fail to give any condition of the stability for the DQ system or do not clarify how 
frames are processed after the collision resolution is finished. Consequently, the 
algorithm is assumed stable for any given number of contending sensors in the 
network. 

By stability of the DQ algorithm, we aim to define the maximum number of 
sensors or other nodes allowed contending in an IoT network in the long run, so 
that the DQ algorithm queues do not grow without bound over time each new 
contention. The DQ algorithm is stable in the sense that a sensor does not wait 
for an indefinite time in any of the queues [12]. In this paper, we present a deri-
vation of the stability condition for the DQ algorithm in a single-channel IoT 
setting. Moreover, a steady-state performance analysis of the DQ protocol, under 
the stability condition, is also evaluated. We validate the analytical results with 
numerical simulations based on a discrete event model developed and executed 
in Matlab. 

In general, the heterogeneity of data from M2M networks have led to a diver-
sity of traffic models in the literature [13]-[18]. Some applications are characte-
rized by traffic that is triggered by external events, while others are defined by 
frames generated at a regular time interval. Most of the time, a sensor generates 
both types of traffic; however, depending on the application, one type of traffic 
will be dominant over the other. For example, smart grid applications (e.g., smart 
meters) are well described by periodic traffic whereas smart home applications 
(e.g., motion detectors) are modelled by event-driven traffic. Therefore, in an 
M2M communication environment, the network traffic is a mix of a large num-
ber of sources with different periods and rates. In this paper, in the long run, the 
superposition of traffic processes from the sensors is aggregated into a Poisson 
arrival process. In [13], such an approximation has been shown to result in a 
small bias when the number of nodes in the network is sufficiently large and 
when the traffic is not purely homogeneous. 

In [12] [19], the authors analyzed the condition for which the DQ algorithm is 
stable, considering a Poisson distributed input traffic. The Contention Resolu-
tion Queue (CRQ) was modelled using Markov chain theory whereas the Data 
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Transmission Queue (DTQ) was modelled as G/D/1 queue. They found that the 
CRQ was stable for any given input rate even greater than unity as long as the 
average contention time was less than the average length of the enable transmis-
sion time. Hence, the stability of the whole system was only defined by the DTQ. 
In general, the DQ algorithm was stable when the traffic intensity was less than 
unity. In this paper, in contrast to those studies, we consider a source traffic 
model where each sensor in the network generates periodic frames at a regular 
time interval and urgent frames following a Poisson arrival process with a given 
rate parameter. Moreover, a performance analysis of the DQ algorithm for both 
types of frames is also proposed. 

The rest of this paper is organized as follows: in Section 2, the system model, 
together with a brief description of the DQ algorithm, are given. In Section 3, we 
present the analytical derivation of the stability condition for the DQ algorithm 
for a network with several applications. Section 4 is dedicated to the steady-state 
performance analysis of the DQ algorithm, and both analytical and numerical 
results are presented. Lastly, in Section 5, we give a conclusion and present our 
future work where a steady-state performance analysis of the DQ algorithm in a 
multichannel environment will be of interest. 

2. System Model and Algorithm Description 

In this section, we describe the system model used to define the stability condi-
tion for the DQ algorithm and the evaluation of its steady-state performance 
metrics. We also present a brief description of the DQ algorithm. 

The system model is a star network topology comprised of a base station and 
n sensors. The sensors are in the vicinity of the base station and can communi-
cate with the network coordinator. We assume that N applications may exist in 
the network leading to heterogeneous traffic. However, a sensor can only belong 
to one application. Sensors from the same application, exhibit similar traffic char-
acteristics. Thus, a sensor may be in three different states: normal, alarm, and 
off. In the normal state, a sensor generates periodic frames at regular ith applica-
tion time interval Ti (with 1,2, ,i N=  ). In contrast, in the alarm state, it gen-
erates urgent frames following a Poisson arrival process with an ith application 
rate of λi. In the off state, the sensor is in sleep mode and does not generate any 
frames. 

Sensors contend for access to the wireless channel following the rules of the 
DQ algorithm. The DQ protocol is a tree-splitting algorithm used for channel 
access. It virtually divides the contending sensors into two different queues. 
These are the collision resolution queue (CRQ) and the data transmission queue 
(DTQ). The first queue contains sensors that have not secured a place in the 
DTQ, and the second queue is for the sensors that are waiting their turn to 
transmit their data. A DQ frame is divided into two parts (Figure 1): first, the 
up-link channel divided into several contention slots and one or multiple data 
slots and second, the downlink channel formed by one or multiple feedback data  
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Figure 1. DQ frame structure. 

 
slots. At the end of DQ frame, active sensors know their position in both the 
CRQ and the DTQ. A detailed description of the DQ algorithm can be found in 
[19]. In this paper, we chose to use “DQ slot” instead of “DQ frame” to distin-
guish between a frame from a sensor and the DQ frame. 

At the beginning of the contention process, the CRQ and the DTQ are empty. 
Besides, there are no sensors scheduled for channel access or data transmission. 
We only consider the up-link channel in our analysis, because the downlink 
channel is reserved for the base station and is contention-free. Sensors have a 
perfect slot and contention slot synchronization. Thus, they can contend either 
in a synchronized or unsynchronized manner per application. In the synchro-
nized scenario, sensors from the same application are scheduled to contend during 
the same slot at a regular time interval. However, in a massive M2M network, a 
synchronized scenario is not easy to achieve across a large number of sensors 
and could lead to a more complex sensor. Therefore, we assume that sensors 
contend asynchronously. On its incorporation into the network, a sensor from 
an ith application chooses randomly a slot j for 1,2, , ij T=   and regularly 
generates periodic frames at j + Ti. k slots for 0,1,2,k = 

. Moreover, each 
frame is assumed to have a timeout period after which it is dropped. A frame is 
dropped if a new frame is generated before it is sent. The type of the frame de-
fines the timeout period: periodic or urgent. We assume that a sensor requires 
only one frame for its data transmission. It should also be noted that no sensors 
enter the CRQ before it is emptied. 

In the long run, following the fundamental Palm-Khintchine theorem [20], 
[13], the aggregated traffic generated from n sensors in a network with N appli-
cations can be modelled as a Poisson arrival process with an overall parameter 
λtot. 

Theorem 1 (Palm-Khintchine Theorem). Let ( ){ }, 0jN t t ≥  be independent 
renewal processes for 1, 2,j =   with identically and independent distributed 
times jT  for each renewal process. The superposition ( ) ( ){ }1 , 0n

jjN t N t t
=

= ≥∑  
is asymptotically a Poisson process for n →∞ , if: 

1) Overall load is finite, 1
n

jjk n E T
=

 =  ∑ , 

2) No single process dominates the superposition 1jE T k    . 

Let assume that the application time periods are 1 2 1N NT T T T−< < < < . There- 
fore, in the long run for a time interval TN, the total traffic load λtot from n sen-
sors in a network with N applications is defined by the traffic from both the pe-
riodic and urgent frames from all the sensors during that interval of time: 

1 1

n n
N

tot j N
j jj

T
T

T
λ λ

= =

= +∑ ∑                       (1) 

https://doi.org/10.4236/jcc.2020.89003


R. Nibitanga et al. 
 

 
DOI: 10.4236/jcc.2020.89003 32 Journal of Computer and Communications 
 

where Tj and λj are the application period and the rate parameter for the jth 
sensor. For all 1,2, ,j n=  , we have Tj = Ti and λj = λi if a sensor j belongs to 
an application i. 

3. Derivation of the Stability Condition for the DQ Algorithm 
in a Single-Channel Environment 

The DQ algorithm is comprised of two subsystems: the collision resolution sub-
system and the data transmission subsystem. The former deals with frames from 
sensors trying to get access to the channel. The latter contains frames from sen-
sors waiting for their turn for data transmission. These two subsystems are re-
lated in series as two queues in tandem with the first being the CRQ and the 
second the DTQ. Thus, for the DQ algorithm to be stable, both queues need also 
to be stable. The DQ algorithm is stable if the algorithm never reaches a point 
where a frame may wait in the system an infinite time before the complete 
transmission [12]. 

The total waiting time tDQ/frame for any given frame in the DQ system is com-
posed of three components: 

/ / / /DQ frame w frame crq frame dtq framet t t t= + +                 (2) 

where tw/frame is the waiting time before the contention, tcrq/frame is the time spent 
contending in the CRQ, and tdtq/frame is the waiting time in the DTQ. The first two 
components of the total waiting time in the DQ system are both finite. The up-
per limit of the waiting time before the contention tw/frame corresponds to the 
timeout period before a frame is dropped, depending on whether the frame is 
periodic or urgent. The CRQ waiting time tcrq/frame is also stable because once a 
frame is granted access to the channel, it is assured to secure a place in the DTQ 
[12] [19]. As for the DTQ waiting time tdtq/frame, it is defined by the number of 
frames entering and leaving the DTQ. Consequently, the waiting time in the 
DTQ is stable only if the speed of frames leaving the DTQ is not less than the 
speed of frames leaving the CRQ. Therefore, only the data transmission subsys-
tem defines the stability of the DQ algorithm [19]. The frames exiting the CRQ 
need to be controlled so that the DQ algorithm is stable. Therefore, the task of 
establishing the stability condition for the DQ algorithm gets into a problem of 
defining the maximum number of sensors in the network before the algorithm is 
unstable. 

In Figure 2, we present different cases of the evolution in time of the DTQ 
depending on whether the stability condition is observed or not. It can be noted 
that: 

1) when the DQ algorithm is unstable, the length of the DTQ tends to grow 
linearly with each new contention. Consequently, in the long run, the time each 
sensor waits in the DTQ increases without bound. 

2) when the algorithm is stable, the length of the DTQ is quasi-periodic and 
does not grow linearly with each new contention; thus, the waiting time in the 
DTQ is finite. 
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Let CRQout be the service rate from the CRQ, DTQin the arrival rate in the 
DTQ and DTQout the service rate from the DTQ. In a single-channel environ-
ment, the DQ algorithm can service only one frame during a slot time: 

1outDTQ =                           (3) 

The arrival rate DTQin in the DTQ corresponds to the CRQ service rate 
CRQout because when a frame finishes the channel contention it is sent in the 
DTQ. Thus, we have: 

in outDTQ CRQ=                         (4) 

Therefore, in the long run, the DQ algorithm, in a single-channel network, is 
stable if and only if the arrival rate in the DTQ (i.e., the service rate from the 
CRQ) is not longer than the service rate from the DTQ: 

1inCRQ <                            (5) 

Following the Equation (1), it can be noted that, in the long run, for a network 
with n sensors from N applications, the total traffic load corresponds to λtot for 
an interval of time TN. In Table 1, we present the average service rate CRQout 
from the CRQ during the average collision resolution time tcrq. The results are 
obtained through a DQ performance analysis executed in Matlab. The average 
service rate is evaluated during the collision resolution time for a network with n 
(n ≥ 2) frames at the initial collision and for m contention slots. 

 

 
Figure 2. Evolution in time of the DTQ when the DQ algorithm is stable (blue) and un-
stable (red) for the same application. 

 
Table 1. Average service rate from the CRQ for the DQ algorithm for n number of con-
tending frames. 

Number of contention slots tcrq, slots CRQout, frame/slot 

m = 3 0.91n 1.10 

m = 4 0.72n 1.39 

m = 8 0.48n 2.08 

m = 12 0.41n 2.44 

m = 16 0.35n 2.86 
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From Table 1, it can be observed that, on average, the service rate CRQout 
from the CRQ is over a frame per slot when the initial number of contending 
frames is greater than unity. Therefore, in a single-channel setting, the DQ algo-
rithm is stable if the average initial number of frames contending per CRQ ses-
sion is not greater than unity. 

1crqn <                             (6) 

Let us define nx the average number of frames generated in a slot during the 
period TN, i.e., the average traffic load. The probability for a sensor choosing a 
given slot for its periodic or urgent frame during the period TN follows a discrete 
uniform distribution with the probability mass function: 

1

N

p
T

=                             (7) 

The probability of having x sensors generated during a given slot (X is the 
corresponding random variable) follows a binomial distribution with parameters 
p and λtot: 

( ) tottot xx
xp X x p q

x
λλ − 

= =  
 

                    (8) 

where q = 1 − p. The average number of frames nx generated in a slot during the 
period TN is: 

0

tot
tot

x x
x N

n xp
T

λ λ
=

= =∑                         (9) 

Taking into consideration the Equations (6) and (9), in the long run, the sta-
bility condition for the DQ algorithm, for a network with n sensors from N dif-
ferent applications and a traffic comprised of periodic and urgent frames from 
each sensor, is: 

( ) ( )1 ,1 2 ,2 ,1 , 1s s N s N NN s Nv n v n v n v n T− −+ + + + <
            (10) 

where: 
1) i N iv T T=  are constants; 
2) Ti is the application period for the ith application; 
3) ns,i is the total number of frames generated during the period Ti for the ith 

application: 

, , ,s i p i u in n n= +                         (11) 

where np,i and nu,i represent respectively the number of periodic and urgent 
frames for the ith application. 

Therefore, ( ),1 ,2 , 1, , ,p p p Nn n n −  and ,p Nn  are the maximum number of sen-
sors in the network from the first, the second, ..., the (N − 1)th and the Nth ap-
plication before the DQ algorithm is unstable. The number of urgent frames for 
the ith application is defined as follows: 

, ,u i i p i in n Tλ=                          (12) 

where λi is the ith application rate parameter. 
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4. Steady-State Performance Analysis of the DQ Algorithm 
with One Single Channel 

Let us consider a network with n sensors from N applications, and sensors from 
the same application have similar traffic characteristics. As stated earlier, a sen-
sor from an ith application generates periodic frames at regular period Ti, and 
urgent frames following a Poisson arrival process with parameter λi. Moreover, 
sensors are unsynchronized because such scenario guarantees a low complex, 
low cost, low power and small in size sensor. 

The DQ algorithm is evaluated under the condition that it is stable following 
the criterion presented in Equation (10). Therefore, on average, only one sensor 
is contending at any moment in a given slot in the long run. The condition pre-
sented in Equation (6) implies that on average for any type of frame from any 
application, we have: 

/

/

/

0

0

0

1

w frame

crq frame

dtq frame

t

t

t

attempts

=


=


=
 =

                        (13) 

here tw/frame, tcrq/frame, tdtq/frame, and attempts are respectively the average waiting 
time before the contention, the average waiting time in the CRQ, the average 
waiting time in the DTQ, and the average number of attempts before accessing 
the channel for any frame in the network. The first three metrics are measured 
in slots. Thus, a frame is transmitted in the same slot as it is generated as no 
concurrent sensor tries to access the wireless channel at the same time. 

As for the average channel throughput, it is defined through the average 
number of successful frames accessing the channel during the period TN. A 
frame is successful if it has been assigned a DQ data slot for its transmission. 
Therefore, the average number of successful frames is: 

tot

N

Throughput
T
λ

=                       (14) 

Moreover, as for the contention slots in DQ slot, they are allocated as follows: 

1
1

0

sCs
eCs m
cCs

=
 = −
 =

                         (15) 

where sCs, eCs, and cCs are respectively the average number of successful, 
empty and collided contention slots in a DQ slot. As it can be noticed, an in-
crease in the number of the contention slots m in the DQ slot leads to an ineffi-
cient allocation because only the average number of empty contention slots is 
increased. 

In order to validate our analytical results, a steady-state event-driven simula-
tion model has been developed and executed in Matlab for the evaluation of the 
performance metrics of the DQ algorithm. The sample averages of the consid-
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ered metrics are obtained over a single replication. We use the method of batch 
means for the estimation of the throughput because it is less susceptible to the 
initial effects of the simulation [21]. The batch size corresponds to the largest 
application period. Furthermore, the number of batches varies between 30 and 
40, following the recommendations from [22]. As for the other metrics, we con-
sider each contention as a terminating simulation. Therefore, the estimate of the 
mean is averaged over the number of contentions occurring during the observa-
tion time. 

In Figure 3, we present the steady-state numerical results of the performance 
metrics of the DQ algorithm for a network when sensors are asynchronous in 
their traffic generation. However, for comparison purposes, the synchronized 
scenario is also considered. A frame requires one data slot to transmit its pay-
load. We choose to use the source traffic model for its accuracy in capturing the 
behaviour of each sensor in the model [14] [16]. As periodic and urgent frames 
are identically and independently distributed, we consider only the periodic 
frames in our example. From Figure 3, for the asynchronous scenario, it can be 
observed that: 

1) From Figure 3(a), on average, a frame is sent after it is generated (tDQ/frame = 
0). The average waiting time in the DQ system for any given frame in the net-
work is obtained as given in Equation (2). It should be noted that for 1xn = , the 
overall waiting time in the DQ system is limited by the simulation time; other-
wise, it would increase without bound over time. 

2) From Figure 3(b), on average, a frame requires one attempt to get access to 
the channel. As nx tends to unity, the average number of attempts per sensor in-
creases significantly compared to its value when 1xn < . 

3) From Figure 3(c), the average number of successful slots increases with nx 
to reach its maximum when 1xn = . 

4) From the Figure 3(d), on average, m − 1 contention slots are empty as long 
as we have 1xn < . 

From Figure 3, it can also be observed that the synchronized scenario would 
outperform the unsynchronized case in terms of efficient use of the contention 
slots. However, when frames are synchronized, they would not only last a sig-
nificant time in the DQ system but also more energy would be spent for the 
channel contention compared to the unsynchronized scenario. In terms of 
channel throughput, both scenarios have the same performance. It should be 
noted that both the waiting time per frame in the DQ system and the number of 
attempts per frame increase with the number of frames in the network for the 
synchronized case. 

In general, the numerical results validate our analytical assumptions. How-
ever, as it can be observed, when the average number of frames nx generated 
during a slot in the network tends to unity, the DQ algorithm begins to be unsta-
ble. The average waiting time per frame in the DQ system and the average number 
of attempts per frame vary significantly from their average values compared to the  

https://doi.org/10.4236/jcc.2020.89003


R. Nibitanga et al. 
 

 
DOI: 10.4236/jcc.2020.89003 37 Journal of Computer and Communications 
 

 
Figure 3. Simulation results of the DQ algorithm for a network with one application and 
a frame period of 1500 slots both for the unsynchronized and the synchronized traffic 
scenarios: (a) Average waiting time per frame in the DQ system, (b) Average number of 
attempts per frame, (c) Average channel throughput for both the synchronization cases 
and any number of contention slots, and (d) Average number of empty contention slots. 
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case when 1xn < , whereas the average throughput is at its maximum. More-
over, except for the average distribution of the contention slots, other perform-
ance metrics vary slightly with the number of contention slots m. 

In a single-channel M2M environment, where sensors are asynchronous in 
their contention and the traffic model is comprised of periodic and urgent frames, 
the DQ algorithm behaves like a Time Division Multiple Access (TDMA) algo-
rithm where sensors are allocated frames for transmission randomly. In such a 
setting, the DQ network performance would be similar to those of Aloha based 
algorithms in terms of contention resolution. However, in case of an idle-to- 
saturation scenario in which sensors try to access the channel simultaneously 
and in a synchronized manner, the DQ algorithm would outperform the Aloha 
algorithms as the later becomes unstable as the number of contending sensors 
increases [5] [12] [23]. 

5. Conclusions and Future Work 

In this paper, we have presented a derivation of the stability condition for the 
DQ algorithm in a single-channel M2M communication environment. More-
over, a steady-state evaluation of the DQ performance metrics has also been 
conducted when the algorithm is stable. To achieve those goals, we considered a 
traffic model where each sensor from an ith application generates periodic frames 
at regular time interval Ti and urgent frames following a Poisson arrival process 
with the rate parameter λi. It was assumed there are N applications in the net-
work with 1 2 1N NT T T T−< < < <  and that the sensors are asynchronous in 
their channel contention. Sensors from the same application were considered to 
exhibit similar traffic characteristics. 

The DQ algorithm is unstable if the DTQ increases without bound over time 
after each new contention process. Therefore, we found that the maximum num-
ber of periodic and urgent frames generated during the period TN from all the 
applications needs to be less than the Nth application period in the long run. 
That number was also observed to be independent of the number of contention 
slots m when the aggregated network traffic from the sensors is considered to be 
a Poisson process. In a single-channel communication setting, the DQ algorithm 
is stable only if on average sensors are allowed to contend individually per slot. 
Therefore, for any type of frame, a sensor requires on average one attempt to get 
access to the channel and is guaranteed to transmit its frame instantaneously. 
However, such an environment does not efficiently use the contention slots for 
the collision resolution. Therefore, in a low power wide area network, the DQ al-
gorithm and the Aloha based algorithms would perform equally. Nevertheless, the 
DQ protocol outperforms the Aloha algorithms in case of an idle-to-saturation 
scenario. Additionally, numerical simulations were used to validate the analyti-
cal results. 

In the future, we plan to perform a steady-state evaluation of the algorithm 
metrics in a multichannel M2M communication network. 
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