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Abstract 
With the progress of deep learning research, convolutional neural networks 
have become the most important method in feature extraction. How to effec-
tively classify and recognize the extracted features will directly affect the per-
formance of the entire network. Traditional processing methods include clas-
sification models such as fully connected network models and support vector 
machines. In order to solve the problem that the traditional convolutional 
neural network is prone to over-fitting for the classification of small samples, 
a CNN-TWSVM hybrid model was proposed by fusing the twin support vec-
tor machine (TWSVM) with higher computational efficiency as the CNN 
classifier, and it was applied to the traffic sign recognition task. In order to 
improve the generalization ability of the model, the wavelet kernel function is 
introduced to deal with the nonlinear classification task. The method uses the 
network initialized from the ImageNet dataset to fine-tune the specific do-
main and intercept the inner layer of the network to extract the high abstract 
features of the traffic sign image. Finally, the TWSVM based on wavelet ker-
nel function is used to identify the traffic signs, so as to effectively solve the 
over-fitting problem of traffic signs classification. On GTSRB and BELGIUMTS 
datasets, the validity and generalization ability of the improved model is veri-
fied by comparing with different kernel functions and different SVM classifi-
ers. 
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1. Introduction 

The rapid and accurate identification of traffic signs plays a vital role in auto-
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matic-assisted driving, and also plays an important role in improving safe driv-
ing. In the actual outdoor automatic driving, there are many unstable factors 
that will increase the difficulty of the system to identify the traffic scene. Due to 
the influence of the rapid movement of vehicles, such as image blurring, image 
fading, weather and light environment, the traffic sign recognition becomes 
more complex compared with the still life recognition, and at the same time, it 
puts forward higher requirements for the recognition model. 

To solve the problem of traffic sign recognition, researchers around the world 
have proposed a large number of algorithms, which are mainly divided into two 
categories: traditional algorithms and deep learning algorithms. Traditional al-
gorithms mainly rely on manual extraction of image features according to image 
morphology, and combine with machine learning algorithm for recognition. 
Image features mainly include HSV color space, directional gradient histogram, 
local binary mode and Gabor feature, etc. In feature extraction methods, there 
are mainly SIFT transform, Hough transform and Wavelet transform. For the 
extracted features, SVM, Adaboost and other classifiers are used to complete the 
identification of traffic signs. Because the acquisition of traffic sign images is ac-
companied by a complex actual environment, the design of feature map and 
feature vector becomes complicated and does not have good versatility, which 
means that the traditional manual extraction of feature map has been unable to 
meet the growing requirements. In comparison, the recognition system based on 
deep learning is a method with better effect and more applications. Among 
them, the convolutional neural network and its improved network have broken 
many records in many image classification competitions. It avoids the difficulty 
of manual design of feature extractor and has excellent performance in the fea-
ture extraction of traffic signs. 

The powerful classification ability of CNN comes from its ability to learn the 
features of samples from a large number of samples. The whole network ex-
presses the mapping relationship between original images and features. This also 
shows that CNN is a powerful feature extractor. According to different prob-
lems, different learning is carried out to get different network parameters. Nu-
merous studies and experiments have shown that the network performance can 
be significantly improved by deepening the number of layers and using smaller 
convolution cores. VGGNet-16, VGGNet-19 and GoogLeNet are typical exam-
ples. But this is also accompanied by longer training times, which greatly limits 
the use of the network. In order to overcome the problems of insufficient train-
ing samples and too long training time, many pieces of literature migrate clas-
sifiers trained by large similar data sets to target problems and achieve good re-
sults. Transfer learning is also widely used in image recognition and natural 
language processing. Many studies have shown that using support vector ma-
chine to replace the softmax classifier at the last layer of the network can pro-
duce a better classification effect, and this method has been widely used in many 
fields. 
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Inspired by this, this paper uses the transfer learning method to fine-tune the 
structure of VGGNET-16 network, and designs a convolutional neural network 
model to extract traffic sign features. Aiming at the traditional CNN-SVM 
model, a new CNN-WTWSVM traffic sign recognition model was constructed 
by introducing the twin support vector machine (SVM) based on wavelet ker-
nel function as a classifier for the first time in order to accelerate the calculation 
speed and improve the calculation accuracy. At the same time, the characteris-
tics of network output are normalized to reduce over-fitting and achieve higher 
precision recognition. 

2. Related Works 

The traditional traffic sign recognition method mainly extracts the features ac-
cording to the image and then analyzes the extracted features. This method is 
applicable to a small range and the operation is complicated. The research on 
this method has achieved fruitful results. In Literature [1], a multi-layer percep-
tron based on color threshold detection and neural network recognition is pro-
posed to realize the recognition of traffic signs. Zhu Shuangdong et al. [2], put 
forward the concept of color shape pairs and built the color-geometric model of 
traffic signs to realize the detection and classification of traffic signs. In Litera-
ture [3], traffic signal detection, tracking and recognition system based on Ada-
boost training and Bayesian classification is proposed. The framework is based 
on the training of Adaboost to obtain a set of Haar wavelets for signal detection, 
and the Gaussian probability model is used to identify signals. Miao Xiaodong 
[4] et al. improved the multi-scale Log-Gabor wavelet for feature extraction, and 
finally realized classification by using the optimized SVM classifier. The experi-
ment showed that the effect was good. Xu Shaoqiu et al. [5] simplified and de-
composed the outer edge of the color segmentation output through discrete 
curve evolution, and then compared the smallest geometric difference with the 
template to identify the shape of the sign. This algorithm can realize reliable shape 
recognition in complex traffic scenes. Literature [6] proposes a shape-oriented 
algorithm, which shows good robustness for rotation and deformation in the 
process of image acquisition. In Literature [7], CIECAM97 model was used to 
segment and classify color regions, and FOSTS model was used to extract shape 
features, thus constructing a recognition framework with good performance in 
still images. Literature [8] proposed a three-step road sign recognition system 
based on color segmentation, shape recognition and neural network classifica-
tion. Sun Guangmin et al. [9] built a traffic sign recognition system under natu-
ral conditions based on the color and geometric attributes of traffic signs them-
selves. Literature [10] used neural network to identify traffic sign data sets in the 
United States and Europe only based on shape detection, and achieved 90% ac-
curacy on both data sets. Shams et al. [11] proposed a multi-class traffic sign 
recognition system based on BoW (Bag of Word) model. However, neglecting 
the spatial information is the weakness of the model, and then adding the spatial 
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histogram to retain the required spatial information. Finally, the test effect is 
generally good. At the same time, HOG (Histogram of Oriented Gradients) [12] 
and SIFT (Scale Invariant Feature Transform) [13] are also widely used in the 
identification task of traffic signs. In Literature [14], SIFI features are used to 
detect and describe the key points of the invariance of image scale and rotation, 
and then support vector machine is used to complete classification. A traffic sign 
recognition system based on SIFI and SURF [15] was established by the method 
in literature [16]. Multi-layer perceptrons were used for classification, and ex-
cellent classification effect was achieved. There are many other methods of traf-
fic sign recognition based on HOG, such as literature [17] [18] [19] [20]. Abedin 
et al. [21] constructed an artificial neural network classifier based on HOG fea-
ture and accelerated robustness feature. 

Compared with the traditional manual feature extraction classification me-
thod, deep learning is widely used in traffic sign recognition and has a better ef-
fect. Among them, convolutional neural network has a good performance in 
feature extraction. This method was first won many times in various computer 
vision challenges [22] [23], and later was applied in various fields of image 
processing. Literature [24] proposed a network framework with crossing layers 
and supplemented the framework with grayscale images. Finally, the accuracy 
was improved to 99.17%. In the work in Reference [25], the author proposed a 
method using local response normalization and HLSGD to train the Convolu-
tional Neural Network, and the accuracy was 99.65%. Yin Shihao et al. [26] built 
a new convolutional neural network for traffic sign recognition by adding resi-
dual network, which improved the accuracy to 99.67%. Hu Wenzheng et al. [27] 
introduced branch convolutional neural network into deep convolutional neural 
network, and their experiments showed that traffic sign recognition could be 
carried out in a relatively shallow neural network. Zeng et al. [28] used the full 
connection layer in the convolutional neural network as a classifier to replace the 
extreme learning machine [29], and the accuracy reached 99.40%. In the early 
stage, Mattias et al. [30] developed a feature dimensionality reduction iterative 
nearest neighbor classifier based on iterative nearest neighbor linear prediction, 
with an accuracy of 98.53% on GTSRB and 98.32% on BTSC. Literature [31] 
proposed a two-module framework in which the maximum color probability ex-
tremum region was extracted as the recognition mark, and then the SVM clas-
sifier was trained. In the classification module, CNN detection symbols were 
used to classify the subclasses of each super class. This method greatly improved 
the computational efficiency. 

Lian et al.’s work is also worth mentioning in traffic sign recognition. Inins-
pired by speech recognition, Literature [32] proposed a frequency-selective as-
sisted CNN model based on frequency domain. Jang et al. [33] used a spatial va-
rying-voltage network to improve the geometric invariance of traffic sign sym-
bols. Deng Zhidong et al. [34] proposed a relatively comprehensive method for 
detection and recognition of plane objects, which could achieve an average run-
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ning time of 33.25 ms per frame for traffic signs within 100 meters. In Literature 
[35], the author proposed an overall framework based on SVM, which was used 
for the classification after convolutional neural network. Literature [36] pro-
posed a weakly supervised measurement learning (WSMLR) method based on 
latent structural support vector machine (SVM). Chen et al. [37] proposed a 
road sign feature extraction method based on Gaussian-Hermite invariant mo-
ment (GHIMS). Then, the GHIMS features of different orders are transferred to 
BP neural network as vectors to realize the recognition of traffic signs. 

Recent research on traffic sign recognition has achieved higher computational 
efficiency and recognition accuracy. Lu, Wang et al. [38] proposed an embedded 
multi-tasking learning model with multi-pattern tree structure called M2-TMTL 
to select visual features between and within patterns. In this method, two struc-
tured sparse-induced specifications are introduced into the least square regres-
sion. One of the specifications can be used not only to select the mode of a fea-
ture, but also to select features within the mode. The model is solved effectively 
by using the Multiplier Alternating Direction Method (ADMM). A large number 
of experiments on common benchmark datasets show that the algorithm has the 
same performance as several state-of-the-art methods, but with less computa-
tional and memory costs. Arcos-Garcia et al. [39] proposed a two-stage deep 
neural network including convolution and spatial converter network layer for 
image classification, with an accuracy of 99.71% on the GTSRB dataset. Zeng, Xu 
et al. [28] applied the extreme learning machine of depth perception features to 
deep learning networks and proposed a new traffic symbol recognition method 
called DP-KELM, which achieved 99.54% accuracy on GTSRB data sets.In the 
work of Zhang et al. [40], two new lightweight networks are proposed, which 
can achieve high identification accuracy while retaining fewer trainable parame-
ters. Knowledge distillation transfers knowledge from a training model called a 
teacher network to a smaller model called a student network. On the GTSRB and 
BTSC traffic sign datasets, the identification accuracy of 99.61% and 99.13% can 
still be achieved by using smaller parameter sizes. 

3. Proposed Methodology 
3.1. Convolutional Neural Networks 

Convolutional neural network is widely used in image processing and belongs to 
deep feed-forward learning artificial neural network. Convolutional neural net-
work carries out a series of convolution and compression operations on the in-
put image to obtain the feature map of higher abstract level, which can better 
extract the features of the image. Its powerful feature represents the learning 
ability, and it is invariant to the scale scaling, translation, rotation and other 
forms of the image, which makes the network, have a good learning ability. 
Another advantage of convolutional neural network is that it can effectively re-
duce the individual differences and obvious data noise of the data. It does not 
need to preprocess the image too much, and the data can be directly input into 
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the network for feature extraction. 
Convolutional neural network is generally composed of convolutional layer, 

pooling layer, local response normalization layer, full connection layer and 
Soft-max layer. The convolutional layer carries out convolutional filtering oper-
ation on the input image through the coil nodule to extract its image features, 
and the result forms the feature map of this layer through activation function. 
Feature map not only reflects the size of the feature value, but also reflects its 
relative position relationship. For image feature extraction, it can retain more 
useful feature information. The convolution operation is usually accompanied 
by the operation of the convolution surface. The calculation formula of the con-
volution surface is as follows: 

1
*

D
l l l l

i i i i
i

Y f x w b
=

 = + 
 
∑                        (1) 

where, l  represents the number of layers, i represents the number of output 
convolution layers in this layer, and ( )f ⋅  represents the activation function of 
this layer. *l l

i ix w  represents the calculation of the i-th convolution surface, and 
the single convolution calculation formula is: 

,
1 1

* , 1 1, 1 1
m n

i m s j n t st
s t

x w x w i M m j N n+ − + −
= =

= ⋅ ≤ ≤ − + ≤ ≤ − +∑∑       (2) 

where, x M N= × , w m n= × , M m≥ , N n≥ . 
There are many kinds of activation functions in convolutional neural network. 

In image processing, the correction linear unit ReLU is generally selected, and its 
formula is as follows: 

( )max 0,f x=                          (3) 

The pooling layer, namely the lower sampling layer, compacts the data ob-
tained in the convolutional layer to simplify the computational complexity of the 
network. At the same time, the compression of feature images will lose part of 
the data and affect the accuracy of the network, so it is necessary to make up for 
this by deepening the network. Generally there are two types of average subsam-
pling layer and maximum subsampling layer. The maximum pooling operation 
is to take the maximum value of the feature value in the neighborhood, which 
can retain more image texture information. In this paper, the method of maxi-
mum pooling is adopted. Its formula is as follows: 

( )( ) ( ) ( ){ },maxdown , max , 1 1 , 1 1x
stG i j x i s i j t jλ τ λ λ τ τ= − ⋅ + ≤ ≤ ⋅ − ⋅ + ≤ ≤ ⋅  

where, ( ) ( ), ,x
stG i j xλ τ λ τ×

= , λ τ×  is the size of the chunk. 
Local response normalization is a method introduced to improve network 

performance and reduce network over-fitting. The local response normalization 
is calculated by the values of several adjacent convolution surfaces at position 
( ),x y , and the formula is: 

( )
( )

( )min 1, 2 2

, , ,
max 0, 2

N l n
l l j
m n m n m n

j l n
y x k x

β

α
− +

= −

 
= +  

 
∑               (4) 
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where, N is the total number of convolutional surfaces, n is the number of adja-
cent surfaces, , ,k α β  is the tunable parameter, and ,

l
m nx  represents the value 

at the position of ( ),m n  on the l  convolutional surface. 
The full-connection layer is a network layer that maps the distributed features 

learned from the convolution layer to the sample label space. Its essence is to 
transform from one feature space to another feature space. In the convolutional 
neural network, the full connection layer mostly appears in the last several layers 
to integrate the local information with category distinction between the convo-
lutional layer and the pooling layer, and complete the feature weighting. Mean-
while, in the transfer learning task, the full connection layer can guarantee the 
transfer of the feature representation ability of the convolutional layer network. 
The Soft-max layer is a special kind of full connection layer that maps the output 
of multiple neurons between (0, 1), like the probability of the output of a single 
neuron, for the final implementation of classification. 

With the continuous advancement of deep learning research, new models 
such as VGGNet and GoogLeNet appear successively, which verify that deep 
network can indeed improve the performance of network. The CNN network 
used in this paper takes VGG16 network model as its basic structure. The main 
idea of the network structure is to increase the depth of the network and reduce 
the size of the convolution kernel, so as to extract the image features more care-
fully. The VGG16 network in this paper has been trained on the ImageNet data-
set in the source domain, and the network super parameters are obtained 
through transfer learning. Then the output layer structure of the network is 
fine-tuned to make the output image features migrate to the target domain. The 
network diagram is shown in Figure 1. 

3.2. The Nonlinear Twin Support Vector Machine 

Proposed by Vapnik in 1995, support vector machine (SVM) is a machine learning 
method based on statistical learning theory. Its advantages are shown in solving 
problems of small samples, nonlinear and high-dimensional pattern recognition. 
Based on the principle of structural risk minimization, this method has better 
generalization ability. The traditional support vector machine uses a hyper-plane 
 

 
Figure 1. Vgg16 network structure diagram. 
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to divide two kinds of samples, and requires that the distance between the two 
kinds of samples formed by the sample points closest to the hyperplane reach the 
maximum. In order to improve the training speed of traditional support vector 
machines, Jayadeva et al. proposed a new machine learning algorithm called 
twin support vector machines (SVM) in 2007. The difference is that twin sup-
port vector machines try to find two non-parallel hyperplanes to divide the data 
set, and require one hyperplane to be as far away from one kind of sample as 
possible, and at the same time to be as close to the other kind of sample points as 
possible. It can be said that twin support vector machines are two quadratic pro-
gramming problems similar to support vector machines, and theoretically, the 
training speed of twin support vector machines should be 4 times that of the 
original method. 

For the training set M N× , it contains two types of training samples, namely 

1m  positive training samples in N-dimension, expressed as 1m N× , and 2m  
negative training samples in N-dimension, expressed as 2m N× . The purpose of 
TWSVM is to find two non-parallel hyperplanes in the space of M N-dimensional 
samples, which can not only correctly classify two different kinds of training 
samples, but also make each hyperplane as close to one kind of sample points as 
possible and as far away from the other kind of sample points as possible. The 
two hyperplanes are expressed as: 

T T
1 1 2 20, 0x w b x w b+ = + =                      (5) 

Since the training sample space studied in this paper is nonlinear, for the non-
linear case, the kernel function is introduced in the same way as the traditional 
SVM, and the hyperplane based on the kernel space can be expressed as: 

( ) ( )T T T T
1 1 2 2, 0, , 0K x C u b K x C u b+ = + =              (6) 

Then, the twin SVM in the partial linear case can be reduced to the following 
two quadratic programming problems: 

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )( ) ( ) ( )

1 1 2

21 1 2T T
1 1 2

, ,

1 1 2 2T
2 2

1min ,
2

s.t. , , 0

w b
K A C w e b c e

K B C w e b e

ξ
ξ

ξ ξ

+ +

− + ≥ − ≥

        (7) 

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )( ) ( ) ( )

1 1 2

22 1 1T T
2 2 1

, ,

2 2 1 1T
1 1

1min ,
2

  . . , , 0

w b
K B C w e b c e

s t K A C w e b e

ξ
ξ

ξ ξ

+ +

+ ≥ − ≥
         (8) 

where 1c  and 2c  are penalty coefficients; 1 2,e e  represent two column vectors 
that are all 1’s; ( ) ( ) ( )

1

T11 1
1 2, , , mA x x x =  � , ( ) ( ) ( )

2

T22 2
1 2, , , mB x x x =  � , ( )i

jx  represents 
the j-th sample of class i. 

TT T,C A B =   , A and B represent two types of train-
ing samples respectively. 

Like the traditional SVM, the original problem is transformed into a dual 
problem for solving. First, introduce the Lagrange multiplier α  and β , then 
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( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( )( ) ( )( ) ( )

1 1 22
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,
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α ξ

β

= + +
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     (9) 

( )2

T

1 2, , , mα α α α= � , ( )2

T

1 2, , , mβ β β β= � , with the KKT condition, the origi-
nal problem can be transformed into a dual problem: 

( ) 1T T T T
2

1

1max
2

. s.t 0

e R S S R

c
α

α α α

α

−
−

≤ ≤
                 (10) 

where ( )T
1, ,S K A C e =   , ( )T

2, ,R K B C e =   , let ( ) ( ) T1 1
1 ,z w b =   , then 

( ) 1T T
1z S S R α

−
= − . 
Similarly, after the same change for the second problem, its dual problem can 

be obtained as follows: 

( ) 1T T T T
1

2

1max
2

 s.t. 0

e L N N L

c
γ

β β β

β

−
−

≤ ≤
                (11) 

where, ( )T
1,L K A C e =   , ( )T

2,N K B C e =   , let ( ) ( ) T2 2
2z w b =   , 

then ( ) 1T T
2z N N L γ

−
= − . The above analysis shows that once 1z  and 2z  are 

determined, two categorical hyperplanes are also determined. 

3.3. Wavelet Kernel and Wavelet Twin Support Vector Machine 

In the training process of nonlinear support vector machine, the selection of 
kernel function plays a crucial role in the classification effect of learning me-
thods, so the selection of kernel function often affects the success or failure of 
the whole model application. In order to further improve the generalization abil-
ity of CNN-TWSVM model, the wavelet kernel function is introduced to build 
the wavelet twin support vector machine, so that the model can be better applied 
to small sample classification. 

Kernel functions in support vector machines need to satisfy Mercer’s theorem. 
Literature [41] proposed the translational invariance of kernel function based on 
Mercer’s condition: ( ) ( ),K x x K x x′ ′= − . However, it is difficult to decompose 
the translational invariant kernel into a product of two functions and prove that 
they are support vector kernels. For this reason, Zhang et al. [42] proposed a ne-
cessary and sufficient condition for translational invariant kernel. 

Lemma 1: A translation invariant kernel ( ) ( ),K x x K x x′ ′= −  is an admissi-
ble SV kernels if and only if the Fourier transform 

[ ]( ) ( ) ( )( ) ( )22 exp d
N

N

R

F K j x K x xω ω−= π − ⋅∫             (12) 

is non-negative. 
Lemma 2: Let ( )xϕ  be a mother wavelet, and let a and b denote the dilation 

and translation, respectively. , ,x a b R∈ . If , Nx x R′∈ , then dot-product wave-

https://doi.org/10.4236/jamp.2021.912204


Y. Sun, L. W. Chen 
 

 

DOI: 10.4236/jamp.2021.912204 3131 Journal of Applied Mathematics and Physics 
 

let kernels are 

( )
1

,
N

i i i i

i

x b x b
K x x

a a
ϕ ϕ

=

′ ′− −   ′ =    
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∏                 (13) 

and translation-invariant wavelet kernels that satisfy the translation invariant 
kernel theorem are 

( )
1

,
N

i i

i

x x
K x x

a
ϕ

=

′− ′ =  
 

∏ .                     (14) 

In this paper, we select the Mexican Hat wavelet function as the transla-
tion-invariant wavelet kernel function. It is 

( ) ( )2 211 exp
2

x x xϕ  = − − 
 

.                    (15) 

Lemma 3: The Mexican Hat wavelet kernel function that satisfies the transla-
tion-invariant kernel conditions is 

( )
2 2

1

1, 1 exp
2

M
i i i i

i i i

x x x x
K x x

a a=

   ′ ′   − −   ′ = − −            
∏          (16) 

Theorem 1: The following formula is also a wavelet kernel function that satis-
fies the translation-invariant kernel conditions: 

( )
2 2

1 1

1, exp
2

M M
i i i i

i ii i

x x x x
K x x M

a a= =

   ′ ′   − −   ′ = − −            
∑ ∑        (17) 

According to Theorem 1, it can be proved that the above formula [43] satisfies 
Mercer’s Theorem if and only if its Fourier transform is non-negative, forming a 
support vector kernel. 

3.4. Traffic Sign Recognition Model Based on CNN-TWSVM 

Based on the feature representation ability of CNN network and the advantages 
of support vector machine in dealing with small sample classification, a CNN-SVM 
model framework was established. In this paper, the parameters of each layer are 
retained by the trained CNN, and the convolutional layer and the pooling layer 
are intercepted to build a feature extraction model. The research shows that 
when the training data of the problem domain is not enough to achieve the op-
timal training effect of the CNN network, the feature expression gain can be ob-
tained in a more perfect data set by means of pre-training, so as to ensure that 
the inner layer of the newly established CNN model still has a strong ability of 
feature extraction and representation. After normalization processing, the out-
put of feature extraction model is used as the input of SVM classifier to complete 
the classification of local tasks. 

The training process of CNN convolution is the process of increasing the de-
gree of linear separability of a linearly non-fractionable data. After the characte-
ristics extracted by the trained CNN network, the samples gradually tend to be 
linearly separable. Aiming at this kind of problem, combined with the advantage 
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that SVM only uses support vector samples to classify, the classification accuracy 
and generalization performance can be further improved. Therefore, the per-
formance of SVM classifier will greatly affect the generalization ability and final 
recognition rate of the model. In this paper, twin support vector machines with 
higher classification efficiency are used to complete the classification. Aiming at 
the particularity of the image processing problem, the wavelet kernel function is 
introduced to deal with the nonlinear image classification problem, and the rec-
ognition rate of the model is further improved. 

The feature extraction model in this paper is based on the VGG-16 network, 
and the network parameters are obtained by the classification training of the 
general image data set ImageNet. On the basis of preserving the internal network 
structure of the model, partial normalization processing is added to reduce 
over-fitting, and convolution layer and pooling layer are additionally added to 
ensure the feature representation ability while improving the generalization abil-
ity of the original model, which is more suitable for the classification of local 
tasks. The specific structure is shown in the figure below. Finally, the features 
extracted from the model will be classified by TWSVM. The specific construc-
tion steps of CNN-TWSVM model are as follows: 

Step 1: The pre-trained VGG16 network was taken as the basic model, and the 
last three full connection layers and Softmax layers of the original model were 
removed. 

Step 2: After the network obtained in Step 1, the full connection layer specially 
used for traffic sign classification is reconstructed, and the Softmax layer, which 
is the same as the traffic sign category, is set as the classifier. 

Step 3: Fix the network parameters in Step 1, train the network constructed in 
Step 2 on the GTSRB data set, and save the network. 

Step 4: The network trained in step 3 is used to extract the output of the next 
layer of Softmax layer and input it into the TWSVM classifier as input features 
for training and testing. 

The schematic diagram of the traffic sign method proposed in this paper is 
shown in Figure 2, which mainly includes two processes: the establishment of 
feature mapping model by using CNN transfer learning and feature classification 
based on TWSVM. 

Compared with the standard VGG16 model, three full-connection layers and 
the Softmax layer were deleted, and the full-connection layer structure for traffic 
sign recognition was reconstructed. As shown in the figure, four full-connection 
layers were added, with the number of neurons being 512, 256, 128 and 64 re-
spectively. A dropout layer was added after each full-connection layer, with loss 
parameter Settings of 0.5, 0.6, 0.55 and 0.5 respectively. By fixing the network 
parameters of the convolutional layer, the whole network is retrained, and the 
feature mapping model is established. Secondly, the TWSVM model is used to 
replace the Softmax layer, and the features extracted through the network are 
input into the TWSVM to achieve the classification of traffic signs. 
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Figure 2. Schematic diagram of CNN-TWSVM model. 

4. Experimental Results 
4.1. Image Database and Data Processing 

The CNN-TWSVM hybrid model based on wavelet kernel function proposed in 
this paper is trained on the classical German Traffic Sign Data Set (GTSRB). 
Then the GTSRB data set is used to build a test data set to test the completed 
training model. GTSRB contains nearly 39,000 pictures of 43 types of traffic 
signs. The pictures of each type of traffic signs contain traffic scenes in various 
complex situations, as shown in Figure 3, which is suitable for training the net-
work in this paper. During the construction of the test data set, in order to en-
sure the structural balance of the data, 100 pictures of each category were ran-
domly selected from the GTSRB data set, and a total of 4300 pictures constituted 
the test set. 

4.2. Test Results and Analysis 

In order to verify the practical application effect of the model proposed in this 
paper, this section conducts comparative experiments on two traffic sign data 
sets respectively. The mixed model constructed based on transfer learning idea 
in this paper is trained on GTSRB data set, and the training effect and confusion 
matrix of CNN-SVM and CNN-TWSVM models are compared under Gaussian 
kernel function and wavelet kernel function. Then the model is tested on the test 
data set to evaluate the application effect of the new model. For the super para-
meter optimization problem in the support vector machine model, the optimal 
parameters are sought by using the optimization algorithm of grid search, and 
then the optimal parameters are substituted back to the model for the second 
training. In the training process of CNN-TWSVM model, in addition to replac-
ing the last classification layer of the model with the new support vector classifier 
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model, the remaining network parameters will apply the training results of 
CNN-Softmax model on the GTSRB data set. The training behavior for the new 
model only trains the parameters inside the classification model at the last level, 
which is equivalent to applying the idea of transfer learning for the second time. 
Using this training method, we can fully compare the effects of different classifi-
cation models. 

Figure 4 shows the training results of the convolutional neural network for 
traffic sign classification constructed in this paper on the GTSRB dataset respec-
tively. On the GTSRB data set, the training accuracy of CNN-Softmax is stable at 
96.80%, the verification accuracy is stable at 96.70%, the training loss is stable at 
about 0.125, and the verification loss is stable at about 0.23. This indicates that  

 

 
Figure 3. Sample instance of GTSRB dataset. 

 

 
Figure 4. Training and validation accuracy and loss. 
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the training of the network is good, and the training loss can be further reduced 
by adjusting the network structure to make the network fit better. In the test da-
ta, the test accuracy reached 98.30%. 

In order to test the performance of each model when using different kernel 
functions on this data set, the traditional CNN-SVM model and Gaussian kernel 
function were introduced to carry out comparative tests. The training accuracy 
and verification accuracy of CNN-SVM model and CNN-TWSVM under Gaus-
sian kernel function and wavelet kernel function are shown in Figure 5(a) and 
Figure 5(b). 

Table 1 shows the stable training accuracy and verification accuracy of the two 
comparison models under different kernel functions, as well as the test accuracy 
displayed on the test set. It can be seen from the data in the table that the new 
hybrid model proposed in this paper can effectively reduce over-fitting, and the 
generalization ability of the model can be further improved with the cooperation 
of the wavelet kernel function. 

 
Table 1. Model comparison. 

  CNN-SVM CNN-TWSVM 

RBF 

accuracy 97.23% 98.12% 

Validation accuracy 97.16% 98.06% 

Test accuracy 96.70% 97.32% 

WAVELET 

accuracy 97.42% 98.74% 

Validation accuracy 97.25% 98.71% 

Test accuracy 96.77% 99.12% 

 

 
(a) 
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(b) 

Figure 5. Training and validation accuracy of CNN-SVM and CNNTWSVM. (a) Gaus-
sian kernel. (b) Wavelet kernel. 

4.3. Accuracy Evaluation Index 

Mean accuracy (MAP) [44] is a commonly used index to evaluate accuracy in 
the field of target detection and recognition. First, calculate precision and recall: 

precision , recallTP TP
TP FP TP FN

= =
+ +

 

where, TP, FP and FN respectively represent correctly identified positive sam-
ples, wrongly identified positive samples and wrongly identified negative sam-
ples. AP is defined as follows: 

( ) ( )
1

N

i
k

AP p k r k
=

= ∆∑                      (18) 

where, ( )p k  represents the accuracy rate corresponding to point k of recall 
rate change; ( )r k∆  represents the change amount of recall rate corresponding 
to change point k; N represents the number of recall rate change points; Differ-
ent categories have different values of AP, and i is the index value of the catego-
ry. ( )p k  is defined as follows: 

( ) ( )
:

max
k k k

p k p k
≥

=
�

�                       (19) 

Here, the accuracy ( )p k  corresponding to recall rate k is the maximum accu-
racy of any recall rate in k k≥� , and ( )p k�  is the accuracy corresponding to 
recall rate k� . mAP is the mean value of AP values of all categories, defined as 
follows: 
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mAP AP
m =

= ∑                       (20) 

where m is the number of categories. 
Figure 6 shows the confusion matrix of CNN-TWSVM model under Gaus-

sian kernel function and wavelet kernel function on the test set. Table 2 shows 
the mean accuracy of each kernel function on the test set for different SVM 
models. 
 

 
(a) 

 
(b) 

Figure 6. Comparison of confusion matrix. (a) RBF confusion matrix; (b) WAVELET 
confusion matrix. 
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Table 2. MComparison of average accuracy. 

Model mAP 

CNN-softmax 87.23% 

CNN-SVM (rbf) 90.37% 

CNN-SVM (wavelet) 91.24% 

CNN-TWSVM (rbf) 92.42% 

CNN-TWSVM (wavelet) 93.54% 

 

Experimental results show that the proposed model in the CNN-TWSVM 
model with Gaussian kernel function and wavelet kernel function is better than 
the traditional CNN-SVM model and CNN-Softmax model in both the test ac-
curacy and average precision mean value. This indicates that the improved mod-
el can effectively avoid over-fitting in the task of traffic sign recognition and can 
improve the generalization ability of the model. 

5. Concluding Remarks 

Based on the idea of migration learning, this paper reconstructs the feature ex-
traction model for traffic sign recognition based on the VGG16 network. The 
traditional CNN-SVM model is improved, and the twin support vector machine 
with higher computational efficiency and classification efficiency is introduced 
into the model, and the wavelet kernel function is used to replace the Gaussian 
kernel function widely used before to process data with image characteristics. 
The experiment verified the rationality of the hybrid model based on the CNN 
migration learning feature mapping model and the TWSVM classification model 
fusion, and the wavelet kernel function used can effectively improve the genera-
lization ability of the model, making it have excellent recognition in small sam-
ple recognition tasks Accuracy. 

Based on the improvement ideas of the convolutional neural network model 
in this article, it is not difficult to notice that in the process of inputting convolu-
tional features into the classifier, there is also a process of tiling three-dimensional 
tensor data into vector features. This undoubtedly destroys the structure of the 
data and loses the structural information between the original three-dimensional 
data. In the face of this kind of damage, although a certain degree of correction 
can be obtained by improving the subsequent classification model, the damage 
to the structural information is irreversible. Therefore, in future research, it will 
be possible to focus on the idea of maintaining the structural information of the 
convolution feature. For example, the introduction of support tensor machine to 
retain more structural information. Among them, how to maintain more tensor 
structure information itself is also a hot research topic. And this will also become 
our research work for some time in the future. 
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