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Abstract 
In a cloud computing environment, users using the pay-as-you-go billing 
model can relinquish their services at any point in time and pay accordingly. 
From the perspective of the Cloud Service Providers (CSPs), this is not bene-
ficial as they may lose the opportunity to earn from the relinquished resources. 
Therefore, this paper tackles the resource assignment problem while consi-
dering users relinquishment and its impact on the net profit of CSPs. As a 
solution, we first compare different ways to predict user behavior (i.e. how 
likely a user will leave the system before its scheduled end time) and deduce a 
better prediction technique based on linear regression. Then, based on the 
RACE (Relinquishment-Aware Cloud Economics) model proposed in [1], we 
develop a relinquishment-aware resource optimization model to estimate the 
amount of resources to assign on the basis of predicted user behavior. Simu-
lations performed with CloudSim show that cloud service providers can gain 
more by estimating the amount of resources using better prediction tech-
niques rather than blindly assigning resources to users. They also show that 
the proposed prediction-based resource assignment scheme typically generates 
more profit for a lower or similar utilization. 
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1. Introduction 

Cloud computing is known as the most widespread paradigm of distributed and 
parallel computing. The core feature of cloud computing is to provide reliable 
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and consistent services to users. Users request services from the Cloud Service 
Providers (CSPs) with certain requirements and deadlines. The prices for these 
services are negotiated and then finalized into a Service Level Agreement (SLA) 
[2]. Based on the SLA, the provider leases/rents the amount of resources re-
quired to run the service at any place and time through the Internet. The re-
sources that are provided to run a service are housed by a CSP in a facility called 
data center, which includes CPU, GPU, memory, storage. 

The basic advantage for a user to use the computing resources in the form of a 
service from a CSP is the pay-as-you-go model [3]. In this model, users have the 
liberty to give up the allocated resources whenever they want. In fact, resources 
are allocated to users based on demand. Most of the cloud providers ask their 
users to determine and specify the amount of resources required to process and 
complete their jobs. Experienced cloud customers may be able to gather histori-
cal data and properly determine the required amount of resources. However, 
most users may not have data to estimate the resource needs of their applications. 
Subsequently, this often leads to a situation where users overestimate the amount 
of resources and therefore relinquish them before their scheduled completion 
time (i.e. CSPs operate in an environment where users can relinquish their ser-
vices at any point in time). For example, it has been observed that many users 
tend to purchase 10 times the amount of resources needed for the operation of 
their jobs, resulting in low server resource utilization [4]. In this case, since CSPs 
reserve the resources for the requested duration by the users, they may lose op-
portunities to earn profit as users will only pay for the duration for which the 
service was used [1]. During this time, providers may have to deny other poten-
tial customers and bear a loss in revenue [1]. 

In addition, the arrival rate of users varies throughout the day, leading to va-
riable server utilization. For example, servers may be over-provisioned during 
peak hours or under-provisioned during non-peak hours. Likewise, when a user 
relinquishes, the server remains idle until the next request arrives. This idle time 
could be utilized better (by being assigned to other requests, for instance) if the 
provider can accurately guess when the user may potentially relinquish [5]. Due 
to these changeable trends, resources are not adequately utilized in either case. 
Consequently, several models, such as [6], [7] and [8], have been developed to 
assign resources to improve utilization. However, they do not cover the eco-
nomic aspects such as the income generated and the electricity expenses in-
curred by the provider. 

Moreover, user behavior also plays an important part and varies along with 
the varying arrival rate of the users. Here, the term user behavior refers to how 
likely the user will be to relinquish the requested cloud services. Therefore, for 
optimal assignment of resources, CSPs must be aware of user behavior by pre-
dicting the duration for which they may use the service. To deal with this, vari-
ous algorithms have been proposed to predict user behavior by simply compu-
ting an average based on the user history [6] [7]. Although these algorithms 
produced good results, they are not reliable enough in terms of accuracy due to 
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their use of average approximation algorithms to predict user behavior. To make 
better decisions, the accuracy of the predictions needs to be improved. Nowa-
days, machine learning is considered as one of the best approaches to make pre-
dictions in any field of study. Policies based on prediction through any machine 
learning algorithms can prove to be handy for optimal resource assignment to 
maximize the net profit of cloud service providers. To that end, it could be bene-
ficial for CSPs to store the user history related to resources utilization. The his-
tory could then be used to predict the user behavior and allocate the resources 
based on this information when the user returns for the service. This way, CSPs 
have the potential to maximize their server utilization and, at the same time, mi-
nimize their loss. 

Based on the problems discussed above, the goal of this paper is to work in the 
subtle stream of interdisciplinary research between computer science and eco-
nomics. More precisely, we: 
 Propose a new technique based on linear regression to predict user behavior. 

Compared to other available methods (such as [6] and [7]), the method we 
propose provides better accuracy; 

 Propose a new mathematical model to optimally assign resources so that the 
net profit of cloud providers can be maximized. The novelty of the model is 
that it considers historical user behavior when making a decision, while 
maintaining the market value of the provider by entertaining the maximum 
number of users requesting resources. The model combines the technical and 
economical aspects of resource management in cloud computing; 

 Compare various existing resource assignment schemes and show that the 
best results are obtained with the proposed model. 

The rest of the paper is organized as follows. In Section 2, we review the re-
lated work. Then, we present the implementation of linear regression to predict 
the user behavior in Section 3 followed by the proposed optimization model in 
Section 4. The experimental results are shown in Section 5 and finally, the paper 
is concluded in Section 6. 

2. Related Work 

With the emergence of cloud computing, the resource pool has expanded, but is 
still limited since it must be shared by multiple users at once. No matter which 
type of cloud is deployed, efficient resource management strategies are needed to 
harness the power of the underlying resource pool of the cloud [9]. Through ef-
fective resource management strategies, providers can increase the profit earned 
while improving resource utilization at the same time. There is an abundance of 
detailed literature available on the resource management of clouds focusing on 
various areas. In context to this paper, we present the studies that have used 
various prediction schemes and used batch workloads for allocating resources to 
maximize the net profit. 

A. Resource management in clouds using various prediction techniques 
The study of Farahnakian et al. [10] predicts the future utilization of the hosts 
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to carry out the VM migration. If linear regression predicted the CPU to be un-
derloaded, then the migration was carried out and the underloaded server was 
turned off to sleep mode. Simulations carried out in CloudSim showed that 51% 
of energy can be saved by using this approach in VM migrations. 

Several researchers have used prediction techniques to estimate the amount of 
resources to be dynamically allocated. For example, Aazam et al. [6] carried out 
a unique study in which they predict the amount of resources to be allocated to 
the user based upon its historical usage records. The authors suggest that the re-
linquish probability of the users must be checked before allocating all the re-
sources that are requested by the users. Based upon the historical relinquish 
probabilities, they predicted the current relinquish probability which is used to 
estimate the amount of resources to be allocated. The history of the user is di-
vided into two parts: Service Oriented Probabilities (SOP) and Average Overall 
Probabilities (AOP). SOP is the probability of using the requested service and 
AOP is the average probability of using all the services collectively. Both of these 
probabilities are used in an approximation algorithm to make predictions. This 
unique work sets the basis of our study to include user behavior as an important 
parameter for estimating the resources. Moving along, Hu [7] improved the 
model from [6] by considering an extra parameter (current utilization of the 
system) before assigning resources. For example, the amount of allocated re-
sources will be greater in case of low server utilization but smaller when the 
server is over utilized. Overall, this study managed to improve the server utiliza-
tion, but lacked mention of the provider's net profit. The list of future work sug-
gested by Hu in [7] highlights that rather than using average approximation al-
gorithms, the quality of prediction could be improved if machine learning algo-
rithms were used. Therefore, in this study, we decided to look at the concept of 
linear regression to make predictions. 

Putting more weight on the same idea of [6] and [7], Moreno et al. [11] state 
that user behavior is important to study while characterizing the workload of the 
system. Their results show that the task and the user dimension vary significant-
ly every day. This diversity of users have a momentous impact on resource utili-
zation and energy costs. Furthermore, they claim that in most cases, users over-
estimate the amount of resources requested. This overestimation impacts the 
utilization if they end the service before their requested duration. Based on this, 
the authors tend to improve the utilization and energy efficiency by understanding 
the relationship between the user and the kind of tasks within a workload. A 
similar kind of study was presented by Fang et al. [12] in which they predict the 
load using an Autoregressive Integrated Moving Average (ARIMA) model. The 
resources were allocated according to the normal and sudden spikes in utiliza-
tion. For predicted normal workload, the resources were scaled accordingly while 
the coarse-grained capacity scaling approach was used in case of sudden spikes. 
The main idea of their study was to propose a prediction framework which can 
handle sudden hike of the workload during peak times. 

Sadeka et al. [13] use time-series analysis for adaptive resource allocation. A 
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neural network algorithm was used to predict the future surge in resource de-
mands for proactive scaling of the resources. The future utilization was predicted 
for varying sliding window sizes to assure the accurate predictions with respect 
of time. The accuracy was further tested by means of error correction methods 
for neural network algorithms. Resource scaling improved the performance and 
generated higher profit for the CSP. 

B. Resource management schemes for batch workloads 
The authors in [14] mention that batch jobs are generally delay tolerant up to 

a relatively loose deadline. The deadlines can be met until the fulfillment ratio is 
guaranteed. The fulfillment ratio is the ratio of execution time of a job to its 
scheduling duration. The prices charged by the provider are set according to the 
fulfillment ratio. The problem stated in their study addresses the lack of a cost 
effective solution for processing a batch of users with deadline guarantees. As a 
result, the authors propose a flexible instance which uses service fulfillment ratio 
as a pricing factor, and at the same time, guarantees that the jobs will be ex-
ecuted within a given deadline. The users are free to decide the fulfillment ratio 
and they will be charged accordingly. So as to automatically adapt resource pric-
es to the demand supply relation, and maximize provider revenue, pricing schemes 
were derived from a well-designed pricing curve and the Nash bargaining solu-
tion, respectively. Moreover, the flexible instance allows providers to utilize the 
ideal resources, as users can ask to scale up the resources at a reasonable price. 
The results showed the increase in utilization, which eventually increased the net 
profit of the provider. Moreover, electricity cost has become a big concern for 
commercial cloud service providers with the rapid expansion of network-based 
cloud computing. Hence, Li et al. [15] addresses the issue of electricity expenses 
by limiting the delay in response by following the price-sensitive and cooling ef-
ficiency-enabled batch computing workload dispatch approach. The results of a 
Mixed Integer Programming (MIP)-based resource demand management solu-
tion show that aggregating the batch requests with similar deadlines can de-
crease the energy consumption by 30%. In the long run, it adds up to the saving 
of the CSP and increases the net profit. 

C. Concluding remarks 
Different resource management schemes for predicting the workload were dis-

cussed in the previous sub-sections however, most of the work amongst them is 
done for predicting the collective workload on the system. Furthermore, the re-
source management techniques using batch processing do not carry out predic-
tion of user behavior to allocate resources. Instead, most of the researchers 
worked in the area of scheduling the jobs after the batch is processed. Addition-
ally, the techniques using the batch workload showed an increase in CSPs profits 
by scaling the resources. However, none of the approaches increased the profit 
by considering the finite capacity environment of a CSP. Therefore, it becomes 
necessary to propose a resource management mechanism which maximizes the 
net profit in a finite capacity environment. This is the focus of attention for this 
paper along with the objective of maintaining the market value by maximizing 
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the number of users to be processed in each batch, All in all, none of the existing 
works have dealt with all the aspects of the problems of concern of our study. 

3. Linear Regression to Predict User Behavior 

Many researchers have focused on the allocation problem while considering 
various aspects such as VM migration [16], VM consolidation [17], and QoS 
[18]. Besides that, studies related to resource estimation suggest that the amount 
of resources to be allocated could be estimated based upon the user’s history. In 
the context of this work, as users keep using cloud services, it is assumed that 
cloud providers store information about the behavior of the users over time. 
Therefore, we use linear regression to accurately predict the user behavior. 

Linear regression [19] is a form of supervised learning that involves predicting 
the value of a continuous output variable based on one or more input feature va-
riables. In our work, we use a single input feature: history length of each user. 
Given a data set about the history of a user, one may want to predict his relin-
quish probability. More precisely, for an incoming user returning for the  
( )1m th+  time, a matrix is loaded with the m values from his history (history 
length). Here, predicting the relinquish probability as a function of the history 
length (feature) is a continuous output. 

Two methods can be used to make predictions, namely the gradient descent 
and the normal equation method. The gradient descent method is generally used 
when there are multiple features and a large history (>100 k) [20]. On the other 
side, the normal equation method is efficient for a smaller history as it requires 
less computational time. Since users have a history length smaller than 100k, the 
normal equation method is used in our work. For more details on how the cost 
function is solved using these two methods, please refer to [20] [21]. 

4. Proposed Optimization Model 

In this section, a mathematical model is proposed to optimize the net profit of 
cloud providers in an environment where users can leave the system at any point 
in time. The model is derived from the RACE (Relinquishment-Aware Cloud 
Economics) model that was published in [1]. As a reminder, the RACE model is 
used to calculate the overall net profit earned by the cloud providers. It is general 
enough to evaluate and compare different resource allocation schemes. For the 
proposed optimization model, the parameters used to calculate the net profit in 
[1] are reused and expanded to estimate the optimal amount of resources to as-
sign to users with known history. The history represents the user behavior which 
is used to calculate the relinquish probability using the linear regression model 
discussed in the previous section. 

To formulate the mathematical model, we assume the following: 
 Users are able to determine and specify the amount of resources required to 

process and complete their jobs.  
 Cloud providers store information about the behavior of their users over 

https://doi.org/10.4236/cn.2020.122005


S. Singh, M. St-Hilaire 
 

 
DOI: 10.4236/cn.2020.122005 80 Communications and Network 
 

time. This information is used to calculate the relinquish probability.  
 Cloud providers know, in real-time, the remaining amount of resources (i.e. 

the remaining capacity), the amount of power used by their servers and the 
price of electricity in their region.  

In the following sections, we present the notation, derive the profit function, 
and present the objective function and the constraints of the model. 

A. Notation 
1) Sets 
 J, set of all resource types j where j J∈ .  
 N, set of users in a given batch where n N∈ . It is assumed that users 

collectively arrive into the system and are divided into batches.  
 L, set of geographical locations for the data centers in a cloud federation 

where l L∈ . 
2) Constants 
 jp , price for service j J∈ . 
 lC , unit price of electricity at location l L∈  in $/kWh.  
 lP , power used to operate all the servers at location l L∈  when fully uti-

lized. 
 V, remaining capacity of the cloud when an incoming batch is processed. 

3) Input Parameters 
 n

jR , amount of resources requested by user n N∈  for service j J∈ . 
 nr , predicted value of the relinquish probability for user n (done through 

linear regression as discussed in the previous section). 
 nD , requested duration by user n. 

4) Decision Variables  
 n

ja , amount of allocated resources for service j J∈  to user n N∈  of 
the batch. 
 n

jx , binary variable such that 1n
jx =  if and only if user n N∈  in the 

batch is allocated resources for service j J∈ , otherwise 0n
jx =  if the 

request is not processed. 
B. Objective Function 
The aim of the objective function is to maximize the net profit by allocating 

the optimal amount of resources while considering the current available capacity 
of the resource pool, the relinquish probability, and the arrival rate of the re-
quests. The objective function is first divided into three different parts: income, 
electricity expenses and relinquishment loss. 

The first term of the objective function, shown in Equation (3), calculates the 
expected income generated by user n. When users arrive, they request resources 
for a specific duration nD . At the same time, the cloud provider will look at the 
history of the users and will predict their relinquish probability ( nr ). Then, the 
users will be assigned ressources ( n

ja ) and will be charged according to the price 
of ressources ( jp ). 

( )1 n n n
n j j

j J
Income p r D a

∈

= −∑                    (1) 
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The second term, shown in Equation (2), represents the electricity expenses 
generated by user n ( nEE ) for the utilized duration ( )1n nD r−  and the idle 
duration n nD r . Both are calculated based on the predicted relinquish probabil-
ity. 

( ) ( )21 1
3

n n n n n n
n l l j j

l L j J
EE C P D r u D r u

∈ ∈

  = − + −  
  

∑ ∑          (2) 

where 

total resources

n
jn

j

a
u =                         (3) 

The third term, shown in Equation (4), calculates the relinquishment loss for a 
given user ( nRL ). The model uses the predicted relinquish probability to calcu-
late the relinquishment loss for the duration ( n nr D⋅ ) i.e. the duration for which 
the user would not use the service. 

n n n
n j j

j J
RL D p a r

∈

= ∑                        (4) 

Hence, the overall profit function for a given user n, denoted ( )nP r , can be 
represented as: 

( ) n n nnP r Income EE RL= − −                   (5) 

Moreover, to maintain a good reputation, cloud providers always want to 
process the maximum number of user requests. Therefore, an additional func-
tion is added to reflect this objective. In conclusion, the final objective function, 
shown in Equation (6), simultaneously maximizes the profit and the number of 
requests served. 

( )max n
jn

n N j J
P r x

∈ ∈

  
+     

∑ ∑                    (6) 

C. Constraints 
The objective function shown in Equation (6) is subject to different con-

straints expressed in Equations (7) to (9). 

( )n
j

n N
a V j J

∈

≤ ∈∑                       (7) 

( ),n n
j ja R j J n N≤ ∈ ∈                     (8) 

( ) ( ),n n n
j j j ja x R j J n Nβ≥ ∈ ∈                  (9) 

Equation (7) specifies that the sum of all allocated resources should be less 
than or equal to the remaining capacity of the system (V). Additionally, as we try 
to maximize profit, it is important not to overestimate the amount of resources. 
Therefore, Equation (8) specifies that the amount of allocated resources should 
be less than or equal to the requested amount of resources by the user. Moreover, 
since different services have different minimum requirements, Equation (9) en-
sures that at least the minimum amount of resources to run the service will be 
provided. In our work, and without loss of generality, we used 0.2jβ =  al-
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though this value can be tuned to the requirements of the different services. A 
typical example could be a user requesting a 4 k videos. If, for any reasons (e.g. 
unreliable user, not enough remaining capacity, etc.), the algorithm decides to 
not allocate the requested amount of resources, then in order to be able to see 
the video, the user should at least get enough resourced to play the standard de-
finition (SD) version (which requires less resources) of the video.  

Based on the equations and the constraints mentioned above, the model finds 
the optimal amount of resources to be assigned ( n

ja ) to each user in the batch. It 
is important to note that the calculations of the model are mainly dependent 
upon the predicted relinquish probabilities as all other input parameters such as 
the amount of requested resources, the duration and the arrival rate of users are 
kept constant. 

5. Performance Evaluation 

In this section, we compare the performance of the proposed model against oth-
er models from the literature. The simulations of all the proposed algorithms 
were implemented in Java using the CloudSim toolkit [22]. The tools (simulator 
and computer) used during the simulations are outlined in Table 1. The simula-
tions are carried with fixed resource pool of the CSP in an environment where 
users can relinquish. Our results are deduced based upon the pricing of utilizing 
an On-Demand windows-based general purpose t2.medium vCPU from Ama-
zon Web Services in Canada (Central) on a usual business day [23]. Besides, the 
prices of electricity vary during different times of the day. Therefore, the mean 
price of the electricity of summers in Ontario is considered [24]. 

A. Generating the workload 
To investigate the effectiveness of all the models, we generate a synthetic 

workload. The most important input parameter to generate the workload is user 
behavior. Figure 1 depicts the process of generating and populating the history 
of the users. By definition, the relinquish probability is the ratio between the du-
ration for which the user has not used the service and the total requested dura-
tion. More specifically, the value of the Average Relinquish Probability (ARP) 
gives an idea about the general behavior of the user who is requesting the re-
sources based on how much, on average, it has used in the past. A user with an 
ARP ≥ 0.7 is considered disloyal whereas a user with an ARP ≤ 0.3 is considered 
loyal. Users that fall between 0.3 and 0.7 are considered average users. Therefore, 
to obtain realistic ARP data, a mean of 0.5 and a standard deviation (SD) of 0.3  
 
Table 1. Simulation environment. 

Operating System Ubuntu 16.04 LTS 

Processor Intel i7 - 3.6 GHz 

Memory 16 GB 

Simulator CloudSim 4.0 

Implementation Language Java SE 7 
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Figure 1. Process to generate history of users. 

 
are used to generate values using the normal distribution. Values greater than 
one are considered as 1 and values less than one are given the value 0. 

Using ARPs to populate the history: A user can be a first-time user or could 
have used the service multiple times. In this study, the history length of each us-
er is set between ( )1,60U . The first-time users are treated as loyal users. For 
returning users, based upon the history length of each user (the number of time 
the user is returning for), the corresponding value of the user’s ARP is used as 
the mean for the normal distribution to populate the relinquish probabilities for 
each time the user relinquished. For example, if a user is returning for the 5th 
time and its ARP is 0.59, then using a mean of 0.59 and a standard deviation of 
0.2, its usage history is populated for the last 4 times. 

To check the reliability, the model is tested with different arrival rates of users. 
In this study, we assume that users submit requests based on the M/M/1 queuing 
model. The set of arrival rates (λ) used to test the models is {0.008, 0.016, 0.032, 
0.064} req/sec. Hence, the interarrival times of the requests are generated ran-
domly using the exponential distribution with mean [ ] 1E x λ=  secs. For sim-
plicity and without loss of generality, we assume that the user requests a single 
service type, that is, vCPU with a minimum of 500 GHz and a maximum of 900 
GHz for a specific duration between the limit of 2 - 4 hours. 

The input parameters used are user history, interarrival time of user requests, 
start time of the users, end time of the users, amount of requested resources by 
the users, requested duration by users and used duration by the users. Table 2  
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Table 2. Parameters used to evaluate the proposed optimization model. 

Arrival rate of users 0.008, 0.016, 0.032, 0.064 

History length of users ( )1,60U  

Total size of resource pool Fixed at 200k 

Power of server 1 server of 525W 

Total duration 25 hours 

Requested duration by user ( )2,4U  hours 

Requested resources by user ( )500,900U  

Requested service type by user vCPU 

On-demand price of service CAD 0.1/hour 

Total no of users arrived 750, 1450, 2700, 5500 

Mean electricity price in Ontario in summers CAD 0.132/kwh 

Schedule end time of a user 
Sum of start time and requested 

duration of respective user 

Relinquish duration of a user 
Relinquish probability times 

the actual requested duration. 

 
summarizes all the input parameters used during the simulations. The start time 
of the user is the time when the user begins using the resources and start getting 
charged for the service. The difference between two start times is the interarrival 
duration generated by the exponential distribution described earlier. The re-
quested durations and the requested resources of the users are randomly gener-
ated within the limits stated in Table 2. The current relinquish probability is still 
generated by the normal distribution. The scheduled end time of a user is the 
sum of its start time and the requested duration. If the user relinquishes, the 
used duration of the user is the requested duration times the current relinquish 
probability. The relinquish time then becomes the sum of the start time and the 
relinquish duration. Else, if the user does not relinquish (i.e. the relinquishing 
probability is zero), then the requested duration is considered as the duration 
used by the user. 

B. Evaluation of various methods to predict relinquish probability 
This section presents the comparison results of the various prediction tech-

niques used to predict the user behavior given their history. The outcomes of 
this section will tell us which method can make better predictions about the user 
behavior. The prediction will let the provider know how long the user is going to 
use the allocated resources based on his history. To perform the evaluation, Java 
and Octave platforms were used to generate the scripts, data sets and carry out 
the calculations respectively. 

In this section, we use linear regression and compare the results with the two 
methods mentioned in [6] and [7]. Table 3 provides an example of an average 
user whose history length (m) is five. The data in Table 3 shows the usage his-
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tory of the user for the last five times. Similar kind of data was used to carry out 
a separate univariate regression analysis for a single user returning with various 
history lengths. 

To evaluate the performance of the different methods, we used three user cat-
egories: loyal, disloyal and average. To simulate loyal, disloyal, and average us-
ers, different ARPs (0.3, 0.7 and 0.5 respectively) were used and the history was 
populated randomly using the normal distribution with these ARPs as mean and 
a standard deviation of 0.2. As illustrated in Figure 2, seven different loyal users 
were simulated with different history lengths (i.e. m = 5, 10, 20, 40, 60, 80 and 
100). Each user has ARP = 0.3 with different history lengths. To get reliable re-
sults and avoid randomness, the process of generating history and making pre-
diction for a single user was repeated 50 times. Then, the mean of the predicted 
values is taken and plotted along with the 95% confidence interval in Figures 
2-4. A similar process is followed for the other two types of users (average and 
disloyal). Further, the history length is denoted as m and the ( )1m th+  value is 
plotted for each prediction approach. For instance, if history length is 5m = , it 
states that the user is returning for the ( )1m th+  (i.e. 6th) time. The relinquish 
probability for the ( )1m th+  time is plotted (i.e. each user is returning for the 
6th, 11th, 21st, 41st, 61st, 81st and 101st time respectively). As seen from the 
graphs, predicted values from linear regression (LR), BaaS [1] and RP [7] are 
compared with the observed relinquish probability for ( )1m th+  time. 
 
Table 3. Example of an average user with m = 5. 

History Length (m = 5) Relinquish Probability 

1 0.35 

2 0.56 

3 0.28 

4 0.67 

5 0.45 

6 (m + 1) To be predicted by LR 

 

 
Figure 2. Prediction results for loyal users (ARP ≤ 0.3). 
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Figure 3. Prediction results for average users (0.3 < ARP < 0.7). 

 

 
Figure 4. Prediction results for disloyal users (ARP ≥ 0.7). 

 
To evaluate the prediction accuracy of the three methods, we compare the 

predicted value with the actual observed value from the user. When comparing 
the observed relinquish probability with the predicted relinquish probability, we 
can evaluate the accuracy of the various prediction methods. The observed re-
linquish probability is the real amount of resources that was used over the 
amount of resources that was initially requested. It can be seen that BaaS shows 
the biggest difference (around 20%, 25% and 20%) between the observed value 
and the predicted value for loyal, average and disloyal users respectively. This is 
because the authors use SOP and AOP for predicting the user behavior. Fur-
thermore, to cope with changes in the behavior of users each time they return, 
the authors use the variance as an additional parameter, but this does not help in 
making the results more accurate. On the other hand, RP (which is the improved 
version of BaaS) is able to make better predictions with a difference of approx-
imately 5%, 4% and 4% between the observed value and the predicted value for 
loyal, average and disloyal users respectively. Moreover, for small training sets 
(i.e. history lengths ≤ 20), the prediction method used in [7] provides better re-
sults (approximately 5% better) compared to linear regression. However, as the 
history length grows, the accuracy of linear regression outperforms the predic-
tions made by the RP method by approximately 2%, 1.7%, 1% for loyal, average 
and disloyal users respectively. The major reason for the improved accuracy of 

https://doi.org/10.4236/cn.2020.122005


S. Singh, M. St-Hilaire 
 

 
DOI: 10.4236/cn.2020.122005 87 Communications and Network 
 

the linear regression algorithm can be regarded as the minimized squared error 
function which provides the minimum value of the squared difference between 
the errors. In general, even with a single parameter (history length), linear re-
gression proves to be the most effective tool amongst the three to make predic-
tions about the user behavior. As a result, linear regression is used to make pre-
dictions as improving predictions can also improve the profit generated by the 
provider. 

C. Selecting the batch size for the proposed optimization model 
This section presents and discusses the experimental results of the relin-

quishment aware resource optimization model. This model is solved with IBM 
CPLEX [25] which is a well-known tool used in Operations Research (OR) for 
solving optimization problems. For a given batch size and resource capacity, the 
performance of the model is tested in terms of two parameters. The resultant 
values of the parameters are used to decide which batch size gives the best results 
in terms of processing maximum user requests under the finite capacity. The 
parameters are: 
 Processing time of a workload batch: The time required by the solver (CPLEX) 

to read the input data, generate the model, solve the model and produce the 
output in the form of decision variables. 

 Number of users processed in a batch: This parameter gives us the percentage 
of users processed for the batch size under evaluation with the given capacity 
of resources. 

The batch sizes used in this study are based upon the workload batch sizes 
used by other researchers. For example, the study that was done in [26] consid-
ers a batch of 5 requests to be of small size whereas a batch with 10 jobs is con-
sidered as medium. Therefore, to have a complete analysis, batch sizes of 5, 10, 
20, 40, and 80 requests are tested under different remaining capacities of 2000, 
4000 and 8000 vCPUs respectively. The input parameters of the model are pre-
dicted relinquish probability, requested duration, requested amount of re-
sources, price of resource and electricity. The experiment for each set of batch 
size with individual capacity value was run 20 times. The mean values of the 
percentage of users processed and the CPU processing times taken by the solver 
are plotted along with the 95% confidence intervals. The built-in timer provided 
by CPLEX is used to measure the processing time. Figure 5 depicts the results 
when the model was tested with a remaining capacity of 8000. Based on the pre-
dicted relinquish probability and the input parameters, the solver only allocates 
resources to users who would potentially generate more income for the provider 
and minimize the relinquish loss at the same time. Simultaneously, the solver 
also tends to maximize the number of users to be processed within that batch. As 
expected, the batch with the large workload of 80 user requests takes the longest 
time to process all the inputs and provides results in around 8 seconds. The 
small and the medium sized batches are processed in almost the same amount of 
time. Moreover, for small and medium workloads, around 70% of the users were 
processed with the least processing times. In Figure 6, the remaining capacity  
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Figure 5. Percentage of users processed and processing times for different batch sizes 
with a remaining capacity of 8000 resources. 
 

 
Figure 6. Percentage of users processed and processing times for different batch sizes 
with a remaining capacity of 4000 resources. 
 

was reduced by half to 4000 resources. Small and medium workloads performed 
the best in terms of percentage of users processed and time taken to process the 
batch. Whereas, the least percentage of users was processed in the large work-
load with a batch size of 80. This is because the system runs out of capacity for 
larger batch sizes as the sum of the requested resources by the entire batch 
greatly exceeds the available capacity. The reason for this is the set limits of the 
requested amount of resources for the user in Table 2. Hence, the percentage 
of users processed keeps decreasing with an increase in the batch size for a 
given finite capacity. To understand this phenomenon, the batch was finally 
tested with a remaining capacity of 2000. As shown in Figure 7, when the batch 
size is increased, the percentage of users processed keeps decreasing while the 
processing time keeps increasing accordingly. As usual, the small batch size 
shows the best performance in terms of processing time and percentage of users 
processed. 
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Figure 7. Percentage of users processed and processing times for different batch sizes 
with a remaining capacity of 2000 resources. 

 
To summarize, the experimental results demonstrate that a batch size with 

five user requests performs better than all the other batch sizes under various 
remaining capacities. The objective of using different batch sizes under varying 
capacity was to figure out the optimal batch size which could be used for the si-
mulations where users enter the system in an open stream and the remaining 
capacity is constantly updated. Therefore, a batch size of five will be used in the 
next section to assess the performance of the proposed optimization model and 
carry out the comparison between state-of-art algorithms. 

D. Evaluation of the proposed optimization model versus state-of-art al-
gorithms 

To carry out the evaluation, the proposed optimization model was integrated 
into the DatacenterBroker class of CloudSim, along with all the scenarios men-
tioned in [5], by importing the Java libraries provided with the CPLEX package 
to call the various CPLEX functions. In addition, the predictions were made by 
writing the linear regression algorithm in Java and integrating it into the Data-
centerBroker class of CloudSim. Following the predictions, the model collective-
ly decides the amount of resources to be allocated to all the requests in the batch 
and simultaneously updates the current capacity available for the next batch of 
requests. The outcomes are then compared with the related work. In our pre-
vious work, the RACE model was analyzed using four different scenarios. We 
use the same scenarios (mentioned below for completeness) to evaluate the pro-
posed optimization model. 
 In Scenario 1, users are assigned resources based on the service they re-

quested. In other words, complex resource estimation is not required since 
users get exactly what they requested and they do not relinquish. 

 Scenario 2 is similar to Scenario 1, except for the fact that users can relin-
quish before the scheduled end time. 

 In Scenario 3, resources are assigned based on the BaaS method described in 
[6]. In the BaaS model, the main idea is to assign less resources to disloyal 
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users.  
 In Scenario 4, resources are assigned based on the RP method mentioned in 

[7]. In this study, resources are allocated based on the predicted user beha-
vior and the current server utilization.  

Furthermore, we term our proposed optimization model as Scenario 5. To 
compare Scenario 5 with the other four scenarios, all models were run for a spe-
cified duration of 25 hours. It can be noted that 25 hours is not the actual clock 
time but the pre-configured simulation time on CloudSim for which the models 
are compared at different arrival rates. The workload was generated using the 
same input parameters mentioned in Table 2 and each simulation was repeated 
20 times. The confidence intervals were also calculated but since they were very 
small, they are not shown in the graphs. The overview of the simulation for a 
batch is shown in Figure 8. When the requests start arriving (unlike Scenarios 3 
and 4 where users are processed one by one), we assume that all users in the in-
coming batch do not have a job completion deadline. This assumption is neces-
sary since when user requests arrive in the system, they are queued in the net-
work until the required batch size is formed (step 1). Then, the cloudlet submits 
the request to the broker (step 2). The broker asks for the history of each user  
(step 3a) and gets the history of each user from the host (step 3b). The history is 
fed to the prediction module where the three different prediction algorithms 
(depicted in Figure 9) are executed (step 4a). Then, the prediction values are 
passed to the resource assignment module (step 4b). The resource assignment 
schemes in this module (as shown in Figure 9) use the predicted value to esti-
mate the amount of resources. This information is passed to the broker (step 4c). 

 

 
Figure 8. Steps involved to perform the simulation in CloudSim. 
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Figure 9. Components of the different predictions modules used in the comparison. 

 

 
Figure 10. Utilization (a) vs net profit (b) for all scenarios at λ = 0.008 req/sec. 
 
The host creates a virtual machine (step 5) which further processes the request 
from broker (step 6a) to assign the resources to the users (step 6b). It is impor-
tant to note that before every batch is processed, the value of the current re-
maining capacity of the system is passed into the resource assignment module. It 
is also assumed that there is no processing delay experienced once the batch en-
ters the system. The remaining capacity is then updated and users are blocked if 
the system is running at maximum capacity. Finally, the history of each user is 
updated with a new entry once the user leaves the system (step 7). 

The major outcomes for the comparisons of the Average Overall Utilization 
(AOU) and the Overall Net Profit (ONP) are outlined in Table 4. For a given ar-
rival rate, each scenario was simulated 20 times. Therefore, to calculate the AOU 
and ONP, we simply took the average over the 20 different simulations. As 
demonstrated in Figure 10(a) and Figure 10(b), with a total of only around 750 
users entering at λ = 0.008 req/sec, the system is underutilized for all the scena-
rios. It can be seen that, from time 14:00 to 16:00 when utilization is dropping 
due to users relinquishing, the impact of relinquishment of users on the net 
profit of Scenario 5 is less as compared to other scenarios. This is because in 
Scenario 5, if within a batch, users are predicted to relinquish, loyal users are 
given the greater share of the resources whereas disloyal users are given either 
20% share, or are declined depending on how they are estimated to make profit. 
Therefore, at time 16:00, with the least utilization of Scenario 5, the correspond-
ing net profit is greater than Scenario 4 and almost comparable to Scenario 2. It 
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can also be noticed that for each scenario, the net profit at each time is generally 
reflected by the utilization, but at some points, for example from time 20:00 to 
23:00, the net profit for Scenario 5 is not identical to the line of the correspond-
ing utilization. This would likely be due to some instances where the linear re-
gression estimates a larger amount of resources for some loyal users but they re-
linquish before their predicted duration of using the resources. This anomaly in 
prediction could be due to the fact that the history length of these users was too 
small for the linear regression algorithm to show its effectiveness. However, the 
improved performance of the prediction technique and Scenario 5 was seen with 
the increase in arrival rates of the users. 

In the next experiment, the arrival rate was doubled to λ = 0.016 req/sec and 
1450 users entered the system in this case. From Figure 11(a) and Figure 11(b), 
it is observed that, the net profit and the utilization curves for Scenario 5 are 
higher than Scenario 4. This is unlike the previous case when the arrival rate of 
users was smaller. As discussed earlier, this improvement can be attributed to 
the approach of Scenario 5 that assigns more resources to loyal users and tigh-
tens up for predicted disloyal users. Therefore, the difference between the in-
come and the overall expenses is minimized and the Overall Net Profit (ONP) 
for Scenario 5 (outlined in Table 4) is increased significantly as compared to 
Scenario 4. Further, as seen in Figure 12(a) and Figure 12(b) when the arrival 
rate was set to λ = 0.032 req/sec, the performance of the proposed optimization 
model increases as the difference between the net profit of Scenario 5 and Scena-
rio 2 decreases. The Average Overall Utilizations (AOUs) and ONPs in Table 4 
of Scenarios 2 and 5 show that with comparative profits for both scenarios, a 
provider using Scenario 5 can still acquire more requests. Therefore, with Scena-
rio 1 running almost at full capacity and Scenario 2 operating at nearly full ca-
pacity, it is most likely that Scenario 5 can yield a substantial increase in profit. 
To see that, the simulations were finally run for λ = 0.064 req/sec. As it is clearly 
seen in Figure 13(a) and Figure 13(b), for most of the times, the utilization rate 
of Scenarios 2 and 5 remains stable as requests continuously keep on arriving 

 
Table 4. Major outcomes for the comparisons of AOU, ONP and Pb for different arrival 
rates. 

 

Arrival Rate 

λ = 0.008 λ = 0.016 λ = 0.032 λ = 0.064 

AOU 
(%) 

ONP 
(CAD) 

Pb 
AOU 
(%) 

ONP 
(CAD) 

Pb 
AOU 
(%) 

ONP 
(CAD) 

Pb 
AOU 
(%) 

ONP 
(CAD) 

Pb 

Scenario 1 28.7 189 k 0 57.7 357 k 0 84.7 537 k 0.4 88.2 545 k 0.54 

Scenario 2 17.4 108 k 0 35.3 209 k 0 68.7 418 k 0 84.4 505 k 0.4 

Scenario 3 7.8 47 k 0 15.7 94 k 0 30.8 189 k 0 59.2 370 k 0 

Scenario 4 14.7 91 k 0 22.6 139 k 0 41.2 251 k 0 66.2 403 k 0 

Scenario 5 14.4 93 k 0 28.3 177 k 0 55.8 349 k 0 85.1 512 k 0.32 
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Figure 11. Utilization (a) vs net profit (b) for all scenarios at λ = 0.016 req/sec. 

 

 
Figure 12. Utilization (a) vs net profit (b) for all scenarios at λ = 0.032 req/sec. 
 

 
Figure 13. Utilization (a) vs net profit (b) for all scenarios at λ = 0.064 req/sec. 
 
but the corresponding net profit varies due to users relinquishing their service. 

Moreover, because of the high incoming stream of users (around 5500 in 25 
hours), the available capacity remains contented most of the time as servers run 
at high utilization. Noticeably in Figure 13(a) and Figure 13(b), from time 4:00 
till the end, Scenario 5 generates slightly greater profit than Scenario 2 which 
leads to a greater ONP for Scenario 5. As discussed earlier, this is because the 
optimization model used in Scenario 5 uses linear regression to predict the be-
havior of users and intelligently assigns the resources so that the impact of re-
linquishment of users is minimized. 

Thus, as per the deductions of [1], the objective of maximizing profit is 
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achieved when resources in a finite resource pool get contented with users re-
linquishing their services. In addition to that, though the proposed model tends 
to process the maximum number of users, the predicted loyal users within the 
batch are given more priority in terms of allocating the share of remaining ca-
pacity to maximize profit. Consequently, some disloyal or average users were 
denied the service. Interestingly, as compared to its counterparts from [1], the 
AOU has also improved in all the cases for Scenario 5. On the other hand, when 
the resources are fully utilized at high arrival rates, many user requests were also 
blocked in some of the scenarios. Since the arrival of users does not depend 
upon the server capacity or total available resources, the blocking ratio varies 
and depends upon the arrival rates of the incoming requests. 

As [2], this study concentrates on the economic aspects of cloud computing. 
Therefore, from a business point of view, it is important to know the blocking 
rate as denying the service leaves a negative impact on the users and deteriorates 
the market-value of the CSP. Therefore, the blocking probability gives another 
piece of information to the CSP on evaluating the performance of the resource 
allocation policy being used. The blocking probability ( bP ) is calculated as: 

Number of users blocked due to full capacity
Total number of users arrivedbP =             (10) 

The blocking probabilities for all scenarios are outlined in Table 4. It can be 
clearly seen that no users were blocked for lower arrival rates. Noticeably, for λ = 
0.064 req/sec, the blocking probability of Scenario 5 is less than Scenario 2 even 
with a slightly higher AOU as Scenario 5 makes better resource assignment deci-
sions during the contention of resources. Additionally, the proposed model 
shows an improved utilization at higher arrival rates as compared to the similar 
models proposed in the literature. In a nutshell, it can be said that rather than 
assigning whatever is requested or using approximate algorithms, providers 
must assign resources using the proposed optimization technique to maximize 
their net profit. 

6. Conclusions 

Since users can relinquish their service at any point in time, it is essential to have 
ways in which cloud providers can predict the behavior of users. Different ways 
were proposed in the literature but they were mainly using some sort of average 
based on the historical behavior of users. Seeing this, the idea was to figure out a 
better prediction technique such that CSPs could make accurate decisions while 
estimating the amount of resources to be allocated. As a result, we developed a 
prediction algorithm based on the concept of linear regression. Users with dif-
ferent usage behaviors (loyal, average and disloyal) were evaluated for different 
history lengths. The results showed that the technique based on linear regression 
outperformed all the user behavior prediction techniques proposed in the litera-
ture. Lastly, a relinquishment aware resource optimization model was also pro-
posed to optimally estimate the amount of resources such that the net profit of 
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CSPs can be maximized. The model uses the prediction results from the linear 
regression technique to make the optimal resource estimation. To carry out the 
experimental results, variable user batch sizes were tested for the processing 
times and the number of requests processed per batch. The performance analysis 
carried out in CPLEX depicts that a batch size of five user requests took the 
minimum processing time while processing the maximum percentage of requests 
per batch. Furthermore, the proposed optimization model is also compared 
against two algorithms from the literature. The simulations are implemented in 
CloudSim to carry out the comparison. The results of the simulations show that 
the optimization model generates the maximum profit when resource conten-
tion occurs at high user arrival rate. 

To the best of our knowledge, since this study is unique, there are many issues 
that can be addressed to extend this work. Linear regression was modeled using 
only a single feature: relinquish probability. We believe that including additional 
features such as the profit generated from the users at each instance could po-
tentially improve the performance of the linear regression algorithm. In this pa-
per, the resource price of Amazon EC2 instance was used. In the future, the price 
of resources could also be predicted based upon the user history. This can fur-
ther help CSPs to increase the net profit and compensate the relinquishment 
loss. Further, based upon the new pricing strategy, a reimbursement strategy can 
be added to have a complete pricing model. 
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