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Abstract 
The stability of a set of spatially constant plane wave solutions to a pair of 
damped coupled nonlinear Schrödinger evolution equations is considered. 
The equations could model physical phenomena arising in fluid dynamics, 
fibre optics or electron plasmas. The main result is that any small perturba-
tion to the solution remains small for all time. Here small is interpreted as 
being both in the supremum sense and the square integrable sense. 
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1. Introduction 

We shall be concerned with the following pair of coupled nonlinear partial 
differential equations: 

2 22 2e e 0T T
T XX YYiA rA uA p A A q B Aδ δ− −+ + + + =          (Ia) 

2 22 2e e 0.T T
T XX YYiB vB sB w B B q A Bδ δ− −+ + + + =         (Ib) 

Such systems have been used to model the slow evolution of small amplitude 
capillary-gravity waves caused by the interaction between the Mth and Nth 
harmonics of the fundamental mode and in the presence of damping. They can 
be applied both to waves on a free surface of an infinitely deep fluid or to those 
arising at the interface of two fluids each of infinite vertical extent, for more 
details and a derivation consult Jones [1] [2] [3]. Other authors who have 
considered such systems as applied to water waves include Carter [4], Dhar & 
Das [5], Hammack, Henderson, Segur & Carter [6] [7] [8] and Onorato, 
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Osborne & Serio [9]. However, applications of systems such as (I) are not 
confined to fluid dynamics, other examples include plasmas [10] [11] and fibre 
optics [12] [13]. 

An alternative formulation of the system (I) is 
2 2

0T XX YYiA rA uA p A A q B A i Aδ+ + + + + =� � � � � � ��              ( Ia� ) 

22
0.T XX YYiB vB sB w B B q A B i Bδ+ + + + + =�� � � � � � �              ( Ib� ) 

The system ( I� ) may be transformed into (I) by means of the substitutions 
e tA A δ−=�  and e tB B δ−=� . Observe that the two systems coincide when 0δ = . 

The wave (or interface) profile corresponding to a solution of (I) is given by 

( ) ( ){ } ( ){ }( )
( ){ } ( ){ }( ) ( )2

, , exp exp

exp exp .

H x y t A iN kx t A iN kx t

B iM kx t B iM kx t O

ε ω ω

ε ω ω ε

∗

∗

= − + − −

+ − + − − +
  (1.1) 

Here k is the wavenumber of the fundamental mode; ω  is the frequency and 
ε  is a parameter representing the wave steepness that satisfies 0 1ε< � . The 
complex amplitudes A and B are functions of the slowly varying spatial 
quantities X xε= , Y yε=  and the very slowly varying temporal quantity 

2T tε= . The coefficients , , , , ,r u v s p q  are real-valued constants, their values in 
the case of surface waves may be found in [1] and for interfacial waves in [2] [3]. 
However, our theory will apply to quite arbitrary values of the coefficients. The 
numbers M and N are positive integers and we shall assume that M N> . These 
equations are not valid when 2M N=  or 3M N= , for a treatment of these 
situations see [14] [15] [16] [17] [18]. The damping parameter δ  is taken to 
satisfy 0δ ≥ . In the case of non-resonant waves, it represents the effects of 
dissipation, see [19] [20]. In the resonant case, this could remain true [4] but it 
might also represent imperfections in the resonance such as the situation when 
the interacting waves travel at speeds close, rather than precisely equal, to the 
velocities required for resonance. Other possibilities are that the dispersion 
relation is satisfied approximately rather than exactly or that a wavemaker 
operates at a frequency very near but not equal to that which is required for 
resonance. 

A spatially constant solution of (I) is given, for non-zero δ , by 

( )
( )( )2 2 2

0

1 e
exp

2

Tp q
A T i

δα β
α

δ

− + − =  
  

           (1.2a) 

( )
( )( )2 2 2

0

1 e
exp

2

Tw q
B T i

δβ α
β

δ

− + − =  
  

           (1.2b) 

the corresponding solution to ( I� ) is 

( )
( )( )2 2 2

2
0

1 e
e exp

2

T

T
p q

A T i
δ

δ
α β

α
δ

−

−
 + − =  
  

�          (1.3a) 
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( )
( )( )2 2 2

2
0

1 e
e exp .

2

T

T
w q

B T i
δ

δ
β α

β
δ

−

−
 + − =  
  

�        (1.3b) 

When 0δ =  the solution is 

( ) ( ){ }2 2
0 expA T i p q Tα α β= +             (1.4a) 

( ) ( ){ }2 2
0 expB T i w q Tβ β α= +             (1.4b) 

In these expressions α  and β  are completely arbitrary constants, they can 
assume both real and complex values. Observe that both (1.2) and (1.3) tend to 
(1.4) as 0δ → . These are significant solutions of the systems (I) and ( I� ) 
because they represent, via (1.1), a spatially uniform train of resonant plane 
waves in a deep channel. 

The main objective of the paper is to prove that provided 0δ ≠ , the solutions 
(1.2) and (1.3) are stable to small perturbations, in other words, it is shown that 
any amount of dissipation stabilizes the wavetrain. This extends the results of 
Segur et al. [20] who examined the effects of dissipation on a nearly monochro-
matic wavetrain. They found that in this, nonresonant case, dissipation stabilizes 
the instability. 

Our main results concern the stability of the solution (1.2), for a more 
extensive discussion of this concept, see Nemytskii & Stepanov [21]. To fix 
things, assume that we are seeking solutions of system (I) on the rectangular 
domain defined by [ ] [ ]0, 0,X YL L= ×  and we apply periodic conditions on 
the boundary of  . Informally, a solution ( ) ( )0 0,A T B T  of (1.2) is stable if 
every solution of (1.2) that is initially close to it at 0T =  remains close to it for 
all 0T > . If not, the solution is regarded as unstable. Let us give a more precise 
definition. 

Consider the space of continuous functions on   equipped with a norm 
which we shall denote by . . We shall consider two norms, the supremum 
norm and the 2 , ie square-integrable, norm. Then take the solution (1.2) 

( ) ( )0 0,A T B T  of (I) and impose a perturbation 

( ) ( ) ( ) ( ) ( ) ( )0 0, , , , , , , , , .A X Y T A T X Y T B X Y T B T X Y T= + = +     (1.5) 

Now substitute in (1.5) into (I) and linearize around ( ), ,X Y T  and 
( ), ,X Y T . Then ( ) ( )0 0,A T B T  is a stable solution if for all 0ε >  there 

exists 0∆ >  such if ( ), ,X Y T  that ( ), ,X Y T  satisfy 

( ) ( ), ,0 , ,0X Y X Y+ < ∆                 (1.6a) 

then 

( ) ( ), , , ,X Y T X Y T ε+ <                 (1.6b) 

for all 0T > . The main results of this work, which are to be found in section 3, 
are that the solution (1.2) is stable in respect of both norms. We remark that the 
type of stability considered here may more properly be referred to as linear 
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stability. However, since it is the only type of stability dealt with in this work our 
description will suffice. It is hoped to cover the case of nonlinear stability in 
subsequent work. A detailed analysis of the stability of (1.2) in the absence of 
dissipation, ie when 0δ =  was carried out by Jones [3]. His results showed that 
the solutions may be stable or unstable to plane wave perturbations depending 
on the signs of the coefficients , , , , ,r u v s p q  and also on the nature of the 
perturbations themselves ie whether they are longitudinal, transverse or oblique 
to the carrier wave. However our results in this work show that when 0δ ≠  the 
solutions are always stable. In other words any amount of dissipation however 
small, or indeed any other imperfection in the resonance stabilizes the 
instability. 

Related Work 

The system (I) may be regarded as a generalisation of the celebrated nonlinear 
Schrödinger (nlS) equation 

2 0T XX YYiA A A A A+ + + =                 (1.7) 

which is known to model several physical situations, among them pulse 
propagation along optical fibres and waves in a plasma. 

It was Zakharov [22] who first showed that the nlS equation may be used to 
describe the slow evolution of one-dimensional monochromatic deep-water 
gravity waves. He then proceeded to show that all plane wave solutions are 
linearly unstable. At around the same time Benjamin & Feir [23], established the 
important result that a uniform train of gravity waves in deep water is unstable 
to a perturbation consisting of other waves travelling in the same direction and 
with almost the same frequency.  
Notwithstanding these discoveries, at around the same time, Snodgrass et al. [24] 
(and later Collard, Ardhuin & Chapron [25]) were able to track the propagation 
of slowly varying trains of surface waves, or ocean swell, across the Pacific for 
many thousands of kilometers. In addition, Lake et al. [26] [27] encountered 
difficulties in reproducing the Benjamin-Feir instability in the laboratory while 
Hammack, Henderson & Segur [6] conducted experiments in which they were 
able to reproduce waves in deep water that showed no evidence of being 
unstable. This led to the most interesting paper of Segur et al. [20] in which 
dissipative effects were taken into account. The authors considered the equation 

2 0,T XX YYiA rA uA p A A i Aδ+ + + + =            (1.8) 

where δ  is the dissipation parameter. Their theoretical results showed that any 
amount of dissipation, however small, has the effect of stabilizing the waves. 
This paper also contained the results of some experiments backing up these 
findings. Their results were extended by Canney & Carter [19] who generalised 
(1.8) by including higher order terms up to and including the fifth derivative (ie 
ones like XXXYYA ). They performed a stability analysis and their conclusions 
agreed with the earlier ones that dissipation stabilizes the waves. All the above 
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investigations were concerned with nonresonant waves. The first comprehensive 
study of resonant capillary-gravity waves caused by a general interaction 
between the Mth and Nth harmonics appears to be that of Chen & Saffman [28] 
who used weakly nonlinear perturbation theory to present a fairly complete 
account of the surface waves that may occur. Later Jones used the method of 
multiple scales to derive the system (I), first to model resonant waves on the 
surface of deep water [1] and then those which manifest themselves on the 
interface of two fluids [2]. More recently [3] he conducted a detailed study of the 
stability of the solutions (1.4) of (I) when 0δ =  ie the undamped case. His 
findings showed that the stability is dependent on the values of the parameters in 
the problem, but physically one important parameter is V which is the ratio of 
the horizontal speed of the two fluids when the system is in its quiescent state. If 
V is positive he identified a large region where the interfaces are stable but in the 
cases when V is negative he showed that they are almost always unstable. He also 
considered the damped version of (I) and proved that any plane wave 
perturbation to the solution (1.2) is oscillatory. However in the present work this 
is taken further and it is proved that the solutions (1.2) are stable, in other words 
irrespective of whether an undamped resonant wavetrain is stable or unstable, 
any amount of damping (however small) has a stabilizing effect. Systems of 
equations similar to (I), which is sometimes known as the vector nonlinear 
Schrödinger equation, have been considered by a number of other researchers. 
Hammack, Henderson & Segur [6] utilised them to investigate the patterns 
which occur on the surface of deep water when two spatially uniform carrier 
waves interact obliquely with each other. Carter [4] considered the linear 
stability of such waves with and without dissipation. His findings broadly 
showed that dissipation renders the waves less unstable. 

2. Setting the Scene 

In this section, we gather together a few preliminary results about the system (I). 
For a detailed treatment of the nlS equation see [29]. We may first observe that 
in (I) we have taken the coefficients of 2B A  and 2A B  to be equal. Our first 
result shows that it is always possible to do this and hence our analysis is 
therefore perfectly general. Other works [12] [13] make more restrictive 
assumptions concerning the coefficients. 
Lemma 2.1  The system 

2 2
1 0T XX YYiA rA uA p A A q B A+ + + + =            (2.1a) 

2 2
2 0T XX YYiB vB sB w B B q A B+ + + + =            (2.1b) 

may always be transformed into one in which 1 2q q=  
Proof. First note that it is permissible to take both 1q  and 2q  to be positive, 
for if either of them is not, simply replace the relevant equation with its 
conjugate. It is then easy to verify that the required transformations are 

1 1A q A=  and 2 1B q B= . 
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The pair of Equations (I) constitutes a Lagrangian system. The Lagrangian is 

( )
4 2 2 4 2

2

e .
2 2

T T T T X X X X Y Y

t
Y Y

iL A A A A B B B B rA A vB B uA A

p wsB B A q A B B δ

∗ ∗ ∗ ∗ ∗ ∗ ∗

∗ −

= − + − + + +

 + − + + 
 

     (2.2) 

The corresponding Euler-Lagrange equations are 

0
T X Y X

L L L L
T X YA A A A∗ ∗ ∗ ∗

     ∂ ∂ ∂ ∂ ∂ ∂ ∂
+ + − =     ∂ ∂ ∂∂ ∂ ∂ ∂     

         (2.3a) 

and 

0.
T X Y X

L L L L
T X YB B B B∗ ∗ ∗ ∗

     ∂ ∂ ∂ ∂ ∂ ∂ ∂
+ + − =     ∂ ∂ ∂∂ ∂ ∂ ∂     

         (2.3b) 

The system admits a number of conservation laws: the first being that the 
quantities 

( ) ( )2 2, d d , , d dM T A A X Y M T B B X Y= =∫∫ ∫∫ 
       (2.4ab) 

are both constant ie they are independent of T. These results represent the 
conservation of mass or energy. Furthermore, the following quantities are also 
constants 

( ) ( ) ( ), d dX X Y YP T A r A A A A u A A A A X Y∗ ∗ ∗ ∗= − + −∫∫        (2.5a) 

and 

( ) ( ) ( ), d d ,X X Y YP T B v B B B B s B B B B X Y∗ ∗ ∗ ∗= − + −∫∫       (2.5b) 

and represent the conservation of momentum. There are other conservation 
laws but we do not pursue this topic here, see [13].  
For the alternative system ( I� ) the corresponding results are 

( ) ( ) ( ) ( )2 2, 0, e , , 0, eT TM T A M A M T B M Bδ δ− −= =� � � �        (2.6) 

and 

( ) ( ) ( ) ( )2 2, 0, e , , 0, e .T TP T A P A P T B P Bδ δ− −= =� � � �         (2.7) 

The results (2.7) show that A�  and B�  tend to zero in the 2  sense as 
T →∞ , however the transformation into system (I) factors out this decay. 

3. Stability of the Waves 

This section contains the main results of this paper and concerns the stability of 
the solutions (1.2) to the system (I). The key mathematical tool used is the 
classical Sturm-Louiville theory of differential equations [30] but we also employ 
various ad hoc techniques to derive our estimates. 

3.1. Perturbing the Solutions 

We introduce perturbations , , ,a bθ ψ  to the solutions as follows: 
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( )
( )( )

( )
2 2 2

0

1 e
exp 1

2

Tp q
A T i a i

δα β
α θ

δ

− + − = + + 
  

       (3.1a) 

( )
( )( )

( )
2 2 2

0

1 e
exp 1 .

2

Tw q
B T i b i

δβ α
β ψ

δ

− + − = + + 
  

      (3.1b) 

Then if we substitute (3.1) into (I) and assume that the perturbations are 
sufficiently small that their products may be neglected, the result is 

2 22 22 e 2 e 0T T
T XX YYra ua p a q bδ δθ α β− −− − − − =        (3.2a) 

2 22 22 e 2 e 0T T
T XX YYvb sb q a w bδ δψ α β− −− − − − =        (3.2b) 

0T XX YYa r uθ θ+ + =                      (3.2c) 

0.T XX YYb v sψ ψ+ + =                     (3.2d) 

Since the coefficients in (3.2) are functions of T but not X and Y it is sensible 
to seek solutions in the form 

( )

ˆ
ˆ

exp ,
ˆ

ˆ

aa
b b

imX ilY
θ θ
ψ ψ

  
  
   = +  
       

                  (3.3) 

where ˆ ˆ ˆˆ, , ,a b θ ψ  are functions of T only. It will also prove convenient to 
introduce the quantities P and Q where 2 2P rm ul= +  and 2 2Q vm sl= + .  
Then substituting (3.3) into (3.2) yields 

2 22 2 ˆˆ ˆ ˆ2 e 2 e 0,T T
T Pa p a q bδ δθ α β− −+ − − =            (3.4a) 

2 22 2ˆ ˆˆ ˆ2 e 2 e 0,T T
T Qb q a w bδ δψ α β− −+ − − =           (3.4b) 

ˆˆ 0,Ta Pθ− =                         (3.4c) 
ˆ ˆ 0.Tb Qψ− =                         (3.4d) 

We can now prove our first result. 
Theorem 3.1 All solutions ( )ˆ ˆ ˆˆ, , ,a b θ ψ  of the system (3.4) are oscillatory. For 
sufficiently large T the maximum period of oscillation is bounded above by 

2 2rm ulπ + . 
Proof. First differentiate (3.4c) wrt T and substitute into (3.4a) thus obtaining 
the equation 

{ }2 22 2 ˆˆ ˆ2 e 2 e 0.T T
TTa P P p a qP bδ δα β− −+ − − =            (3.5) 

Now observe that there is a positive constant l such that for all large enough T, 
the coefficient of â  in (3.5) is greater than 2l . In fact, we may take l to be 
anything less than 2P . Manifestly it can be seen that (3.5) is equivalent to 

( ) ( ) { } ( )

( )

22 2 2

2 2

ˆ ˆ ˆsin sin 2 e sin

ˆe sin 0.

TT

T

a lT l lT a P P p l lT a

lT bδ

α

β

−

−

 + + − −  

− =
      (3.6) 
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Now let n be an even positive integer and suppose that ( )â T  is positive 
between T n lπ=  and ( )1T n lπ= + , other cases are similar. Now integrate 
(3.6) between n lπ  and ( )1n lπ+ . Using integration by parts on the first two 
terms yields ( ) ( )( )( )1l a n l a n lπ π+ +  which is positive by our assumption. 
The integrand of the remaining terms involving â  is positive by the choice of l 
and the fact that n is even while the coefficient of â  can be rendered arbitrarily 
small by choosing T sufficiently large. Hence the integral cannot be zero which 
proves the first sentence of the theorem. 
The second sentence follows from the fact that 2l  can be chosen to be 
arbitrarily close to 2P  which is equal to ( )22 2rm ul+ . 
Remark 3.2 Similar results to Thm 3.1 can be found in [3] [20]. Equation (3.6) is 
of Sturm-Louiville type, for a general treatment of such equations see [30]. 

We are now able to proceed to our main results on stability. Recall that if we 
have any solution to (I), the spatial variables X and Y belong to the rectangular 
domain [ ] [ ]0, 0,X YL L= ×  and we impose periodic boundary conditions on 
 . 

3.2. Supremum Type Stability 

Since, as far as is known, the set (3.4) has no explicit solutions available, we 
estimate them by the following means. First consider a truncated version of 
(3.4ac) ie those parts with constant coefficients, that is 

ˆ ˆˆ ˆ0, 0.T TPa a Pθ θ+ = − =                  (3.7ab) 

It is easy to see that these have solutions 

( ) ( )ˆˆ exp , exp .a iPT i iPTθ= ± = ± ±             (3.8ab) 

This suggests introducing a new set of variables 1 1 1 1, , ,a b θ ψ  via the 
transformations 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

1 1 1 1

1 1 1 1

ˆˆ exp exp , exp exp ,
ˆ ˆexp exp , exp exp .

a a iPT iPT ia iPT i iPT

b b iQT iQT ib iQT i iQT

θ θ θ

ψ ψ ψ

= + − = − −

= + − = − −
  (3.9) 

Then rewriting (3.4) in terms of these new variables leads us to 

( ) ( ) ( )
( ) ( )

2 2
1 1 1

2 2
1 1

exp exp exp e

exp exp e

T
T

T

ia iPT p a iPT iPT

q b iQT iQT

δ

δ

α θ

β ψ

−

−

= + −  

+ + −  
    (3.10) 

from which we may deduce the following inequality 

( ) ( )2 22 2
1 1 1 1 1e eT T
Ta p a q bδ δα θ β ψ− −≤ + + +          (3.11) 

which clearly implies the weaker inequality 

( ) ( ){ }( )2 2 2
1 1 1 1 1 e .T
Ta p q q w a b δα β θ ψ −≤ + + + + + +     (3.12) 

The advantage of inequality (3.12) is that by similar reasoning that it can be 
shown to apply to the other quantities, ie (3.12) remains true if the right side is 
unchanged and the left side is replaced by any one of 1 1 1, ,T T Tb θ ψ . Now let 
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( ) ( )2 2 .p q q wα βΓ = + + +                 (3.13) 

From (3.12) it then follows by standard iterative methods, [30, Ch 3] see also 
[20], that 

( ) ( ) ( ) ( ) ( )( )2 2 2 2 2
1 1 1 1 10 0 0 0 exp 2 1 e Ta a b δθ ψ δ−≤ + + + Γ −     (3.14) 

so that 

( ) ( ) ( ) ( ) ( )2 2 2 2
1 1 1 1 10 0 0 0 exp 2a a b θ ψ δ≤ + + + Γ         (3.15) 

providing us with a bound independent of T. Now let .  denote the 
supremum norm on  . Transforming back to our original variables by means 
of (3.9) and (3.3) we then obtain the inequality 

( ) ( ) ( ) ( ) ( )2 2 2 21 0 0 0 0 exp 2
2

a a b θ ψ δ≤ + + + Γ        (3.16) 

It then follows from (3.14) that a ε<  and the same inequality applies to 
, ,b θ ψ . Supremum stability now follows. 

Remark 3.3 Similar results for the single nlS equation may be found in [20]. 
Remark 3.4 Our result may be modified to apply to the case when the functions 
are defined on the whole of the ,X Y  plane if we impose suitable boundary 
conditions at infinity. 

3.3. 2  Type Stability 

The calculation proceeds the same way until we reach the system (3.2). This time 
we multiply (3.2a) by θ , (3.2c) by a and add to obtain 

( ) ( ) ( )2 2

2 22 2

1
2

e 2 e 0.

X X Y Y

T T

a r a a u a a
T X Y

p a q bδ δ

θ θ θ θ θ

α θ β θ− −

∂ ∂ ∂
+ + − + −

∂ ∂ ∂

− − =
       (3.17) 

Then integrating over   and using the Cauchy-Schwartz inequality there 
results that 

( )
( ) ( )

2 2

2 22 2 2 2 2 2

1 d d
2 d

e d e d .T T

a A
T

p a A q b Aδ δ

θ

α θ β θ− −

+

≤ + + +

∫∫

∫∫ ∫∫
      (3.18a) 

The analogous equation resulting from (3.2bd) is 

( )
( ) ( )

2 2

2 22 2 2 2 2 2

1 d d
2 d

e d e d .T T

b A
T

w b A q a Aδ δ

ψ

β ψ α ψ− −

+

≤ + + +

∫∫

∫∫ ∫∫
     (3.18b) 

Putting these together yields 

( )

( ){ } ( )

2 2 2 2

2 2 2 2 2 2 2 2 2

1 d d
2 d

e d .T

a b A
T

p w q a b Aδ

θ ψ

α β α β θ ψ−

+ + +

≤ + + + + + +

∫∫

∫∫
    (3.19) 

Now let 
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( ) ( )2 2 2 2 d .T a b Aσ θ ψ= + + +∫∫  

Then integrating (3.19) gives 

( ) ( ) ( )( )
2

2 2 2 2 1 e0 exp
T

T p w q
δ

σ σ α β α β
δ

−  − ≤ + + +  
   

   (3.20) 

implying 

( ) ( )
( )2 2 2 2

0 exp .
p w q

T
α β α β

σ σ
δ

 + + + ≤  
  

        (3.21) 

Stability now readily follows. Given 0ε >  choose 

( )2 2 2 2

exp .
p w qα β α β

ε
δ

 + + + ∆ = − 
  

            (3.22) 

Then if ( )0σ < ∆  we have ( )Tσ ε<  for all T and the result is shown. 

4. Conclusions 

We have conducted an investigation into the solutions of the coupled nonlinear 
Schrödinger equations which correspond to a monochromatic wavetrain on 
deep water consisting of capillary-gravity waves arising from the resonant or 
near-resonant interaction of the Mth and Nth harmonics of the fundamental 
mode. Our equations each include a term that could represent the effects of 
dissipation or other imperfections. Such effects are significant because all 
physical systems exhibit dissipation to a larger or smaller extent. Our results 
prove that any amount of dissipation (however small) has the effect of stabilising 
the waves in the presence of small perturbations known as sidebands. In the 
absence of dissipation, it was shown [3] that the waves may or may not be stable 
depending on the precise modes involved in the interactions, ie the values of M 
and N, and also whether the direction of the perturbations is normal, transverse 
or oblique to the main wavetrain. This is in contrast to the nonresonant case 
when the classical Benjamin-Feir theory predicts instability in the absence of 
dissipation [23] while the later results of Segur et al. [20] showed that such waves 
are rendered stable by dissipative effects. Physically this shows that the presence 
of dissipation causes energy to be transferred from the carrier wave to the 
sidebands. Then provided the initial amplitudes of all the sidebands are 
sufficiently small to begin with, as in (3.3), they fail to grow very large and the 
nonlinear interactions between them do not become of sufficient magnitude to 
become significant enough to cause instability. This is the physical significance 
of our results on 2  stability. As well as describing wavetrains, the equations 
considered in this work may also be applied to the evolution of ocean swells [31] 
and to account for the propagation of coherent waves across the Pacific. Another 
application of our results could be to predict the onset of rogue waves [9]. Our 
discussions and physical interpretation have been very largely focussed on the 
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topic of water waves but as prevoiously remarked they may also be of interest to 
researchers who are concerned with nonlinear fibre optics which may also be 
described by coupled nonlinear Schrödinger equations, a particularly relevant 
case is the cross coupling instability of plane waves. 
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