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Abstract 
The goal of railway rolling stock maintenance and replacement approaches is 
to reduce overall cost while increasing reliability which is multi objective op-
timization problem and a proper predictive maintenance scheduling table should 
be adequately designed. We propose Breeding Particle Swarm Optimization 
(BPSO) model based on the concepts of Breeding Swarm and Genetic Algo-
rithm (GA) operators to design this table. The practical experiment shows that 
our model reduces cost while increasing reliability compared to other models 
previously utilized.  
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1. Introduction 

Railway rolling stock preventive maintenance is usually carried out at predeter-
mined regular time/mileage intervals based on the knowledge and experience of 
train operating companies, rolling stock owners, original equipment manufac-
turers [1]. As a result, a significant portion of railway maintenance resources (e.g. 
budget, time, manpower) are wasted due to insufficiency or inefficiency of proper 
timing of preventive maintenance and replacement [2]. Thus, many predictive 
maintenance scheduling tables to reduce overall costs whilst keeping highest pos-
sible reliabilities have been introduced, for example, a predictive maintenance 
system to railways turnouts (switches) by integrating two common types of main-
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tenance techniques, reliability centered maintenance and remote condition moni-
toring [3]. A multi-objective model to optimize the inspection and maintenance 
procedures with respect to both economic and safety objectives during railway 
track inspection have been proposed [4]. Railways rolling stocks have been proven 
to be repairable systems represented by non homogeneous data [5] where Rate 
of Occurrence of Failures (ROCOF) has a trend and can be predicted by Power 
Law Non Homogeneous Poisson Process (NHPP) [6]. Previous studies have used 
Power law NHPP to predict (ROCOF) in railways, for example Bayesian Neural 
Network (BNN) has been used for predicting failures in underground trains [7] 
and predicting the stochastic degradation process of metro rails to design main-
tenance activities scheduling [8]. Reliability-based techniques were used to de-
velop a predictive model for failure rate probability of point-and-point machines 
in railway signalling subsystems [9]. The prediction model of expected number 
of rail defects using failure parameters estimation was introduced [10] and the 
newcast model is used to predict the conditions of switches and crossings in Swe-
dish railways [11]. Based on available failures and maintenance records for 5M25 
motor coach of Metrorail fleet at the salt River Depot in Cape town, South Africa 
[6] [7] a predictive maintenance scheduling table for railways rolling stock based 
on reliability and cost was introduced [12]. In Section 2 the mathematical model 
of the multi objective optimization problem representing the predictive mainten-
ance scheduling table is reviewed and in Section 3 we present our proposed Breed-
ing Particle Swarm Optimization (BPSO) based on introducing Genetic Algorithm 
(GA) operators and swarm division into breeding portion and discarded por-
tion. In Section 4, based on the available data [5] [6] [12], we will compare the 
output cost and reliability of our proposed predictive maintenance scheduling 
table with those obtained in [12]. 

2. Mathematical Model 

The objective of the predictive maintenance scheduling table in railways rolling 
stocks is to find the optimum solution that minimize the maintenance cost and 
maximize the system reliability [13]. To achieve it, a multi objective mathemati-
cal model is formulated with the following parameters. 

N: Number of components,  
J: Number of periods,  
T: planning horizon length,  

iγ : Failure function parameter of component i, 

iδ : Improving/degradation parameter of component i, 

iα : Age reduction factor of preventive maintenance of component i,  
0iα =  if replacement, 1 if no changes, 0 1iα< <  if maintenance,  

,i jE : Expected number of failures of component i in the period j, 

iF : Failure cost of component i, 

iM : Preventive maintenance cost of component i, 

iR : Replacement cost of component i, 
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Z: Opportunity cost of downtime of the overall system,  
RR: Required reliability of the overall system,  
The decision variables are as follows, 

,i jX : Effective age of component i at the start of period j, 

,i jX + : Effective age of component i at the end of period j, 

,i jm : Equals one if component i at period j is maintained and zero otherwise,  

,i jr : Equals one if component i at period j is replaced and zero otherwise.  

, , , 1, 2, , ; 1, 2, ,i j i jX X T J i N j J+ = + = =               (1) 

, 1 ,i j i i jX Xα +
+ = ×                         (2) 

These two equations indicate that the effective age , 1i jX +  will be zero if com-
ponent i is replaced, the same as the effective age ,i jX +  if nothing occurred and 
equals ,i jX +  reduced by iα  if maintenance occurred.  

Assuming that the components failure corresponds to a power law Non Ho-
mogeneous Poisson Process (NHPP) where the Rate of Occurrence of Failures 
(ROCOF) is not a function of time, so the expected number of failures of com-
ponent i at period j can be written as follows  

( ) ( ), , ,
i i

i j i i j i jE X X
δ δ

γ + = × −  
                   (3) 

The failure cost ,i jF  of component i at period j is 

, ,i j i i jF F E= ×                           (4) 

The maintenance cost ,i jM  and replacement cost ,i jR  of component i at 
period j are 

, ,i j i i jM M m= ×                        (5-a) 

, ,i j i i jR R r= ×                         (5-b) 

The overall cost over the whole planning horizon is as follows: 

( ), , ,1 1 1Cost i j i j i j
J J
j j

N
i F M R Z
= = =

= + + +∑ ∑ ∑               (6) 

As the railways rolling stocks components are linked in series which mean 
that a failure in any components leads to the overall system failure [7] [12], so 
the reliability of component i at the start of period j is defined as 

( ) ( ), ,
,

, e e
i i

i i j i j
i j

X X
E

i jRR
δ δ

γ +  
− × −   −   = =                   (7) 

The system reliability at the end of the period j is 

1
N

j ijiRR RR
=

=∏                          (8) 

The overall reliability over the whole planning horizon is as follows: 

1
J

jjRR RR
=

=∏                          (9) 

Thus, the required predictive maintenance scheduling table, is a multi objec-
tive optimization problem to maximize reliability and minimize cost subject to 
the following constraints. 
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1, 2, , and 1,2, ,i N j J∀ = ∀ =   

, ,, 0i j i jX X + ≥ , , , 0 or 1i j i jm r+ =  

( ) ( ), , 1 , 1 , 1 , 1 , 11 1i j i j i j i j i j i i jX m r X m Xα+ +
− − − − −= − ∗ − + ∗ ∗          (10) 

The fitness function could be written based on weighted summation method 
[14] as follows.  

1 2
max max

Costfitness
Cost

RRw w
RR

= ∗ − ∗                 (11) 

where w1, w2 are arbitrary selected determination factors subject to w1 + w2 = 1. 
Alternatively, the fitness function can be written based on the difference between 
the reliability RR and the required reliability RRreq [14] as follows.  

max

Costfitness
Cost reqRR RR= + −                   (12) 

3. Breeding Particle Swarm Optimization (BPSO) 

Stochastic search algorithms such as Simulated Annealing (SA) and Genetics Al-
gorithm (GA) include premature convergence due to the quick losing of diver-
sity. The concept of PSO is based on finding the global best particle as the opti-
mal particle and all the other particles learn from it can bring in keeping the di-
versity [15]. However in multi objective optimization problem where the prob-
lems are complex with many local optima and the local optimums are near to 
the global optimum, thus the PSO can easily trapped in local optima [16]. In or-
der to promote the search diversity in the PSO to ensure global search (explora-
tion) while maintaining the local search (exploitation), we propose Breeding Par-
ticle Swarm Optimization (BPSO) by adding GA operators to PSO as follows: 

According to the traditional PSO concept [17], each particle lP  in the swarm 
of size L represents a solution of the multi objective optimization problem where 

1,2, ,l L=   and the swarm moves from one generation g to another where  
1,2, ,g G=  . 

At any new generation g particles’ new fitness function ( )new
lF P  for all par-

ticles are evaluated, the particle best fitness function ( )lbestF P  and the global 
best fitness function ( )bestF P  are adjusted according to: 

( )
( ) ( ) ( )
( ) ( ) ( )

new
lbest lbest lnew

l new
best best l

F P F P F P
F P

F P F P F P

 ≥= 
≥

           (13) 

where ( ) ( )( )minbest lbestF P F P= , 1,2, ,l L∀ =  . 
The BPSO is designed as follows: 
The swarm will be divided into two portions, the first is the discarded portion 

( L∗Ψ ) containing the worst particles fitness function where Ψ is the arbitrary 
selected breeding ratio between zero and one and the other is the breeding por-
tion which is the remaining ( ( )1L∗ −Ψ ) particles [18]. 

Select randomly two particles from the breeding portion as old parent parti-
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cles ( )1 2,old old
l lP P  where, ( )1 2, 1, 2, , 1l l L= ∗ −Ψ , 1 2L L≠ . 

To increase the diversity in the search space while keeping the reinforcement 
searching direction [19] one of the parent particles will be subjected to GA in-
version operator while the other to GA swap operator yielding the new modified 
particles ( )1 2,mod mod

l lP P . 
GA swap operator selects two random chromosomes among old particle old

lP  
chromosomes and changes their location to get new modified particle mod

lP . 
GA inversion operator selects two chromosomes randomly among old particle 
old

lP  chromosomes and changes their location and locations between them to 
get new modified particle mod

lP . 
For example if old

lP  is (2 6 3 1 5 7 4 8) and the two chromosomes 3, 7 are se-
lected for GA swap operator, thus mod

lP  will be (2 6 7 1 5 3 4 8) and if they are 
selected for GA inversion operator mod

lP  will be (2 6 7 5 1 3 4 8). 
These modified particles ( )1 2,mod mod

l lP P  will replace old particles ( )1 2,old old
j jP P  

from the discarded portion where, 1 2, 1, 2, ,j j N= ∗Ψ , 1 2j j≠  and this step 
continues till replacing all discarded swarm particles. 

To ensure the balancing between the global search (exploration) and the local 
search (exploitation) [20], the balancing ratio μ is an arbitrary selected ratio be-
tween zero and one is applied to the discarded portion to determine which modi-
fied particles mod

iP  will be subjected to GA insertion operator to get new parti-
cles new

iP . 
Insertion operator: selects two random chromosomes and shifts the one to the 

position after the second one. 
For example if mod

lP  is (2 6 3 1 5 7 4 8) and the two chromosomes 3, 7 are 
selected for GA insertion operator, thus new

lP  will be (2 6 1 5 7 3 4 8). 

4. Results and Discussion 

Predictive maintenance scheduling table for railways rolling stock will be de-
signed to be compared with the previous one [12] designed for motor coach type 
5M2A of Metrorail fleet which is a subsidiary of the Passenger Rail Service in 
South Africa (PRASA) at the Salt River Depot in Cape Town [5]. Failure data 
consisting of number of failure, time between failures, and cumulative failures 
for 5M2A motor coach component was obtained from the Fleet Maintenance 
Management System (FMMS) in the period between 2003 and 2014 and this 
data is listed in [5]. According to reliability trend test carried out using both 
Laplace and Lewis Robinson trend test [21] [22], the components reliability has a 
degraded trend and is represented by Power Law NHPP and the parameters are 
estimated using least square method and their values are shown in Table 1 [5] 
[6] [12].  

The number of periods J is 36 months, the planning horizon length T is 36 
and opportunity cost Z is 500,000 Rands [12]. The number of generation G is 
500, the number of particles L is 200 as done in [12], in BPSO, the breeding ra-
tio Ψ is set to be 0.5 as done in [18], and the balancing ratio μ is selected to be 
0.5. 
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Table 1. Parameters estimated values. 

N Component Name γi δi αi Fi Mi Ri 

1 Auxiliary Power Supply (MA/MG) 0.00238 1.6210 0.7 400,720 20,000 320,000 

2 Exhauster Motor 0.00012 2.2129 0.7 210,720 65,000 85,000 

3 Compressor Motor 0.00263 1.5298 0.7 222,720 40,000 120,000 

4 Traction Motor 0.00004 2.5518 0.7 340,720 70,000 210,000 

 
In our experiment, MATLAB 2014b is used to develop the predictive main-

tenance scheduling table using BPSO and it took an average of 5 minutes to 
solve each run. Our experiment is conducted in the two different cases similar 
to the cases done in [12], in Case 1 the weighted sum fitness function (equation 
no. 11) is used where w1, is set to be 0.7 and w2 is set to be 0.3 [12] while Case 2 
the required reliability fitness function is used (equation no. 12) where RRreq is 
set to be 0.5 [12]. The cost and reliability associated with the predictive mainte-
nance scheduling table using BPSO are compared with those in [12] using (SA) 
and (GA) and the comparison results are shown in Table 2.  

The predictive maintenance scheduling table for Case 1 and Case 2 using GA 
have been previously introduced in [12] and are shown in Table 3 and Table 4 
respectively. The predictive maintenance scheduling table for Case 1 and Case 2 
using BPSO are shown in is shown in Table 5 and Table 6 respectively where R 
denotes replacement operation and M denotes maintenance operation.  

The monthly reliability associated to the predictive maintenance scheduling 
table using BPSO for Case 1 and Case 2 are shown in is shown in Figure 1 and 
Figure 2 respectively. 

Referring to Table 2, for both Case 1 and Case 2, SA gives higher reliability 
than GA but doesn’t give lower cost; the reason is that SA applies higher number 
of preventive maintenance and replacement activities compared to GA. As the 
design of predictive maintenance scheduling table is a multi objective optimiza-
tion problem where the objectives are increasing the reliability and reducing the 
cost, our experimental result shows that both SA and GA could not properly sat-
isfy these objectives. On the contrary, our proposed BPSO gives higher reliability 
than both of them and in the same time reduces the cost achieving the required 
objectives. Using BPSO, the number of activities is significantly reduced com-
pared to SA leading to avoid SA drawbacks and in the same time the concept of 
breeding swarm increases the searching capability by discovering new directions 
in the search space (global search) while maintaining the reinforcement direc-
tion (local search) leading to avoid GA drawbacks. 

For Case 1, Referring to Table 3 and Table 5, the predictive maintenance sched-
uling table for both GA and BPSO has no similar activities in any months during 
the whole interval (36 months), moreover, only four months are commons in 
activities (months no. 3, 6, 9, 33) during the whole interval. Thus, BPSO makes 
global search to explore new regions in the search space leading to discover bet-
ter solutions than GA. 

https://doi.org/10.4236/ajor.2021.115015


T. Aboueldah, H. Farag 
 

 

DOI: 10.4236/ajor.2021.115015 248 American Journal of Operations Research 
 

Table 2. Comparison results. 

 

Case 1 
w1 = 0.7, w2 = 0.3 

Cost Overall Reliability Monthly Average Reliability No. of Activities 

SA 20,043,091.06 51.62% 98.18% R = 44, M = 38 

GA 12,623,229.98 50.3 % 98.11% R = 35, M = 2 

BPSO 12,579,732.45 52.03% 98.2% R = 38, M = 1 

 

Case 2 
RRreq = 0.5 

Cost Overall Reliability Monthly Average Reliability No. of Activities 

SA 17,787,577.04 51.62% 98.18% R = 44, M = 24 

GA 12,834,562.76 50.3% 98.11% R = 37, M = 2 

BPSO 12,510,299.90 51.94% 98.2% R = 38, M = 0 

 
Table 3. Predictive maintenance scheduling table for case 1 using GA (reliability = 50.3%, 
Cost = 12,623,229.98 Rands). 

Month No. 
3 6 9 13 16 18 20 22 26 29 31 33 

Equipment 

MA/MG R R R R R R M R R R M R 

Exhauster Motor R R R R - R - R R - R - 

Compressor Motor R R R R R R R R R R R R 

Traction Motor - R - R - R - R - R - - 

 
Table 4. Predictive maintenance scheduling table for case 2 using GA (reliability = 50.3%, 
Cost = 12,834,562.76 Rands). 

Month No. 
3 7 9 12 14 17 21 24 27 30 33 

Equipment 

MA/MG R R R R R R R R R R R 

Exhauster Motor R M R - R R R - R R R 

Compressor Motor R R R R R R R R R R R 

Traction Motor R - R - R R - M R R R 

 
Table 5. Predictive maintenance scheduling table for case 1 using BPSO (reliability = 
52.03%, Cost = 12,579,732.45 Rands). 

Month No. 
3 6 9 11 14 17 20 23 27 30 33 

Equipment 

MA/MG R R R R R R R R R R R 

Exhauster Motor R R R R R R R R R R R 

Compressor Motor R R R R R R R R R R R 

Traction Motor R - R - - R M R - R - 
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Figure 1. Reliability using PBSO for case 1. 

 

 

Figure 2. Reliability using PBSO for case 2. 
 
Table 6. Predictive maintenance scheduling table for case 2 using BPSO (reliability = 
51.94%, Cost = 12,510,299.90 Rands). 

Month No. 
3 5 8 11 15 18 21 24 27 30 33 

equipment 

MA/MG R R R R R R R R R R R 

Exhauster Motor R R R R R R R R R R R 

Compressor Motor R R R R R R R R R R R 

Traction Motor - - R - R - R - R R - 

 
For Case 2, Referring to Table 4 and Table 6, there are six months that are 

commons in activities (months no. 3, 21, 24, 27, 30, 33) among them there are 
two months that have similar activities (Months no. 27, 30) during the whole in-
terval. However, the preventive maintenance activity is not used at all in BPSO 
while used twice in GA (Exhauster motor in month no. 7 and traction motor in 
month no. 24). Thus, unlike Case 1, BPSO makes local search to exploit the ex-
isting searched regions in the search space to obtain better solutions than GA. 

Thus, the BPSO realizes the adequate balance between the global search (ex-
ploration) and the local search (exploitation) leading to the precise alignment of 
activities to reduce the expected number of failures (ROCOF) and consequently 
the failure cost leading to increasing the reliability and reducing costs in design-
ing the predictive maintenance scheduling table for railways rolling stocks. 
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