
World Journal of Engineering and Technology, 2014, 2, 73-81 
Published Online May 2014 in SciRes. http://www.scirp.org/journal/wjet 
http://dx.doi.org/10.4236/wjet.2014.22008 

How to cite this paper: Melendy, R. (2014) A Study of Lateralized Cognitive Processes in Upper-Division Electrical Engi-
neering Students’: Correlating Written Language Functions with Analytical Reasoning in Microelectronics. World Journal of 
Engineering and Technology, 2, 73-81. http://dx.doi.org/10.4236/wjet.2014.22008 

 
 

A Study of Lateralized Cognitive Processes 
in Upper-Division Electrical Engineering 
Students’: Correlating Written Language 
Functions with Analytical Reasoning in 
Microelectronics 
Robert Melendy 
Department of Electrical Engineering, Mathematics and Applied Science, College of Engineering, George Fox 
University, Newberg, USA 
Email: rmelendy@georgefox.edu 
 
Received 5 March 2014; revised 9 April 2014; accepted 18 April 2014 

 
Copyright © 2014 by author and Scientific Research Publishing Inc. 
This work is licensed under the Creative Commons Attribution International License (CC BY). 
http://creativecommons.org/licenses/by/4.0/ 

    
 

 
 

Abstract 
The human brain is asymmetrical in function, with each of its two hemispheres being somewhat 
responsible for distinct cognitive and motor tasks, to include writing. It stands to reason that en-
gineering students who have established entrance into their upper-division programs will have 
demonstrated cognitive proficiency in math and logical operations, abstract and analytical rea-
soning and language usage, to include writing. In this study the question was asked: is there a cor-
relation between an upper-division electrical engineering students’ analytical reasoning ability 
and their descriptive writing ability? Descriptive writing is taken here to mean a students’ ability 
to identify key physical aspects of a mathematical model and to express—in words—a concise and 
well-balanced description that demonstrates a deep conceptual understanding of the model. This 
includes more than a description of the variables or the particular application to an engineering 
problem; it includes a demonstrated recognition of the basic physics that govern the model, cer-
tain limitations (idealizations) inherent in the model, and an understanding of how to make prac-
tical experimental measurements to verify the governing physics in the model. A student at this 
level may demonstrate proficiency in their analytical reasoning skills and hence be capable of 
correctly solving a given problem. However, this does not guarantee that the same student is 
skilled in associating equations with their physical meaning on a deep conceptual level or in un-
derstanding physical limitations of the equation. Consequently, such a student may demonstrate 
difficulty in mapping their comprehension of the model into written language that demonstrates a 
sound conceptual understanding of the governing physics. The findings represent a sample of two 
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independent class sections of Electrical and Computer Engineering junior’s first course in Micro-
electronic Devices and Circuits during fall semesters 2012 and 2013 at a private mid-size univer-
sity in NW Oregon. A total of three exams were administered to each of the 2012/2013 groups. 
Correlations between exam scores that students achieved on their descriptive writing of micro-
electronics phenomena and their analytical problem-solving abilities were examined and found to 
be quite significant. 
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1. Introduction 
Cognition is a partial foundation upon which psychomotor skills are manifested [1]-[4]. Cognition may either 
drive or suppress pending actions [3]. In doing so, cognition enables us to produce adaptable and complex 
movements referred to as psychomotor skills [5]. 

One such psychomotor skill is writing. This current study however is not focused on the physiological me-
chanisms of how the brain and cognition produce or control writing; the focus is on the effects of cognition on 
writing as it relates to high-level problem-solving. Specifically, the study concentrates on identifying a relation 
between upper-division electrical engineering and computer engineering (EE/CpE) juniors’ analytical reasoning 
abilities and their descriptive writing ability. Descriptive writing is taken here to mean a students’ ability to 
identify key physical aspects of a mathematical model and to express—in words—a concise and well-balanced 
description that demonstrates a deep conceptual understanding of the devices, circuitry, and the mathematics 
that describe the operation of these devices. The initial question is: “is there an observable (clinical) relationship 
between these students’ adeptness in writing descriptions of microelectronic device and circuit phenomena and 
their analytical reasoning (problem solving) skills?” The latter is associated with the cognitive domain [6]; the 
former is a psychomotor response [7] (the motor execution of articulation). 

2. Conceptual Framework 
Many cognitive models reported in the literature tend to define writing in terms of problem-solving [8] [9]. In 
this context, it follows that writing arises from an individual’s attempt to map language from their thoughts 
(cognitive domain) onto paper via the formation of written words (a psychomotor process). Summarizing this 
from a neurocognitive perspective, the former is primarily a phenomenon of the frontal lobes and the latter a 
phenomenon of the parietal and temporal lobes [4] (Figure 1). 

Although these neuro-phenomena are controlled by different parts of the brain, education researchers often 
lump these into cognitive attributes that can be observed as behaviors, for instance, the classification of beha-
viors that make up Bloom’s taxonomy, which is also referred to as Bloom’s cognitive domain [10]. 

Bloom’s cognitive domain informs us that there are six classifications of learning objectives or levels. Using 
written language to express one’s knowledge (Level 1); comprehension (Level 2); application (Level 3); analy-
sis (Level 4); synthesis (Level 5); and evaluation of ideas or information (Level 6). Bloom’s taxonomy serves to 
emphasize one’s development of intellectual skills. For example, key words used or the identification of key 
concepts by “the writer” helps the writer to establish and encourage critical thinking skills [11] [12]. This sug-
gests that a student who can map conceptual ideas from their working memory into writing may also demon-
strate conceptual comprehension of the task at hand [13] [14]. In the context of this study, this might measure 
the ability of an EE/CpE student to map their conceptual ideas of physical semiconductor principles into words 
that demonstrate comprehension of these principles. What’s more, this can range from strategic considerations 
(such as the organization of physical ideas) to the implementation of motor plans [15]. For instance, choosing 
and writing key words to describe the physical abstractions within a mathematical model of a semiconductor de-
vice. 

However, Bloom’s cognitive domain does not subcategorize for psychomotor skills, such as describing the 
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Figure 1. Those two portions of the human brain that are primarily responsible for higher-thought (cognitve domain) 
and writing (a psychomotor penomenon).                                                              

 
ability of a person to physically manipulate a pencil. These are processes that get described in the field of neu-
rophysiology [16]. A question is therefore: “is there a method to observe one’s development of intellectual skills 
(cognitive domain) via psychomotor responses?” Simpson et al. [17]-[19] developed a “psychomotor taxonomy” 
in an effort to explain the behavior of a typical learner such as perception (the ability to respond to sensory cues 
to guide motor activity), responding to phenomena (via explaining and/or showing), and complex overt res-
ponses (i.e., where the learner displays mastery in explaining difficult concepts). Bereiter and Scardamalia [20] 
proposed that individuals who demonstrate skill in mapping thoughts into written language tend to “problemat-
ize” a writing task; adopting a strategy they called knowledge transforming. In contrast, a writer who is lower on 
Bloom’s cognitive domain (e.g., Level 1) will typically take a “knowledge-telling” approach, in which written 
content is generated through association, with one idea prompting the next. 

Problem solving has been conceptualized in terms of information processing. Hayes [21] and Flower at-
tempted to classify various activities that occur during writing and the relationships of these activities to: (1) the 
task environment; (2) the internal knowledge state of the individual. Hayes and Flower suggest that an individu-
al’s long-term memory (an aspect of cognitive capacity) has various types of knowledge which not only account 
for an individual’s knowledge of a topic, but a stored plan for how they will demonstrate skill in mapping their 
thoughts into written, planned content. Hayes and Flower contend that writing involves complex problem solv-
ing, in which information is processed by a system of function-specific components in the brain [22] [23]. 

In a revised model Hayes [24] suggests that different aspects of working memory are inherent in the cognitive 
process of expressing written language. There is evidence of a correlation between an individual’s working 
memory capacity and their ability to perform analytical reasoning tasks [22]. Given the high levels of cognitive 
demand that skillful writing involves [25], individuals who possess well-organized knowledge of a domain and 
concomitant interest in the subject areas have been shown to demonstrate competence in mapping their compre-
hension of subject matter into skilled, written language. Furthermore, studies suggest that skilled reasoning in 
mapping one’s comprehension of a topic into written language is associated with analytical reasoning [26] [27]. 

What’s more, planning what knowledge to map into written language and the level of skill in the actual writ-
ing process has been found to depend upon one being able to recall relevant knowledge and manipulate it in 
working memory. For instance, Bereiter [20] and Scardamalia showed a correlation between writing quality and 
performance on tasks measuring working-memory capacity. Hambrick [28] reported that recall in a reading- 
comprehension task is facilitated both by high working-memory capacity and high levels of domain knowledge. 
Similar interactions appear to take place in planning and generating what words to write, where it has been ar-
gued that long-term knowledge activated by concepts in working memory functions (in effect) as long-term 
working memory, thus expanding the set of readily accessible concepts. 

If a student is asked to present factual material via writing, some degree of natural conceptual organization is 
intrinsic to the material to be presented. For instance, to skillfully describe the physical operation of a MOSFET, 
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one could argue that the natural approach would be for the student to begin organizing the written “presentation” 
in terms of the n- and p-type layers and the electron-hole interactions in the presence of an electric field at the 
gate terminal. This suggests that students who experience difficulty inferring conceptual relationships when 
learning complex subject matter are likely also to have trouble inferring those relationships when asked to map 
their conceptualizations into structured, knowledgeable writing. 

If this conceptual framework is applied to the study of upper-division EE/CpE students, then in summary, one 
might predict the following synopsis: Let’s say an EE/CpE junior demonstrates adeptness at mapping their 
comprehension of physical principles and the equations that govern these principles into written language. Let’s 
further say that this student demonstrates objective comprehension and validation of their ideas through written 
language. It is reasonable to predict that this student should likewise demonstrate effectiveness in executing 
analytical reasoning problem-solving tasks. Hence, the hypothesis underlying this study is now stated. 

3. Hypothesis 
Those EE/CpE juniors who demonstrate adeptness at mapping their comprehension of physical-based equations 
into written language that demonstrates objective comprehension and validation of their ideas should also dem-
onstrate skill in executing analytical reasoning problem-solving tasks. Put another way, students that restrict 
their writing to “knowledge-telling” of physical relationships should be less adept at demonstrating objective 
comprehension of key physical principles or validation of their ideas via problem solving. 

4. Design/Method 
This study was conducted in two independent sections of Microelectronic Devices and Circuits during the fall 
semesters of 2012 and 2013 at a private university is NW Oregon. This course consists of three 50 minute 
weekly lectures and one 150 minute weekly lab. The students in this course are exclusively electrical or com-
puter engineering majors (EE/CpE) at the junior level. The total sample for this study consisted of n = 25 stu-
dents (22 males and 3 females). 

The first step was to assess students’ adeptness at mapping their comprehension of physical-based equations 
into written language. The second step was to assess students’ quantitative and analytical problem-solving skills. 
This was accomplished over the course of three written examinations over the duration of each of the 2012 and 
2013 fall semesters. Each exam was divided into two parts: (1) qualitatively describing Microelectronic Equa-
tions and Relations (a 20 - 30 minute closed-book and closed-note exam), immediately followed by; (2) quantit-
ative analysis of microelectronic circuits (a 20 - 30 minute exam with a provided equation sheet). 

Students were given a 30 minute review two days prior to each exam. They were informed of the exam ex-
pectations and that each exam would consist of two parts. They were provided with example problems. So for 
Part 1, they were shown an example microelectronics describing equation. The expectation was emphasized that 
they were not to do a literal translation symbol-by-symbol of the equation: that they were expected to demon-
strate a conceptual understanding of the equations and the underlying physics. For instance, the following prob-
lem was presented on Exam #2: Consider the equation 

1T
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a. (4) What microelectronic circuit model or device does this equation apply to? 

b. (10) Describe what each of the variables are in this model and indicate their units: 
 

Variable Description Units 

I   

IS   

V   

N   

VT   
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c. (4) In your own words, explain what this equation means. 
d. (4) Draw a circuit diagram of the physical situation where this equation would apply.  
Label all circuit parameters. 
Two-to-three writing problems like this were given on each of the exams. Each student’s response was scored 

as follows: 
4 points: student demonstrates deep conceptual meaning of the underlying physics and model limitations. 
3 points: student demonstrates some understanding of the underlying physics and/or the model limitations. 
2 points: student provides a literal answer, where symbols are identified by correct physical quantities. 
1 point: an incomplete or an incorrect answer 
0 points: no answer. 
Here are sample writings of student responses (Part c.) that were scored using this scale: 
4 points: This equation models the current that flows through a non-ideal forward-biased pn-junction diode 

from an outside source. The current i is dependent on the saturation (or drift) current IS which is a natural con-
sequence of thermally-generated minority carries that flow from the n- to the p-side of the device junction. The 
current i becomes exponentially large when the voltage v applied to the diode exceeds barrier voltage of the 
junction. Current I is dependent on the thermal voltage VT and the ideality factor n, but any variations in these 
values have little effect on i once the barrier voltage is exceeded. 

3 points: This equation tells us that the current flowing in a forward-biased diode is dependent on the satura-
tion current IS, the thermal voltage VT, the factor n, and the forward-bias voltage that we apply to the diode. The 
higher the voltage the higher the current i. 

2 points: This equation tells us that the diode current i is equal to saturation current IS multiplied by the ex-
ponent of the voltage v divided by n times the thermal voltage minus 1. If i » IS we can ignore the 1. 

1 point: The diode current i depends on many thermal and material property factors such as the saturation 
current IS and the thermal voltage VT and the ideality factor n. 

5. Results and Analysis 
A fundamental question to address is: “is there a meaningful correlation between the students’ conceptual writ-
ing scores and their performance on the analytical portion of each exam?” Statistically speaking: “is there a spa-
tial pattern among those students who demonstrate adeptness at mapping their comprehension of microelectronic 
equations into writing and their microelectronic analytical problem solving skills?” 

The conceptual written-description score totals from the combined 2012 and 2013 populations were taken as 
the independent variable; the analytical problem solving score totals were taken as the dependent variable. The 
first step was to confirm the regression assumption of normality (Figure 2). This plot was done on the residuals 
and not on the response variables. The justification is that the latter would result in a pseudo-normal probability 
plot. A pseudo-normal plot would not reflect a correct representation of the population’s exam scores. Hence, 
the initial focus was on the residuals to see if they came from a normal curve. Deviations of the dependent ob-
servations (student scores on the analytical portion) from the fitted function are the residuals. 

The more linear the distribution of the residuals (i.e., the more a linear function can be fitted to the data) the 
more faith that the residuals come from a normal curve. As evident in Figure 2 the model’s residuals are well- 
behaved and are not heteroscedastic. Also, the normal scores are Z-scores. The Z-scores permit the conversion 
of the independent data sets into scores that can be compared to each other. This analysis method removes arbi-
trary aspects that may be present in the population and is a widely-accepted statistical tool to check the regres-
sion assumption of normality [29]. The conclusion is that the residuals come from a normal distribution. 

On the basis of normality a correlation test was done. The rationale: to test for a relationship between the writ- 
ten and analytical exam scores. For the purposes of this study, the goal was merely to show that a relation be-
tween these two variables exists, not that the action of achieving a score on the written exam caused a particular 
score on the analytical portion. 

Regression analysis supports that the two exam score variables occur together (Figure 3). Again, the purpose 
is to provide evidence that the variables are significantly related—not to suggest causality. Arguments made for  
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Figure 2. Normal probability plot representing the combined total scores for Micro- 
electronics Exams I, II and III (2012 and 2013 EE/CpE student population). The 
normality assumption for the sample population tested is supported.                   

 

 
Figure 3. Regression analysis of the combined scores for Microelectronics Exams I, II and 
III (2012 and 2013 EE/CpE student population).                                      

 
the Pearson’s correlation coefficient of r2 = 0.5854 being a statistically significant indicator of correlation are 
discussed as follows. 

First, directionality is not an issue. Student’s performance on the analytical portion of the exam was measured 
after they took the written portion of the exam. Thus, the latter could not have possibly caused the former. 

Second, it is important to dispense with the existence of a possible third-variable. This would imply the exam 
scores may be statistically related if there was an unaccounted for variable affecting both sets of exam scores 
(even in the absence of causality). Thus, to add to the defense of the acceptability of r2 the question should be 
asked: “is it possible that a third-variable may have caused the EE/CpE students to score well (or poorly) on 
both exam portions?” If such a variable exists it may not necessarily be related to one or both exam scores; it is 
sufficient that the existence of such a variable produces an incidental (spurious) correlation between the scores.  

For instance, it can be speculated that the third variable is a students’ intelligence quotient (IQ). IQ measures 
an individual’s spatial, mathematical, language and memory abilities [30]. For IQ to be a third variable it would 
have to cause students to score well (or poorly) on both portions of the exam; either case would produce a statis-
tical relationship between conceptual written explanations and one’s analytical problem solving ability. Al-
though it seems reasonable to speculate that IQ may influence one’s ability to think analytically and to skillfully 
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communicate their comprehension of difficult concepts, it seems unlikely that IQ would have a consistent effect 
on one’s ability to articulate—via writing—difficult physical and engineering concepts. 

Other unaccounted for variables may exists. But just knowing that the written and analytical exam scores are 
related is interesting, regardless of whether a third-variable exists or not. Rather than continuing to speculate a 
spurious correlation due to a possible third variable, an additional statistical measure was deemed as a safeguard 
—the determination of Spearman’s rank correlation coefficient, ρ [31]—a nonparametric measure of statistical 
dependence between two variables. It assesses how well the relationship between two variables can be described 
using a monotonic function. When each of the variables is a perfect monotone function of the other, than ρ = +1 
or –1. Spearman’s rank analysis is warranted since both variables are quantitative and the sample size is rela-
tively small (n = 25). Spearman’s rank for the population tested is ρ = 0.75 which implies a strong measure of 
monotonicity between the exam score variables. 

6. Conclusions and Discussion 
This study focused on determining the existence of a correlation between upper-division EE/CpE students’ ana- 
lytical reasoning abilities and their descriptive writing skills. Descriptive writing was taken to mean a student’s 
ability to identify key physical aspects of a mathematical model and to express—in words—a concise and well- 
balanced description that demonstrates a deep conceptual understanding of the model. 

Two behavioral components were examined: 1) each student’s ability to map their understanding of micro-
electronics device and circuit models into written language; 2) each student’s analytical problem-solving skills 
of microelectronics device and circuit analysis problems. The initial question asked was: “is there an observable 
(clinical) relationship between these students’ adeptness in writing descriptions of microelectronic device and 
circuit models and their analytical problem solving skills?” The former is the psychomotor response; the latter is 
associated with the cognitive domain (refer to Figure 1). 

There is convincing evidence that those students who objectively wrote-out knowledgeable and conceptually- 
sound descriptions of semiconductor device and circuit equation models were likewise skillful at solving analyt-
ical microelectronics problems. Furthermore, the few students within this population that demonstrated a pro-
found conceptual understanding of microelectronics concepts and provided written validation of their ideas 
likewise earned the highest-end scores on the analytical portion of their exams. 

Regression analysis and a test of monotonicity support a significant correlation between this populations’ 
physical understanding of concepts via writing and solving problems. This seems intuitive—students who per-
form better on solving analytical-based problems should have more comprehension of the material. The results 
of the analysis are not meant to imply that the independent variable (writing scores) caused the outcome of the 
dependent variable (the analytical problem solving scores). It just means there is a statistically significant rela-
tionship between the two, thus providing substantial support to the hypothesis (p. 4). 

The intellectual merit of this study is that it provides an observable and clinical relationship between EE/CpE 
junior’s adeptness in writing descriptions of microelectronic device and circuit phenomena (students’ psycho-
motor response) and their analytical reasoning (a window into the cognitive domain). Although the former and 
the latter are lateralized cognitive processes, the research methods carried out in this study enables the engineer-
ing educator to research a clinical view into: 1) EE/CpE students’ learning behaviors; 2) the level at which 
EE/CpE juniors are in Bloom’s cognitive domain. 

The broader impact is this work bridges cognitive science and engineering education in such a way to advance 
understanding of: 1) the limitations of high-level, analytical problem solving in the absence of students’ written 
evaluation of underlying concepts; 2) Bloom’s cognitive domain in the context of a small and unique group of 
undergraduate students; 3) how to observe engineering students’ development of intellectual skills (cognitive 
domain) through psychomotor responses (writing)—both considered lateralized neurocognitive processes. 

7. Subsequent Research 
The subsequent research ambitions of the author are to continue to apply this research technique to subsequent 
groups of upper-division engineering students, not just EE/CpE juniors per sé, but to seniors too and aerospace 
and mechanical engineering upper-division students as well. With a larger collection of such data across wider 
population types, perhaps a more thorough understanding into students’ lateralized cognitive processes will be 
realizable. Particularly, the types of cognitive mechanisms that predict how these students store plans for how 
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they’ll demonstrate skill in mapping their knowledge of complex subject matter into written language that de-
monstrates a deep conceptual meaning of the content. 
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