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ABSTRACT 
The public content increasingly available on the Internet, especially in online forums, enables researchers to 
study society in new ways. However, qualitative analysis of online forums is very time consuming and most con-
tent is not related to researchers’ interest. Consequently, analysts face the following problem: how to efficiently 
explore and select the content to be analyzed? This article introduces a new process to support analysts in solving 
this problem. This process is based on unsupervised machine learning techniques like hierarchical clustering and 
term co-occurrence network. A tool that helps to apply the proposed process was created to provide consolidated 
and structured results. This includes measurements and a content exploration interface. 
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1. Introduction 
Online communities [1] are important meeting points for 
people on the Internet, leaving records of their discus-
sions in the online forums. The public content increa-
singly available in these forums enables researchers to 
study society in new ways. Influenced by ethnographic 
principles, Kozinets [2] says that the Netnography ob-
servation happens in users’ natural habitat, being relevant 
for its users, detailed and contextualized in community. 
The content can be retrieved in non-intrusive ways, 
enabling opportune, effective, and efficient processing. 
In this way, users are not summoned to participate in a 
reactive fashion (e.g. online surveys), which enables the 
analysis of spontaneously constructed manifestations. 

An opportunistic approach that explores social media 
in order to conduct studies is presented in [3]. This ap-
proach relies especially on a qualitative analysis of on-
line forums. A technique that helps to perform this anal-
ysis can be the Discourse of the Collective Subject, a 
qualitative technique with roots in the Theory of Social 
Representations [4]. The aim of this technique is to iden-  

tify collectives aggregated by central ideas, and describe 
them by means of a discourse woven as a patchwork 
from the collective members’ speeches, synthesizing the 
discourse as one collective subject. In order to achieve 
some interesting results, this technique requires consi-
derable effort from analysts, which is a common charac-
teristic of qualitative analysis methods. 

However, most content of online forums is not related 
to analysts’ interests in the context of a study. Conse-
quently, analysts face the following problem: how to 
efficiently explore and select the content to be analyzed? 
This article introduces a new process to support analysts 
in solving this problem. 

In order to solve this problem, we propose a process 
performing automatic and intelligent organization of the 
texts presented in a forum. This is achieved by unsuper-
vised machine learning techniques, solving the tasks of 
identifying a term co-occurrence network, and hierar-
chical text clustering. This article also presents TorchSR, 
a tool based on the proposed process created to support 
analysts. This tool provides consolidated and structured  
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results, including a content exploration interface. 
The remainder of this article is organized as follows: 

literature related to this work is presented in Section 2. 
The proposed process is described with its creation ra-
tionale in Section 3. The TorchSR tool, based on the 
proposed process, is shown in Section 4. Section 5 gives 
the example of a study that would benefit from the pro-
posed process. Section 6 concludes this article. 

2. Related Work 
2.1. Online Forums as Input for Analysis 

Some experts in the scientific community claim that a 
new scientific field is at rise: the coming of the age of 
computational social science [5]. Taking the field of 
health science for example, we present some studies that 
consider social media as input for analysis. 

Lasker et al. [6] studied the role of an online commu-
nity for people with primary biliary cirrhosis through the 
content analysis of a mailing list. Despite the underlying 
technology for content sharing, a mailing list is basically 
an online forum. Accordingly, our work considers a 
broad definition of online forum [1] as any online system 
where people can discuss things and share content. 
Whitehead [7] provides an integrated review of the lite-
rature on methodological and ethical issues in Inter-
net-mediated research in the field of health. 

Using Facebook, Greene et al. [8] performed a qualita-
tive evaluation of communication by patients with di-
abetes. For instance, they found that “approximately 
two-thirds of posts included unsolicited sharing of di-
abetes management strategies, over 13% of posts pro-
vided specific feedback to information requested by other 
users, and almost 29% of posts featured an effort by the 
poster to provide emotional support to others as mem-
bers of a community.” Bender, Jimenez-Marroquin, and 
Jadad [9] analyzed the content of Breast Cancer Groups 
on Facebook, finding 620 breast cancer groups contain-
ing a total of 1,090,397 members. The groups were created 
for fundraising (277 of 620 or 44.7%), awareness (38.1%), 
product or service promotion related to fundraising or 
awareness (61.9%), or patient/caregiver support (46.7%). 

Madeira [10] investigated on online communities 
about transformations in the power relationship between 
physician and patient for her PhD thesis. This investiga-
tion mainly considered discussions fostered in online 
forums and an analysis of content through a discourse 
analysis of their content, using the Discourse of the Col-
lective Subject technique [4]. 

2.2. Methods for Automatic and Intelligent 
Organization of Text Collections 

Due to the need to extract useful knowledge from the 

increasing growth of online text repositories, methods for 
automatic and intelligent organization of text collections 
have received great attention in the research community. 
The use of topic hierarchies is one of the most popular 
approaches for such organization, allowing users to inte-
ractively explore the collection, guided by topics that 
indicate the contents of the documents available. 

The extraction of topic hierarchies is based on unsu-
pervised and semi-supervised learning methods from text 
collections. The hierarchical clustering strategy can be 
classified as agglomerative or divisive. In agglomerative 
hierarchical clustering, initially each document is a sin-
gleton cluster. For each of the following iterations, the 
closest pair of clusters is unified until they form only one 
cluster. In the other strategy, the divisive hierarchical 
clustering starts with a cluster containing all documents, 
which are iteratively divided into smaller clusters until 
there remains only a singleton cluster. Experimental 
evaluations show that the algorithm UPGMA (agglomer-
ative) and the Bisecting k-means (divisive) achieve the 
best results in textual data [11]. However, it is notewor-
thy that these clustering algorithms were proposed to 
solve general-purpose tasks. Consequently, several stu-
dies have investigated text clustering approaches for spe-
cific applications. For instance, there are works in con-
struction of digital libraries of patents [12], search en-
gines [13], web mining [14], and, more recently, analysis 
of online communities and social networks [15]. 

In particular, text clustering for online forums analysis 
has recently gained the attention of the research commu-
nity because of the need to organize automatically the 
huge volume of texts published daily. Most of the exist-
ing works found in the literature investigate extraction of 
user profiles [16], event detection from social data [17], 
and recommendation tasks [18]. The problem of content 
selection from online forums is an aspect that, to the best 
of our knowledge, has not been explored so far by other 
researchers. The proposed process adds to this body of 
work. This article consolidates and extends the seminal 
results [19] that were presented at the first Brazilian 
Workshop on Social Network Analysis and Mining 
(BraSNAM), a satellite event of the XXXII Brazilian 
Computer Society Conference in July of 2012. The de-
tails of how this process attempts to solve this task are 
presented in the next section. 

3. The Proposed Process 
Here we present the proposed process in order to support 
analysts in exploring and selecting content from online 
forums. This process is divided into three steps as fol-
lows: 1) Term Co-occurrence Network, 2) Hierarchical 
Clustering, and 3) Post and Topics Recommendation. 
Figure 1 shows the whole process at glance. 
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Figure 1. The proposed process to support analysts. 

 
In the first step, a term co-occurrence network is used 

to identify meaningful relationships among text terms. 
Next, in the second step, the relationships from the term 
co-occurrence network are organized in clusters and sub 
clusters by a hierarchical clustering algorithm. This or-
ganization summarizes the textual data in distinct themes. 
At last, in the third step, analysts can explore the organi-
zation and select themes. After selecting a theme of in-
terest, topics and posts relevant to this theme are pre-
sented to the analysts. 

In order to properly describe the proposed process, we 
need to define a structured text representation model, a 
similarity measure among documents, and a clustering 
strategy [20]. The vector space model is one of the most 
common structures for text representation. In this model, 
each document is represented by a vector of terms 

{ }1 2, , , md t t t=  , where each term it  has a value asso-
ciated, such as word frequency, with its relevance (weight) 
to the document. A document cluster { }1 2, , , nG d d d=   
also has a representation in the vector space model that is 
defined by the centroid CG in Equation (1), which means 
the vector of all documents from G. 

1

1 n
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i

C d
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= ∑                  (1) 

The similarity between two documents (or document 
clusters) represented in the vector space model is usually 
calculated by the cosine measure. This is shown in Equa-
tion (2). In this measure, let di and dj be two documents, 
then the cosine angle has value 1 when the two docu-
ments are identical and value 0 when they do not share 
any term (orthogonal vectors). In some cases, it is useful 
to adapt the cosine similarity measure to a dissimilarity 
measure by using the equation dis(di,dj) = 1 − cos(di, dj). 
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The process execution has as input a text collection 
{ }1 2D , , , nP P P=  , composed by n textual posts P, that 

are retrieved from an online forum. Thus, a post Pi has a 
representation in vector space model as text document. 
The representation of a topic T in the vector space model 
is obtained by Equation (3), where Tset is the set with all 
posts that belong to the topic T. Following next, each 
step of the process execution is detailed. 

1

setP Tset

T P
T ∀ ∈

= ∑               (3) 

3.1. Term Co-Occurrence Network 
A term co-occurrence network is defined by a graph 
GRAPH (V, E, W), where V is the vertex set, E is the 
set of edges that connect two vertices. Finally, W is the 
weight set associated to the edges, identifying the 
strength of the relationship. 

The vertices are the terms in the textual collection, 
more specifically, terms selected to represent each doc-
ument in the vector space model. The co-occurrence be-
tween two terms identifies the edges of the graph. For 
that reason, two terms are connected by an edge if there 
exists a meaningful co-occurrence between them. The 
co-occurrence between two terms is considered mea-
ningful if the frequency of this co-occurrence is greater 
than a defined threshold (i.e. minimal frequency value). 

In general, the edges’ weight is given in numeric val-
ues used to identify the relationship strength between two 
terms. However, in this work, a centroid is used to iden-
tify this relationship. The centroid allows a concise re-
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presentation of a document set in the vector space model. 
Therefore, let { },i je t t=  be an edge that connects the 
terms ti and tj, then a centroid to the edge e is defined 
according to Equation (4): 

( ) ( )i jw e C t t∩=               (4) 

in which ( )i jC t t∩  is the centroid that represents the 
document subset (post subset) with both terms ti and tj. In 
this way, the term co-occurrence network, as applied in 
this work, can be seen as a structure with two main cha-
racteristics: 
• Capability to identify meaningful relationships among 

terms from the online forum text, based on the 
co-occurrence frequency; and 

• Capability to extract posts’ subset (represented by 
centroids), in which the pairs of terms (edges) are 
used to describe these posts’ content. 

The term co-occurrence network is a useful structure 
for analyzing text collections. Furthermore, when com-
bined with visualization and clustering tools, it allows the 
exploration of existent themes in the texts through an 
interactive user interface. 

3.2. Hierarchical Clustering 

The term co-occurrence network, in general, contains all 
relationships showing relevant co-occurrence. Thus, the 
goal of the hierarchical clustering from the term co-oc- 
currence network is to summarize the existent relation-
ships in the networks in term clusters. In the hierarchical 
clustering step, each pair of terms (edges), represented by 
its centroid, is seen as an object by the clustering algo-
rithm. So, it is possible to use the same cosine similarity 
measure and traditional hierarchical clustering algorithms, 
like UPGMA and Bisecting K-means. 

The hierarchical clustering allows the thematic organ-
ization of the posts in cluster and sub clusters, in a way 
that similar posts can belong to the same clusters. Ana-
lysts can visualize the information in different levels of 
granularity, allowing them to explore iteratively the tex-
tual content of the online forum. This thematic organiza-
tion has an important role to the analysts, as it allows 
them to perform an exploratory search. Usually, analysts 
have little prior knowledge about the data from the online 
forum being studied, especially at the beginning of the 
analysis. Nevertheless, analysts can rely on the available 
content labeling, i.e., each post cluster has a descriptor 
set (terms of the co-occurrence network) that contextua-
lizes and gives a meaning to the clusters, as a guide to 
their search. 

It is noteworthy that the thematic organization is re-
lated to the hypothesis that if an analyst is interested in a 
post belonging to some theme (and, consequently, the 
topic), he/she must be interested in other posts (and top-

ics) on this same theme. Therefore, the theme organiza-
tion provides a promising organization to find similar 
relevant content. 

3.3. Post and Topics Recommendation 
The thematic organization works as a topic taxonomy, in 
which analysts can select a theme of interest (among the 
possibilities). The selected theme is used to recommend 
topics and posts from the online forum to the analyst. 

The topic and post recommendation is achieved 
through a ranking strategy. From a theme selected by the 
analyst, the ranking of topics and posts is computed and 
ordered by their relevance to this theme. The cosine si-
milarity measure defines the relevance criteria, using the 
proximity value between the centroid of the theme and 
the vector representation of the post or topic. 

In our proposed process, the topics and posts with the 
highest ranking are the best candidates to be selected, 
meaning they should possibly bear the most interesting 
content for the analysts. Although the organization and 
summarizing is an unsupervised process, only analysts 
know what themes are of their interest. So, the analyst 
must select the most relevant content to their study goals. 
This is what we call the problem of content selection 
from online forums. 

The problem of content selection can be summarized 
as the task to find discussion in online forums in which 
content looks promising to answer study research ques-
tions. This problem has two distinct objectives, the first 
being to maximize the number of discussion participants 
(i.e. online forum users) and the second being to minim-
ize the number of topics to be analyzed (i.e. content vo-
lume). It is important to say that the discussion analysis 
must be performed considering the context of the topic, 
because the analysis of one interesting post requires the 
comprehension of the whole discussion as presented in 
other posts of the topic. Therefore, the solution of the 
problem of content selection for analysis is a set of topics 
selected from the online forum. 

The proposed approach aims to significantly minimize 
the amount of textual data required for analysis. In the 
next section, we shall present our software tool to illu-
strate how to support analysts in exploring and selecting 
content selection from internet forums. 

4. A Tool to Support Solving the Content 
Selection Problem 

The software tool developed to support in exploring and 
selecting content from online forums is an extension of 
the Torch—Topic Hierarchies [21]. This tool provides 
techniques for text preprocessing and hierarchical clus-
tering algorithms. In addition, we developed a module 
for recommendation of posts and topics and a GUI to 
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explore the clustering results from topics and posts. 
The posts and topics collected from the online forums 

have several attributes. We use a set of attributes that is 
common in many social networks to allow a wider ap-
plication of the tool. The attributes considered for each 
post were the text message of the post, the publication 
date of the message and the post author. Each post be-
longs to a particular topic of the online forum and the 
forum has many topics. Thus, the attributes considered 
for representation of the topics were the topic title, its 
period of existence (defined by the publication date of 
the first and last post) and the number of participants in 
the topic. 

After collecting a set of posts and topics, the tool per-
forms the textual data pre-processing. The first step is the 
stop words removal, in which pronouns, articles and 
prepositions are discarded. Then, the terms are simplified 
by using the Porter Stemming algorithm [22,23]. Thus, 
morphological variations of a term are reduced to its 
radical. Finally, a feature selection technique based on 
document frequency obtains a reduced and representative 
subset of terms. 

The term co-occurrence network obtained from pre-
processed texts is the first structure available to analysts 
for exploring the textual content of the online forums. 

Our tool allows the analysts to analyze significant rela-
tionships among terms via an interactive interface. Figure 
2 illustrates part of a term co-occurrence network ex-
tracted from an online forum about drugs in the Orkut® 
social network. This example context is explained in 
Section 5. It is noteworthy to say that the important rela-
tionships found in the forums’ content are highlighted by 
the network, for example, the “crack → escol” (“crack → 
schools”) and “drog → jov” (“drugs → youth”). Addi-
tionally, analysts can remove relationships that are not of 
interest to them. 

Figure 3 shows the main interface of the tool created 
to support solving the content selection problem. The 
term co-occurrence network was summarized with hie-
rarchical clustering. Thus, the various topics discussed in 
the forums are presented to the analysts in succinct 
themes (Figure 3(a)). When an analyst selects a theme, 
the most relevant topics (Figure 3(b)) and posts (Figure 
3(c)) are presented according to the ranking strategy de-
scribed in Section 3.3. The analyst can select content 
through check boxes at the right side of the topic or post 
names. The selection of a post in the lower part (Figure 
3(c)) automatically includes all posts of its topic, because 
the comprehension of the discussion requires all posts of 
the topic. 

 

 
Figure 2. Example of term co-occurrence network. 
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Figure 3. Screenshot of the TorchSR in execution. 

 
The content showed by the tool in Figure 3 is from the 

Harvard1 Facebook Page. Using the Facebook API, 
27,1612 comments (i.e. messages) from 893 posts (i.e. 
topics) were retrieved in June 2012. This is a famous 
page in Facebook, with more than 1,800,000 “likes”. It is 
also the community in which Facebook® was created. 

The problem solving progression is described by a set 
of measures (Figure 3(d)) that describe the number of 
participants, which should be maximized, the content 
volume (topics, posts, words, characters), that should be 
minimized, and a relationship of both measures (median 
of posts per participant). The first line shows the mea-
surement considering the whole forum content and the 
second has the selection measurement. It is up to the 
analysts to decide when the current solution (i.e. selec-
tion) is satisfactory, and these measures help them to 
make this decision. 

The content selection problem is a difficult problem 
for analysts who embrace new ventures in conducting 
research based on the vast content available on the Inter-
net. The two objective goals are to maximize the number 
of selected participants and minimize the content volume 
to be analyzed. These are conflicting goals. The prob-

lem’s solution is also driven by the research interests, 
which are not computationally measurable (so far). 
Without the tool, researchers rely only on the general 
metrics about the topics’ content, or they must look at the 
whole forum content to perform the content reducing 
task. The proposed process aims to support the research-
ers to tackle this problem in a smarter way, leveraging 
them with the best machine learning techniques available 
so far. Although the content mining and description 
through metrics and models help in exploring and select-
ing content, the subjective goal of what is of interest to 
be analyzed is still a burden upon the analysts. 

5. Example of a Study That Would Benefit 
from the Proposed Process 

We present a study about motivations for drug abuse to 
start and cease, specifically with regard to the drug crack 
cocaine in Brazil. This is a case study that could benefit 
from the process proposed in this paper. As a result of 
the community content analysis, the report compiled 
answers the following questions: 1) what are the factors 
leading to crack use; 2) what are the optimal turning 
points to start a treatment; 3) what are abstinence main-
tenance factors; 4) what favors the restart of drug abuse; 
5) what criticism exists for official health treatment; and 
6) which kind of help are the codependents looking for. 

Since the major source of social media in Brazil at the 

1http://www.facebook.com/Harvard 
2Despite no error reported by the Facebook Open Graph API, only part 
of the 52,986 comments informed were retrieved through this interface. 
A double check through web interface faced the same issue. Therefore, 
it was impossible to retrieve all messages from the Facebook Page of 
Harvard. 

http://www.facebook.com/Harvard
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time of the study was Google’s Orkut® [24], this social 
networking site was used as the investigation platform in 
this study. A search for the term “crack” in the Orkut 
system, considering filters for location (Brazil) and lan-
guage (Portuguese), gave 995 results in September of 
2011. The next step was to select communities where 
content would have contextualized discourses about 
people’s experience related to drug use. Categorizing the 
995 communities, it was possible to identify 278 (28%) 
communities related to selection objective, 360 (36%) 
communities that did not seem to be directly related to 
the selection objective, and 357 (36%) communities that 
were not using the term “crack” in reference to a drug 
(e.g. instead referred to programs and password cracking). 
Narrowing the research, the 278 identified online com-
munities were filtered down to 13 communities consi-
dering others criteria such as: 1) possessing more than 
300 members; 2) having been in existence for more than 
6 months; 3) having exhibited recent activity; and 4) 
having publically available content. The last step of this 
stage was to choose one community for evaluation. The 
community “Crack, Nem Pensar—AJUDA”3 was se-
lected for in-depth analysis because, out of the 13 re-
maining communities, it is the oldest and has the most 
members (11,102). In a quick evaluation of its content, 
the community presented an intense conversation among 
its members, which in later analysis showed a median of 
3.3 messages per day since its creation in July of 2004. 

The community analysis focused on participating 
members who had engaged in conversation in the com-
munity forum. It is important to make this distinction, as 
all members have the potential to follow the discussions, 
but most choose not to participate (i.e. lurkers). This 
analysis is based on the postings of the participants in the 
forum. From the participant data available, there were 57% 
men and 43% women identified. At the time of the study, 
September 2011, the community forum had 434 partici-
pants, 384 topics and 8655 messages, representing a total 
of 76,646 words, or 4,515,0874 characters. The content 
analysis was conducted by applying the Discourse of the 
Collective Subject technique [4]. Considering the great 
volume of data and efforts required for content analysis, 
a data cut was performed to focus the investigation on a 
suitable content analysis to study the objectives. This 
data cut task would benefit from the proposed process in 
this paper. From the original dataset, 39 (10% of the total) 
topics were selected, with 129 (30%) participants and 
925 (11%) messages, totaling 107,488 (14%) words, or 
602,332 (13%) characters. 

The study results have been subject to discussion in a 
seminar organized by the Sírio-Libanês Hospital in Janu-
ary of 2012 in São Paulo (Brazil), with attendees from 

the Brazilian government, health organizations and gen-
eral public. The online forum analysis mainly “identified 
that the speech of dependents and codependents (family 
and friends of the dependents) are mingled and complete 
each other, therefore both require care and attention” [3]. 
The reality of these people is transcript through discourse 
syntheses that answer to the study research questions. A 
compilation of the results has been submitted to a journal 
and is still under evaluation to the time of this article 
written. This example gives an indication of the hard task 
researchers might face when performing content analyses 
of online forums and the valuable outcomes that can be 
achieved from its analysis. 

6. Conclusions 
This paper introduces a process proposed to support ana-
lysts in exploring and selecting content from online fo-
rums. This process is based on unsupervised machine 
learning techniques like hierarchical clustering and term 
co-occurrence network. Consequently, analysts can ex-
plore the online forum through consolidated and struc-
tured content. This supports them in selecting interesting 
content to be analyzed for their research. The process 
creation rationale and its description are presented. As an 
application of the proposed process, a tool based on that 
process, called TorchSR, was created to aid researchers 
to apply it. This includes content measurements and ex-
ploration methods. An example of a real world study that 
could benefit from the proposed process contextualizes 
the process application. 

The created tool is already a useful prototype. Further 
research in the measures used to calculate the similarities 
between posts can also provide better results to the user, 
and improve the process. Another interesting enhance-
ment is to consider the user’s feedback of what is “inter-
esting content” to their search, so the recommendation 
rankings can be improved iteratively. This can be 
achieved by predicting the odds that a topic will be se-
lected by the analysts, based on forum content and user 
interaction. 
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