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#### Abstract

Recent advance in large-scale genome sequencing has generated a huge volume of protein sequences. In order to timely utilize the information hidden in these newly discovered sequences, it is highly desired to develop computational methods for efficiently identifying their various attributes because the information thus obtained will be very useful for both basic research and drug development. Particularly, it would be even more useful and welcome if a user-friendly web-server could be provided for each of these methods. In this minireview, a systematic introduction is presented to highlight the development of these web-servers by our group during the last three years.
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## 1. INTRODUCTION

Proteomics, or "protein-based genomics", is the largescale study of proteins. It was born due to the explosion of protein sequences generated in the post genomic era [1] as well as the necessity to understand the biological process at the cellular or system level.

To effectively conduct studies in proteomics, it is highly desired to develop high throughput tools by which one can timely identify various attributes of proteins in a large-scale manner.
For instance, given an uncharacterized protein sequence, how can we identify which subcellular location site it resides at? Does the protein stay in a single sub-

[^0]cellular location or can it simultaneously exist in or move between two and more subcellular locations? Which part of the protein is its signal sequence? Is it a membrane protein or non-membrane protein? If it is the former, to which membrane protein type does it belong? Is it an enzyme or non-enzyme? If the former, to which main functional class and sub-functional class does it belongs to? Is it a protease on non-protease? If it is the former, to which protease type does it belong? Which sites of the protein can be cleaved by proteases such as HIV protease and SARS enzyme? Is it a GPCR (G-protein coupled receptor) or non-GPCR? If it is the former, to which type of GPCR does it belongs to? What kind of quaternary structure does it belong to? What kind of fold pattern does it assume? How can we estimate its folding rate? The list of questions is vast.

Although the answers to these questions can be determined by conducting various biochemical experiments, the approach of purely doing experiments is both timeconsuming and costly. Consequently, the gap between the number of newly discovered protein sequences and the knowledge of their attributes is becoming increasingly wide.
For instance, in 1986 the Swiss-Prot databank contained merely 3,939 protein sequence entries (Table 1), but the number has since jumped to 428,650 according to version 57.0 of 24-Mar-2009 (www.ebi.ac.uk/swiss-prot), meaning that the number of protein sequence entries now is more than 108 times the number from about 23 years ago. The rapid increase in protein sequence entries is also shown by the Figure 1, where a statistical illustration to show the growth of the UniProtKB/ TrEMBL Protein Database (http://www.ebi.ac.uk/uniprot/TrEMBLstats/) is given.

In order to use these newly found proteins for basic research and drug discovery in a timely manner, it is highly desired to bridge such a gap by developing effective computational methods to predict their 3D (threedimensional) structures $[2,3]$ as well as various func-tion-related attributes based on their sequence information alone.

In this mini-review, we are to systematically introduce the recent progresses in addressing the aforementioned
problems, particularly, for those prediction methods with web-servers available.

Table 1. The growth of protein sequences in SWISS-PROT data bank ${ }^{\text {a }}$.

| Release | Date | Number of sequence <br> entries | Number of amino <br> acids | Average length per <br> sequenceb |
| :---: | :---: | :---: | :---: | :---: |
| 2.0 | $09 / 86$ | 3,939 | 900,163 | 229 |
| 5.0 | $09 / 87$ | 5,205 | $1,327,683$ | 236 |
| 9.0 | $11 / 88$ | 8,702 | $2,498,140$ | 287 |
| 12.0 | $10 / 89$ | 12,305 | $3,797,482$ | 309 |
| 16.0 | $11 / 90$ | 18,364 | $5,986,949$ | 326 |
| 20.0 | $11 / 91$ | 22,654 | $7,500,130$ | 331 |
| 24.0 | $12 / 92$ | 28,154 | $9,545,427$ | 339 |
| 27.0 | $10 / 93$ | 33,329 | $11,484,420$ | 345 |
| 30.0 | $10 / 94$ | 40,292 | $14,147,368$ | 351 |
| 32.0 | $11 / 95$ | 49,340 | $17,385,503$ | 352 |
| 34.0 | $10 / 96$ | 59,021 | $21,210,389$ | 359 |
| 35.0 | $11 / 97$ | 69,113 | $25,083,768$ | 363 |
| 37.0 | $12 / 98$ | 77,977 | $28,268,293$ | 363 |
| 38.0 | $07 / 99$ | 80,000 | $29,085,965$ | 364 |
| 39.0 | $05 / 00$ | 86,593 | $31,411,114$ | 363 |
| 40.0 | $10 / 01$ | 101,602 | $37,315,215$ | 367 |
| 42.0 | $10 / 03$ | 135,850 | $50,046,799$ | 368 |
| 45.0 | $10 / 04$ | 163,235 | $59,631,787$ | 365 |
| 48.0 | $09 / 05$ | 194,317 | $70,391,852$ | 362 |
| 51.0 | $10 / 06$ | 241,242 | $88,541,632$ | 367 |
| 56.0 | $07 / 08$ | 392,667 | $141,217,034$ | 360 |
| 57.0 | $03 / 09$ | 428,650 | $154,416,236$ | 360 |

a. From http://www.ebi.ac.uk/swissprot/.
b. The average length per sequence is defined as the total number of amino acids divided by the total number of sequences. The quotient is rounded to an integer.

## Number of entries in UniProtKB/TrEMBL



Figure 1. A statistical illustration to show the growth of the UniProtKB/TrEMBL Protein Database (http://www.ebi.ac.uk/uniprot/TrEMBLstats/).

## 2. WEB-SERVERS

Recently, a series of web-servers have been developed in our group, as described below.

### 2.1. Cell-PLoc

Thought by many as the most basic structural and functional unit of all living organisms, a cell is constituted by many different components, compartments or organelles (Figure 2), and they are specialized to perform different tasks. For instance: cytoplasm, a jelly-like material, takes up most of the cell volume, filling the cell and serving as a "molecular soup" in which all of the cell's organelles are suspended; cell membrane functions as a boundary layer to contain the cytoplasm, while cell wall provides protection from physical injury; the cell nucleus contains the genetic material (DNA) governing all functions of the cell; the cytoskeleton functions as a cell's scaffold, organizing and maintaining the cell's shape, as well as anchoring organelles in place; mitochondrion is the "power generator" playing a critical role
in generating energy in the eukaryotic cell; and so forth. However, most of these functions, which are critical to the cell's survival, are performed by the proteins in a cell [4,5]. Divided by many different compartments or organelles usually termed as "subcellular locations" (Figure 2), a cell typically contains approximately one billion or $10^{9}$ protein molecules each having its own location (for a single-location protein) or locations (for a multiple-location or multiplex protein). Therefore, one of the fundamental goals in proteomics and cell biology is to identify the subcellular localization of proteins and their functions.

During the past 18 years, varieties of predictors have been developed to address this problem (see, e.g., [6-48] and the relevant references cited in a recent review paper [49].

Developed recently, the Cell-PLoc [50] package contains a set of six web-servers for predicting subcellular localization of proteins in six different organisms. The six web servers and their coverage scopes can be summarized by the following formulation



Figure 2. Schematic illustration to show many different components or organelles in a eukaryotic cell. Reproduced from [51] with permission.
where the character " $m$ " in front of "PLoc" stands for "multiple", meaning that the corresponding predictor can be used to deal with both single-location and multiplelocation proteins.
To use the web-server package, just do the following procedures. (1) Open the webpage
http://chou.med.harvard.edu/bioinf/Cell-PLoc/, and you will see the top page of the Cell-PLoc package [50] on your computer screen, as shown in Figure 3. (2) To predict the subcellular localization of eukaryotic proteins, click the "Euk-mPLoc" button; to predict the subcellular localization of human proteins, click the "Hum-mPLoc" button; to predict the subcellular localization of plant proteins, click the "Plant-PLoc" button; and so forth. (3) Now, you can follow the procedures (3) - (11) as described in [50] to get the desired results for the query proteins in the six different organisms.

To maximize the convenience for the people working in the relevant areas, each of the six predictors in the Cell-PLoc package has been used to identify all the protein entries in the corresponding organism (except those annotated with "fragment" or those with less than 50 amino acids) in the Swiss-Prot database that do not have subcellular location annotations or are annotated with uncertain terms such as "probable", "potential", "likely", or "by similarity". These large-scale predicted results can be directly downloaded by clicking the Download button after getting on the top page of each of the six web-servers. These results can serve two purposes: one is that they can be directly used by those who need the information immediately; the other is to set a preceding mark to examine the accuracy of these web-server pre-
dictors by the future experimental results.
For example, listed in Appendix A are 334 eukaryotic proteins. Their experimental annotated subcellular locations were not available before Swiss-Prot 53.2 was released on 26-June-2007. However, according to the largescale predicted results by Euk-mPLoc that were submitted for publication on November-12-2006 as Supporting Information B in [51] and were also at the same time placed in the downloadable file called Tab_Euk-mPLoc at http://chou.med.harvard.edu/bioinf/euk-multi/ [50] or http://202.120.37.186/bioinf/euk-multi/ [51], the predicted subcellular locations of the 334 eukaryotic proteins are given in column 4 of Appendix A, where for facilitating comparison the corresponding experimental results available about seven months later are also listed in column 5 . From the table we can see the following: of the 334 eukaryotic proteins, 309 are with single location site and 25 with multiple location sites. Of the 309 single location proteins, only 22 were incorrectly predicted; of the 25 multiple location proteins, 2 (i.e., No. 104 and No.322) were incorrectly predicted. It is interesting to see that the predicted result for No. 104 was "Centriole; Nucleus" while the experimental observation "Cytoplasm; Nucleus", meaning only one of its two location sites was incorrectly predicted; and that the predicted result for No. 322 was "Centriole; Cytoplasm; Nucleus" while the experimental observation "Nucleus; Cytoplasm", meaning both of its observed location sites were correctly predicted although the site of "Centriole" was over-predicted. Accordingly, the overall success rate for the 334 proteins is over $93 \%$ as proved later by experiments.

## Cell-PLoc: A package of web-servers for predicting subcellular localization of proteins in different organisms



Figure 3. A semi-screenshot to show the Cell-PLoc web-page at (http://chou.med.harvard.edu/bioinf/Cell-PLoc/).

Although the predictors in the Cell-PLoc package [50] are very powerful, they have the following shortcomings. (1) In order for taking the advantage of Gene Ontology (GO) [52] approach [49], the input for a query protein must include its accession number. However, many proteins, such as synthetic and hypothetical proteins, as well as those newly-discovered proteins that have not been deposited into databanks yet, do not have accession numbers, and hence their subcellular locations cannot be predicted via the GO approach. (2) Since the current GO database is far from complete yet, many proteins cannot be meaningfully formulated in a GO space even if their accession numbers are available. (3) Although the PseAA (pseudo amino acid) composition $[18,53]$ or PseAAC approach, a complement to the GO approach in Cell-PLoc, can take into account some partial sequence order effects, the original PseAAC [18] missed the functional domain (FunD) [23] and sequential evolution (SeqE) information [54,55]. To improve the aforementioned shortcomings, the Cell-PLoc package is currently under developing to be a new version, the Cell-PLoc 2.0. At this stage, some of the predictors therein, such as Hum-mPLoc2.0[56], Plant-mPLoc [56], Gpos-mPLoc [57], and Gneg-mPLoc [58], have been completed, as will be briefed below.
(a)

Hum-mPLoc 2.0:Predicting subcellular localization of human proteins including those with multiple sites | Read Mel Datal Citation|

(c)


To show the difference of Hum-mPLoc 2.0 with the original Hum-mPLoc [44] in the Cell-PLoc package [55], let us see the following demonstration steps.

Step1.Open the webpage
http://www.csbio.sjtu.edu.cn/bioinf/hum-multi-2/, and you will see its top page on your computer screen [50], as shown in Figure 4a.

Step 2. Either type or copy and past the query protein sequence into the input box (depicted by the box at the center of Figure 4a). The input sequence should be in FASTA format (http://en.wikipedia.org/wiki/Fasta format), as shown by clicking on the Example button right above the input box. For example, if you use the 1st query protein sequence in the Example window, the input screen should look like the illustration in Figure 4b.

Step 3. After clicking the Submit button, you will see "Cell membrane; Cytoplasm; Nucleus" shown on the screen (Figure 4c) after 15 seconds or so, indicating that the query protein is a multiplex protein that may simultaneously exist in the three subcellular location sites, fully in agreement with experimental observations.
Step 4. If using the $2^{\text {nd }}$ query protein sequence in the Example window as an input, after clicking the Submit
(b)

(d)


Figure 4. A semi-screenshot to show (a) the top page of the web-server Hum-mPLoc 2.0 at http://www.csbio.stu.edu.cn/bioinf/hum-multi-2/, (b) the input in FASTA format taken from the $1^{\text {st }}$ query protein sequence in the Example window, (c) the output generated by clicking the Submit button in panel $\mathbf{b}$, and (d) the output generated through the similar procedure but using the input taken from the $2^{\text {nd }}$ query protein sequence in the Example window.
button, you will see "Cytoplasm" shown on the screen (Figure 4d), indicating the query protein is a sin-gle-location protein residing at the cytoplasm compartment or organelle, also fully in agreement with experimental observations.

As we can see from the above steps, no accession numbers whatsoever are needed for the input data. This is quite different with the cases when using the original Hum-mPLoc in [55] to conduct prediction. Furthermore, the success rate expectancy has also been enhanced owing to taking into account the FunD and SeqE information.

Besides the improvements mentioned above, the developments from Plant-PLoc [43] in the Cell-PLoc package [50] to Plant-mPLoc [59], from Gpos-PLoc [60] to Gpos-mPLoc [57], and from Gneg-PLoc [61] to Gneg-mPLoc [58], have made it possible to deal with the multiple-location problem for plant proteins, Grampositive bacterial proteins, and Gram-negative bacterial proteins, respectively, as well.

### 2.2. Nuc-PLoc

The nucleus exists only in eukaryotic cells. Located at the center of a cell like its kernel, the nucleus is the most prominent and largest cellular organelle [5], with the diameter from 11 to 22 micrometers ( $\mu \mathrm{m}$ ) and occupying about $10 \%$ of the total volume of a typical animal cell [62]. The life processes of a eukaryotic cell are guided by its nucleus. In addition to the genetic material, the
cellular nucleus contains many proteins located at its different compartments, called subnuclear locations. Therefore, the information of protein subnuclear localization is not only equally important to that of protein subcellular localization but also possesses the sense at a deeper level.

By fusing the SeqE approach and PseAAC approach [63], a web-server called Nuc-PLoc was developed that is accessible to the public via the website
http://chou.med.harvard.edu/bioinf/Nuc-PLoc/. It can be used to identify nuclear proteins among the following nine subnuclear locations: (1) chromatin, (2) heterochromatin, (3) nuclear envelope, (4) nuclear matrix, (5) nuclear pore complex, (6) nuclear speckle, (7) nucleolus, (8) nucleoplasm, (9) nuclear PML body (Figure 5).

### 2.3. Signal-CF

Functioning as a "zip code" or "address tag" in guiding proteins to the cellular locations where they are supposed to be (Figure 6), signal peptides control the entry of virtually all secretory proteins to the pathway, both in eukaryotes and prokaryotes [64-66]. If the signal peptide for a nascent protein was changed, the protein could end in a wrong cellular location causing a variety of strange diseases. Accordingly, knowledge of signal peptides can be utilized to reprogram cells in a desired way for future cell and gene therapy. However, to realize this, an indispensable thing is to identify the signal peptide for a


Figure 5. Schematic drawing to show the nine subnuclear locations: (1) chromatin, (2) heterochromatin, (3) nuclear envelope, (4) nuclear matrix, (5) nuclear pore complex, (6) nuclear speckle, (7) nucleolus, (8) nucleoplasm, (9) nuclear PML body. Adapted from [252] with permission.


Figure 6. A schematic drawing to show: how the signal peptides of secretory proteins function as an "address tag" in directing the proteins to their proper cellular and extracellular locations. The signal peptide sequence is colored in puple, and the mature protein sequence in blue.


Figure 7. A schematic drawing to show the signal sequence of a protein and how it is cleaved by the signal peptidase. An amino acid in the signal part is depicted as a red circle with a white number to indicate its sequential position, while that in the mature protein depicted as an open circle with a blue number. The signal sequence contains $L_{s}$ residues and the mature protein $L_{m}$ residues. The cleavage site is at the position $(-1,+1)$, i.e., between the last residue of the signal sequence and the first residue of the mature protein.
nascent protein. Many efforts have been made in this regards (see, e.g., [67-76] as well as the relevant references listed in a review article [77]).

The signal peptide of a secretory protein is usually located at its N -terminal, and it will be cleaved off by a signal peptidase once the protein is translocated through
a membrane (Figure 7), where the cleavage site is commonly symbolized by $(-1,+1)$, namely the position between the last residue of the signal peptide and the first residue of the mature protein. It can also be seen from Figure 7 that once the cleavage site is identified, the corresponding signal peptide is automatically known; and vice versa.

The difficulty in predicting signal peptides is that for different secretory proteins, their signal peptides are quite different not only in sequence components and sequence orders but also in sequence lengths. Also, many previous methods were lacking of considering the coupling effects of the subsites around the cleavage sites, as analyzed in [78].

To address the above two problems, the web-server predictor called Signal-CF [79] was developed recently. Its features are reflected by its name, where " $C$ " stands for "Coupling" and "F" for "Fusion", meaning that Sig-nal-CF is formed by incorporating the subsite coupling effects along a protein sequence and by fusing the results derived from many width-different scaled windows through a voting system.

Signal-CF is a 2-layer predictor: the $1^{\text {st }}$-layer prediction engine is to identify a query protein as secretory or
non-secretory; if it is secretory, the process will be automatically continued with the $2^{\text {nd }}$-layer prediction engine to further identify the cleavage site of its signal peptide. The predictor is also featured by high success prediction rates with short computational time, and hence is particularly useful for the analysis of large-scale datasets.
Signal-CF is freely accessible at
http://chou.med.harvard.edu/bioinf/Signal-CF/.

### 2.4. Signal-3L

This is a 3-layer predictor developed for identifying the signal peptides of human, plant, animal, eukaryotic, Gram-positive, and Gram-negative proteins. The target of the 1 st-layer is to identify a query protein as secretory or non-secretory. If the protein is identified as secretory, the process will be automatically continued by the 2ndlayer prediction engine to identify the potential cleavage sites (Figure 7) along its sequence. The 3rd-layer is to finally determine the unique cleavage site through a global sequence alignment operation. Signal-3L is accessible to the public as a web-server at
http://chou.med.harvard.edu/bioinf/Signal-3L/. Compared with Signal- CF, it might take a little longer computational time but yield a little higher accuracy.

Table 2. List of examples showing that signal peptides miss-predicted by SignalP-NN and/or SignalP-HMM are corrected by Sig-nal-3L.

| Protein ${ }^{\text {a }}$ | Experimentally verified signal peptide ${ }^{\text {a }}$ | SignalP 3.0-NN | SignalP 3.0-HMM | Signal-3L |
| :---: | :---: | :---: | :---: | :---: |
| AAF91396.1 | 1-40 | 1-37 | 1-37 | 1-40 |
| DKK1_HUMAN | 1-31 | 1-22 | 1-28 | 1-31 |
| MIME_HUMAN | 1-20 | 1-19 | 1-19 | 1-20 |
| NP_057466.1 | 1-21 | 1-19 | 1-19 | 1-21 |
| NP_057663.1 | 1-35 | 1-30 | 1-46 | 1-35 |
| NP_443122.2 | 1-21 | 1-22 | 1-22 | 1-21 |
| NP_443164.1 | 1-26 | 1-33 | 1-33 | 1-26 |
| Q6UXL0 | 1-28 | 1-29 | 1-29 | 1-28 |
| STC1_HUMAN | 1-17 | 1-21 | 1-18 | 1-17 |
| TRLT_HUMAN | 1-25 | 1-24 | 1-27 | 1-25 |
| CD5L_HUMAN | 1-19 | 1-18 | 1-19 | 1-19 |
| EDAR_HUMAN | 1-26 | 1-28 | 1-26 | 1-26 |
| FZD3_HUMAN | 1-22 | 1-17 | 1-22 | 1-22 |
| IBP7_HUMAN | 1-26 | 1-26 | 1-29 | 1-26 |
| KLK3_HUMAN | 1-17 | 1-17 | 1-23 | 1-17 |
| NMA_HUMAN | 1-20 | 1-20 | 1-26 | 1-20 |
| NP_064510.1 | 1-22 | 1-22 | 1-23 | 1-22 |
| NP_068742.1 | 1-24 | 1-24 | 1-25 | 1-24 |
| NTRI_HUMAN | 1-33 | 1-30 | 1-33 | 1-33 |
| SY01_HUMAN | 1-23 | 1-23 | 1-18 | 1-23 |
| TIE1_HUMAN | 1-21 | 1-21 | 1-22 | 1-21 |
| TL19_HUMAN | 1-26 | 1-23 | 1-26 | 1-26 |
| TR14_HUMAN | 1-38 | 1-36 | 1-38 | 1-38 |
| TR19_HUMAN | 1-29 | 1-29 | 1-25 | 1-29 |
| XP_166856 | 1-17 | 1-17 | 1-20 | 1-17 |
| XP_209141 | 1-22 | 1-23 | 1-22 | 1-22 |

[^1]Both Signal-CF and Signal-3L can be used to refine the results by other predictors in this area. For instance, listed in Table 2 are the signal peptides that were misspredicted by SignalP-NN and/or SignalP-HMM in the SignalP package [75] but corrected by Signal-3L.
Also, according to a recent report (see Table 1 of [80]) Signal-CF performed the best in predicting the long signal peptides, among the following eight web-server predictors: SignalP-NN [75], SignalP-HMM [75], Sig-nalP-NN or SignalP-HMM [75], Phobius [81], PrediSi [76], Signal-CF [79], Signal-3L [82], and Philius [83].

### 2.5. MemType-2L

Given a protein sequence, how can one identify whether it is a membrane protein or not? If it is, which membrane protein type it belongs to? It is important to address these problems because they are closely relevant to the biological function of the protein concerned and to its interaction process with other molecules in a biological system. Most functional units or organelles in a cell are "enveloped" by one or more membranes, which are the structural basis for many important biological functions. Although the basic structure of membranes is lipid bilayer, many specific functions of the cell membrane are performed by the membrane proteins (see, e.g., $[4,5]$ ). For example, it is through membrane proteins that various chemical messages such as nerve impulses and hormone activity can be passed between cells (see, e.g., [84]); that cells can be attached to an extracellular matrix in grouping cells together to form tissues; that parts of the cytoskeleton can be attached to the cell membrane in order to provide shape; that the metabolism process and body's defense mechanisms can be completed; as well as that molecules can be transported into and out of cells by such methods as proton pumps (see, e.g., [85-87]) and ion pumps (see, e.g., [88,89]), channel proteins [90-92] and carrier proteins (see, e.g., [93]).
Membrane proteins possess different types, which are closely correlated with their functions. For instance, the transmembrane proteins can transport molecules across the membrane or function on both its sides, whereas proteins functioning on only one side of the lipid bilayer are often associated exclusively with either the lipid monolayer or a protein domain on that side. Therefore, information about membrane protein type can provide useful hints for determining the function of an uncharacterized membrane protein. Furthermore, because of the fluid nature of their infrastructure, membrane proteins can move around the cell membrane so as to reach where their function is required. Therefore, it will certainly expedite the pace in determining the function and action process of uncharacterized membrane proteins if we can timely acquire the knowledge of their type. With the
avalanche of protein sequences generated in the post genomic age and the fact that membrane proteins are encoded by $20-35 \%$ of genes [94], it is self-evident why it is so important to develop a sequence-based automated method for fast and effectively addressing the two problems posed at the beginning of this Section.
Stimulated by the encouraging results in predicting the structural classification of proteins based on their amino acid (AA) composition or AAC [95-103], the covariant discriminant algorithm was introduced to identify the types of membrane proteins also based on their AA composition in 1999 [104]. However, the AA composition does not contain any sequence order information. To avoid completely losing the sequence order information, the PseAA composition or PseAAC was introduced [18]. Since then, various prediction methods have been proposed in this area [53,105-118].
Recently, a user-friendly web-server predictor called "MemType-2L" was developed [54]. Compared with the other predictors which only cover 5-6 membrane types, MemType-2L can cover 8 membrane types (Figure 8). MemType-2L is a 2 -layer predictor: the $1^{\text {st }}$ layer prediction engine is to identify a query protein as membrane or non-membrane; if it is membrane, the process will be automatically continued with the $2^{\text {nd }}$-layer prediction engine to further identify its type among the following eight categories (Figure 8): (1) type I, (2) type II, (3) type III, (4) type IV, (5) multipass, (6) lipid-chainanchored, (7) GPI-anchored, and (8) peripheral.
MemType-2L is accessible to the public via the website at http://chou.med.harvard.edu/bioinf/MemType/.

### 2.6. EzyPred

Nearly all known enzymes are proteins that catalyze chemical reactions and are vitally important in the metabolic process. Given a protein sequence, how can we identify whether it is an enzyme or non-enzyme? If it is, which main functional class it belongs to? What about its sub functional class? These problems are closely correlated with the biological function of an uncharacterized protein and its acting object and process [119]. Although their answers can be found by conducting various biochemical experiments, it is both time-consuming and costly to do so solely by experimental approaches. During the last six years, a number of predictors have been developed to address these problems [53,120-125].

Recently, a top-down automated method called "EzyPred" was developed [126]. It not only covers all the six enzyme main-functional classes [127], but also many of their sub-functional classes (see Figure 9). EzyPred is a 3 -layer predictor: the $1^{\text {st }}$ layer prediction engine is for identifying a query protein as enzyme or non-enzyme;


Figure 8. Schematic illustration showing the 8 types of membrane proteins: (1) type I transmembrane, (2) type II, (3) type III, (4) type IV, (5) multipass transmembrane, (6) lipid-chain-anchored membrane, (7) GPI-anchored membrane, and (8) peripheral membrane. As shown in the figure, types I, II, III, and IV are all of single-pass transmembrane proteins; see [253] for a detailed description about their difference. Reproduced from [54] with permission.
the $2^{\text {nd }}$ layer for the main functional class; and the $3^{\text {rd }}$ layer for the sub functional class. Within 90 seconds of submitting the sequence of a query protein into its input box, EzyPred will identify whether the query protein is enzyme or non-enzyme and, if it is an enzyme, to which main-functional class and sub-functional class it belongs.

EzyPred is accessible to the public as a web-server at http://chou.med.harvard.edu/bioinf/EzyPred/.

### 2.7. ProtIdent

Called by many as the biology's version of Swiss army knives, proteases cut long sequences of amino acids into fragments and regulate most physiological processes. They are vitally important in life cycle and have become a main target for drug design (see, e.g., [2,128-134]).

The actions of proteases are exquisitely selective (see, e.g. [135-139]), with each protease being responsible for splitting very specific sequences of amino acids under a preferred set of environmental conditions. According to their catalytic mechanisms, proteases are classified the following six types: (1) aspartic, (2) cysteine, (3) glu-
tamic, (4) metallo, (5) serine, and (6) threonine [140]. Different types of proteases have different action mechanisms and biological processes.

Therefore, it is important for both basic research and drug discovery to consider the following two problems. Given the sequence of a protein, can we identify whether it is a protease or non-protease? If it is, what protease type does it belong to?

During the last three years, some efforts have been made in this regard [141,142]. However, none of these methods provided a web-server that can be easily used by the majority of experimental and pharmaceutical scientists to obtain the desired data.

Very recently, a web-server called "ProtIdent" was developed [55] by fusing the FunD (functional domain) and SeqE (sequential evolution) information (Figure 10a). ProtIdent is a 2-layer predictor: the 1st layer is for identifying a query protein as protease or non-protease; if it is a protease, the process will automatically go to the second layer to further identify it among the six different mechanistic types (Figure 10b).

Furthermore, a step-by-step protocol guide [143] was
provided for demonstrating how to use the ProtIdent web-server, by which one can get the desired 2-level results for a query protein sequence in around 25 seconds.

ProtIdent is freely accessible to the public via the site at http://www.csbio.situ.edu.cn/bioinf/Protease.

### 2.8. GPCR-CA

One of the largest families in the human genome is the one encoding the G-protein-coupled receptors (GPCRs), which are cell surface receptors. Owing to their characteristic transmembrane topology, GPCRs are also known as 7 -transmembrane receptors, 7TM receptors, heptahelical receptors, and serpentine receptors that "snake"


Figure 9. A schematic drawing to use tree branches to classify enzyme and non-enzyme as well as the six main functional classes of enzymes and their subclasses.


Figure 10. A flowchart to show (a) how to fuse the FunD approach and PsePSSM approach, and (b) how the two-layer Prot-Ident ensemble classifier works in identifying proteases and their functional types. See [55] for further explanation.


Figure 11. Schematic representation of a GPCR with a trademark of seven-transmembrane helices, depicted as cylinders and connected by alternating cytoplasmic and extracellular hydrophilic loops. The 7-helix bundle thus formed has a central pore on its extracellular surface. The red entity located in the central pore represents a ligand messenger.
across a cell membrane seven times (Figure 11). The major role of GPCRs is to transmit signals into the cell. GPCR-associated proteins may play at least the following four distinct roles in receptor signaling [144-147]: (1) directly mediate receptor signaling, as in the case of $G$ proteins; (2) regulate receptor signaling through controlling receptor localization and/or trafficking; (3) act as a scaffold, physically linking the receptor to various effectors; (4) act as an allosteric modulator of receptor conformation, altering receptor pharmacology and/or other aspects of receptor function.

Much effort has been invested for studying GPCRs by both academic institutions and pharmaceutical industries. Today, approximately one third of the world small molecule drug markets are GPCR agonists and antagonists.

The functions of many of GPCRs are still unknown, and it is both time-consuming and costly to determine their ligands and signaling pathways. Particularly, as membrane proteins, GPCRs are very difficult to crystallize and most of them will not dissolve in normal solvents. Accordingly, so far very few crystal GPCR structures have been determined. Although the recently developed state-of-the-art NMR technique is a very pow-
erful in determining the 3D structures of membrane proteins [87,92-94,148], it is time-consuming and costly. In order to timely obtain the protein 3D structures for rational drug design, the approach of structural bioinformatics has been often adopted (see, e.g., [84,149-153]). Unfortunately, such an approach fails to work in most GPCR-related cases because very few GPCRs have sufficiently high sequence similarity with existing struc-ture-known proteins, an indispensable condition for developing a reasonable starting structure via structural bioinformatics [2,3]. Consequently, it is highly desired to develop automated methods that can fast and effectively identify the functional families of GPCRs according to their sequence information because the information thus obtained can help classifying drugs, a technique called "evolutionary pharmacology" quite useful for drug development.

During the last 7 years or so, a number of methods were proposed in this regard [154-159]. Some of them were developed for identifying the main functional classes of GPCRs (see, e.g., [157]) and some for the sub- functional classes (see, e.g., [155]). None of these methods has provided a web-server for the public usage, and hence their practical application value is quite limited.


Figure 12. The cellular automaton image generated according to Eqs.2-5 for (a1) the rhodopsin like family member with accession number P41595; (a2) the rhodopsin like family member with accession number P18599; (b1) the secretin like family member with accession number O95838; and (b2) the secretin like family member with accession number Q02644. Panels (a1) and (a2) share a quite similar texture because the protein sequences from which the cellular automaton images were derived belong to a same GPCR family. And the same is true for panels (b1) and (b2).


Figure 13. The cellular automaton image generated according to Eqs.2-5 for a protein taken from (a) A-rhodopsin like family, (b) B-secretin like family, (c) C-metabotrophic/glutamate/pheromone family; (d) D-fungal pheromone family, (e) E-cAMP receptor family, and (f) F-Frizzled/Smoothemed family, respectively. The six panels have completely different textures because they represent six different GPCR family members.

Recently, a web-server predictor was developed [160] with the name as GPCR-CA, where "CA" stands for "Cellular Automaton" [161], meaning that the cellular automaton images have been utilized to reveal the pattern features hidden in piles of long and complicated protein sequences. Cellular automata are discrete dynamical systems whose behavior is completely specified in terms of a local relation. A cellular automaton can be thought of as a stylized universe consisting of a regular grid of cells, each of which is in one of a finite number of possible states, updated synchronously in discrete time steps according to a local, identical interaction rule [162].

The procedures of generating the cellular automaton images for protein sequences can be briefed as follows. As a first step, each of the 20 native amino acids in a protein sequence is represented by a 5-digit strain according to the binary coding as defined in [163]. Thus, a protein consisting of $N$ amino acids can be converted to a sequence with $5 N$ digits (or grids); i.e,,

$$
\begin{equation*}
\mathrm{g}_{1}(t) \mathrm{g}_{2}(t) \cdots \mathrm{g}_{N}(t) \cdots \mathrm{g}_{5 N}(t), \quad(t=0) \tag{2}
\end{equation*}
$$

where $g_{i}(t)=0$ or $1 \quad(i=1,2, \cdots, 5 N)$ as defined in [163]. Suppose the time for each updated step is consecutively expressed by $t=0,1,2, \cdots, \Omega$, we have

$$
\left\{\begin{array}{cccc}
g_{1}(0) g_{2}(0) & \cdots & g_{N}(0) & \cdots \tag{3}
\end{array} g_{5 N}(0)\right.
$$

where
with the spatially periodic boundary conditions; i.e.,

$$
\begin{equation*}
\mathrm{g}_{0}(t)=\mathrm{g}_{5 N}(t) \text { and } \mathrm{g}_{5 N+1}(t)=\mathrm{g}_{1}(t) \tag{5}
\end{equation*}
$$

Suppose: $g_{i}(t)$, the $i$ th grid at $t$, is filled with white color if $g_{i}(t)=0$ and black if $g_{i}(t)=1$. Accordingly, each row of Eq. 3 corresponds to a narrow ribbon mixed with white and black colors. Scanning these ribbons successively on to a screen or sheet will generate a 2D (2-dimensional) black-and-white image. It has been observed that the image texture is basically steady after $t=\Omega=100$. The image thus evolved is called the cellular automaton image for the protein sequence concerned. The advantage of using the cellular automaton image to represent the protein is that it can help us visualize some special features hidden in its long and complex sequence [163]. For instance, the cellular automata images for proteins from a same GPCR family share a similar texture pattern (Figure 12), while those from different GPCR families have different texture patterns (Figure 13).

Subsequently, the gray-level co-occurrence matrix factors extracted from the cellular automaton images were used to represent the samples of proteins through their pseudo amino acid composition [18,53], followed by utilizing the augmented covariant-discriminant classifier $[12,164]$ to operate the prediction of GPCR-CA.

GPCR-CA is a 2-layer predictor: the 1st layer prediction engine is for identifying a query protein as GPCR on non-GPCR; if it is a GPCR protein, the process will be automatically continued with the 2nd-layer prediction engine to further identify its type among the following six functional classes: (1) rhodopsin-like, (2) secretinlike, (3) metabotrophic/glutamate/pheromone; (4) fungal pheromone, (5) cAMP receptor, and (6) Frizzled/Smoothemed family. GPCR-CA is freely accessible at http://218.65.61.89:8080/bioinfo/GPCR-CA, by which one can get the desired 2-layer results for a query protein sequence within about 20 seconds.

### 2.9. HIVcleave

During the past 17 years, the following two strategies have often been utilized to find drugs against AIDS (acquired immunodeficiency syndrome). One is to target
the HIV (human immunodeficiency virus) reverse transcriptase (see, e.g., [165-171]); the other is to design HIV protease inhibitors [128,136,138,139,172-174].

Functioning as a dimer, the HIV protease is made up of two identical subunits, each having 99 residues, but with only one active site [136,174]. The essential function of HIV protease is to cleave the precursor polyprotens; loss of the cleavage-ability will stop the life cycle of infectious HIV, the culprit $[175,176]$ of AIDS.

To find the effective inhibitors against HIV protease, it is very helpful to understand the mechanism of how it cleaves the polyproteins and utilize the "distorted key" theory [136] to approach the problem, as illustrated below. HIV protease is a member of the aspartyl proteases that is highly substrate-selective and cleavage-specific. The HIV protease-susceptible sites in a given protein extend to an octapeptide region [177], with its amino acid residues sequentially symbolized by eight subsites $R_{4}, R_{3}, R_{2}, R_{1}, R_{1^{\prime}}, R_{2^{\prime}}, R_{3^{\prime}}, R_{4^{\prime}}$ [178], as shown in Figure 14. The scissile bond is located between the subsites $R_{1}$ and $R_{1}$. Occasionally, the susceptible sites in some proteins may contain one subsite less or one subsite more, corresponding to the case of a heptapeptide or nonapeptide, respectively. However, in investigating the cleavability of peptide sequences by HIV proteases, heptapeptides and nonapeptides need to be considered very rarely. This might be the result of a compromise between the following two factors. On one hand, according to the "rack mechanism" [179], the active site of HIV protease can be likened to a "rack" during the peptide cleaving process. Thus, it appears that the more residues that are bound to the rack of enzyme, the more strained the peptide, and hence the more efficient the cleavage process. On the other hand, however, the active site of an HIV protease can hardly accommodate more than 8 residues. Consequently, for most cases, the protease-susceptible sites in proteins are strings of octapeptides as observed [135].

Thus, according to the "lock-and-key" mechanism in enzymology, an HIV protease-cleavable peptide must satisfy the substrate specificity, i.e., a good fit for binding to the active site. However, such a peptide, after a modification of its scissile bond with some chemical procedure, will completely lose its cleavability but it can


Figure 14. Schematic representation of substrate bound to HIV protease based an analysis of protease-inhibitor crystal structures. The active site of enzyme is composed of eight extended "subsites", $\mathrm{S}_{4}, \mathrm{~S}_{3}, \mathrm{~S}_{2}, \mathrm{~S}_{1}, \mathrm{~S}_{1}, \mathrm{~S}_{2}$, $\mathrm{S}_{3}$, $\mathrm{S}_{4}$, and their counterparts in a substrate extend to an octapeptide region, sequentially symbolized by $\mathrm{R}_{4}, \mathrm{R}_{3}, \mathrm{R}_{2}, \mathrm{R}_{1}, \mathrm{R}_{1^{\prime}}, \mathrm{R}_{1^{\prime}}, \mathrm{R}_{2^{\prime}}, \mathrm{R}_{3^{\prime}}, \mathrm{R}_{4^{\prime}}$, respectively. The scissile bond is located between the subsites $R_{1}$ and $R_{1}$. Reproduced with permission from Figure 3 of K.C. Chou [136].


Figure 15. Schematic illustration to show (a) a cleavable octapeptide is chemically effectively bound to the active site of HIV protease, and (b) although still bound to the active site, the peptide has lost its cleavability after its scissile bond is modified from a hybrid peptide bond [254] to a single bond by some simple routine procedure. The eight residues of the peptide is sequentially symbolized $\mathrm{R}_{4}, \mathrm{R}_{3}, \mathrm{R}_{2}, \mathrm{R}_{1}, \mathrm{R}_{1}, \mathrm{R}_{1^{\prime}}, \mathrm{R}_{2^{\prime}}, \mathrm{R}_{3^{\prime}}$, $R_{4}$. The scissile bond is located between $R_{1}$ and $R_{1}$. Adapted from [136] with permission.
still bind to the active site of an enzyme. Actually, the molecule thus modified can be deemed as a "distorted key", which can be inserted into a lock but can neither open the lock nor be pulled out from it. That is why a molecule modified from a cleavable peptide can spontaneously become a competitive inhibitor against the enzyme. An illustration about such a concept is given in Figure 15, where panel (a) shows an effective binding of a cleavable peptide to the active site of HIV protease, while panel (b) shows that the peptide has become a non-cleavable one after its scissile bond is modified although it can still tightly bind to the active site. Such a modified peptide, or "distorted key", will automatically become an inhibitor candidate of HIV protease. Even for non-peptide inhibitors, it can also provide useful insights about the key binding groups, hydrophobic or hydrophilic environment, fitting conformation, et al. Accordingly, in search for the potential inhibitors, a matter of paramount importance is to discern what kind of peptides can be cleaved by HIV protease and what kind cannot be. Even if limited in the range of an octapeptide, it is by no means easy to address the question. This is because the number of possible octapeptides formed from 20 amino acids runs into $20^{8}=10^{8 \log 20} \cong 2.56 \times 10^{10}$. It would be exhausting to experimentally test out such an astronomical number of octapeptides. However, if one could find an effective computational method for predicting the cleavage sites in proteins by HIV protease,
the pace in search for the proper inhibitors of HIV protease would be significantly expedited. Actually, during the last decade or so, various prediction methods have been developed in this regard [128,135,137-139,180186].

Recently, based on the discriminant function algorithm [136], a web server called HIVcleave [187] was established at the website
http://chou.med.harvard.edu/bioinf/HIV/. For a given protein sequence, one can use HIVcleave to predict its cleavage sites by HIV-1 and HIV-2 proteases, respectively.

### 2.10. QuatIdent

As the chief actors of various biological processes in a cell, proteins have the following four different structural levels: primary, secondary, tertiary, and quaternary [188]. The primary structure refers to the constituent amino acid sequence; the secondary, to the local spatial arrangement of a polypeptide's backbone without regard to the conformations of its side chains; the tertiary, to the three-dimensional structure of an entire polypeptide; and the quaternary, to how many polypeptide chains (subunits) involved in forming a protein and the spatial arrangement of its subunits. The concept of quaternary structure is derived from the fact that many proteins are composed of two or more subunits which associate with each other through non-covalent interactions and, in some cases, disulfide bonds. According to the number of subunits aggregated together in an oligomeric complex, protein quaternary structures can be classified into: monomer, dimer, trimer, tetramer, pentamer, and so forth [189]. A statistical distribution of different quaternary structural types is shown in Figure 16, from which we can see that the nature prefers those oligomers with even and/or small number of subunits, fully consistent with the findings by the previous investigators [190,191]. If the subunits in a complex are identical, then the complex is called homo-oligomer; otherwise hetero-oligomer. For example, the sodium channel is formed by a monomer [192] while the potassium channel by a homo-tetramer [88]; the phospholamban is formed by homo-pentamer [93,193] while the Gamma-aminobutyric acid type A (GABAA) receptor by a hetero-pentamer [84,194]; the M2 proton channel is formed by a homo-tetramer [87] while hemoglobin by a hetero-tetramer [195].
Facing the explosion of newly generated protein sequences, we are challenged to develop an automated method for rapidly and reliably identify the quaternary structural attributes of uncharacterized proteins because they are closely relevant to the functions and mechanisms of proteins (see, e.g., [87,195]. Besides, the information thus obtained is very useful in screening the candidates of proteins for their 3D structure determination. It is known that many functionally important pro-
teins exist in vivo as oligomers rather than single individual chains. For example, hemoglobin is a heterotetramer of two $\alpha$ chains and two $\beta$ chains, and the four chains must be aggregated into one construct to perform its cooperative function during the oxygentransporting process [195]. Also, the novel allosteric drug-inhibition mechanism for the M2 proton channel was recently revealed by the NMR observations [87,92]. It has been found through an in-depth analysis that such a subtle mechanism is closely correlated with a unique packing arrangement of four transmembrane helices from four identical protein chains [90,91,196]. For this kind of proteins, determination of their individual chains independently would be less interesting or should be avoided. Therefore, developing an effective method to predict the quaternary structural attributes of proteins based on their sequence information alone would provide useful clues for both basic research and drug development.

To address the challenge, the web-server predictor called "QuatIdent" [197] was developed recently by fusing the functional domain and sequential evolution information. QuatIdent is a 2-layer predictor. The 1st layer is for identifying a query protein as belonging to which one of the following ten main quaternary structural attributes: (1) monomer, (2) dimer, (3) trimer, (4) tetramer, (5) pentamer, (6) hexamer, (7) heptamer, (8) octamer, (9) decamer, and (10) dodecamer. If the result thus obtained turns out to be anything but monomer, the process will be automatically continued to further identify it belonging to a homo-oligomer or hetero-oligomer. QuatIdent is freely accessible to the public as a web server via the site at
http://www.csbio.sjtu.edu.cn/bioinf/Quaternary/, by which one can get the desired 2 -level results for a query protein sequence in around 25 seconds. And the longer the sequence is, the more time that is needed.

### 2.11. PQSA-Pred

This is another web-server predictor [198] developed by hybridizing the functional domain composition approach and pseudo amino acid composition approach for predicting protein quaternary structural attribute based on the sequence information alone. PQSA-Pred can be used to predict a query protein among the following three quaternary attributes according to its sequence information: monomer, homo-oligomer, and heterooligomer. As a useful tool for crystallographic scientists in screening for their targets, PQSA-Pred is freely accessible to the public via the website at http://218.65.61.89:8080/bioinfo/pqsa-pred .

Besides QuatIdent [197] and PQSA-Pred [198], some other efforts were also made in this regard [189,199,200]. However, none of these methods provide a web-server that can be easily used by the public.


Figure 16. A pie chart to show the statistical distribution of different quaternary structural types in the nature derived from version 55.3 of Swiss-Prot database released 29-April-2008. Reproduced with permission from [197].

### 2.12. PFP-Pred

A protein can function properly only if it is folded into a very special and individual shape or conformation, i.e., has the correct secondary, tertiary and quaternary structure [201]. Failure to fold into the intended 3D structure usually produces inactive proteins or misfolded proteins [202] that may cause cell death and tissue damage [203] and be implicated in prion diseases such as bovine spongiform encephalopathy (BSE, also known as "mad cow disease") in cattle and Creutzfeldt-Jakob disease (CJD) in humans. All prion diseases are currently untreatable and are always fatal [204].
Although the X-ray crystallography is a powerful tool in determining protein 3D structures, it usually takes months or even years to determine the structure of a single protein. Also, the determination might fail for those proteins (particularly membrane proteins) that are difficult to crystallize. Although the nuclear magnetic resonance (NMR) technique is very powerful in determining membrane protein structures [87,93,94,148], it requires expensive equipments and take equally long or even longer time. The avalanche of protein sequences generated in the Post Genomic Age has challenged us for developing computational methods by which the structural information can be timely extracted from sequence databases. Although the direct prediction of the 3D structure of a protein from its sequence based on the least free energy principle $[201,205]$ is scientifically quite sound
and some encouraging results already obtained in elucidating the handedness problems and packing arrangements in proteins (see, e.g., [206-211]), it is far from successful yet for predicting its 3D structure owing to the notorious local minimum problem except for some very special cases or by utilizing some additional information from experiments (see, e.g., [212,213]). Actually, it is even not successful yet for simply predicting the overall fold of a query protein based on its sequence alone. For further information about protein folding, refer to a recent review [214] and the references cited therein. Again, although it is quite successful to predict the 3D structure of a protein according to the homology modeling approach [2,215] as reflected by a series of homology-modeled proteins for drug development [84,147,149-151,153,216-226], a hurdle exists when the query protein does not have any structure-known homologous protein in the existing databases [3].

Facing this kind of situation, a different strategy, the so-called taxonomic approach [227] was developed to address the problem. According to such a strategy, predicting the 3D structure of a protein may be first converted to a problem of classification; i.e., identifying which fold pattern it belongs to. Its underpinning is based on the assumption that the number of protein folds is limited [228-231].

The fold pattern of a protein is one level deeper than its structural classification [98,99,229], and hence is more challenging and complicated for prediction.

PFP-Pred [232] is one of these kinds of predictors. It was formed by a set of basic classifiers, with each trained in different parameter systems, such as predicted secondary structure, hydrophobicity, van der Waals volume, polarity, polarizability, as well as different dimensions of pseudo amino acid composition, that were extracted from a training dataset. The operation engine for the constituent individual classifiers was OET-KNN (Optimized Evidence-Theoretic K-Nearest Neighbors) rule [32,113,233]. Their outcomes were combined thru a weighted voting to give a final determination for classifying a query protein. The recognition was to find the true fold among the 27 possible patterns. The web-server of PFP-Pred is available to the public via the site http://chou.med.harvard.edu/bioinf/PFP-Pred/.

### 2.13. PFP-FunDSeqE

This is an improved version of PFP-Pred by combining the functional domain information and the sequential evolution information through a fusion ensemble classifier [234], as reflected by parts of its name where "FunD" stands for "functional domain" while "SeqE" for "sequential evolution". Compared with the other existing methods for predicting the protein fold patterns, PFP-FunDSeqE can usually yield better results [234]. Its web-server is available at http://www.csbio.sjtu.edu.cn/bioinf/PFP-FunDSeqE/.

### 2.14. Pred-PFR

Since each protein begins as a polypeptide translated from a sequence of mRNA as a linear chain of amino acids, it is interesting to study the folding rates of proteins from their primary sequences. Actually, protein chains can fold into the functional 3D structures with quite different rates, varying from several microseconds [235] to even an hour [236]. Since the 3D structure of a protein is determined by its primary sequence, we can assume the same is true for its folding rate. In view of this, we are challenged by an interesting question: Given a protein sequence, can we find its folding rate? Although the answer can be found by conducting various biochemical experiments, doing so is both time- consuming and expensive. Also, although a number of prediction methods were proposed [237-242], they need the input from the 3D structure of the protein concerned, and hence the prediction is feasible only after its 3D structure has been determined. However, according to data released on5-May-2009 by the RCSB Protein Data Bank (http://www.rcsb.org/pdb), the number of proteins with 3D structure known is only about $1.34 \%$ of the number of sequence-known proteins. Therefore, it is highly desired to develop an automated method that can rapidly
and approximately predict the folding rates of proteins according to their sequence information alone. Some efforts have been made in this regard (see, e.g., $[243,244]$ ).

Since the experimentally observed folding rate for a protein chain usually represents the "apparent folding rate constant" [245] as denoted by $K_{f}$, it is instructive to unravel its relationship with the detailed rate constants, as given below.

The apparent folding rate constant $K_{f}$ for a protein chain is defined via the following differential equation

$$
\left\{\begin{array}{c}
\frac{\mathrm{dP}_{\text {unfold }}(t)}{\mathrm{d} t}=-K_{\mathrm{f}} \mathrm{P}_{\text {unfold }}(t)  \tag{6}\\
\frac{\mathrm{dP}_{\text {fold }}(t)}{\mathrm{d} t}=K_{\mathrm{f}} \mathrm{P}_{\text {unfold }}(t)
\end{array}\right.
$$

where $\mathrm{P}_{\text {unfold }}(t)$ and $\mathrm{P}_{\text {fold }}(t)$ represent the concentrations of its unfolded state and folded state, respectively. Suppose the total protein concentration is $C_{0}$, and initially only the unfolded protein is present; i.e., $\mathrm{P}_{\text {unfold }}(t)=C_{0}$ and $\mathrm{P}_{\text {fold }}(t)=0$ when $t=0$. Subsequently, the protein system is subjected to a sudden change in temperature, solvent, or any other factor that causes the protein to fold. Obviously, the solution for Eq. 6 is

$$
\left\{\begin{array}{l}
\mathrm{P}_{\text {unfold }}(t)=C_{0} \exp \left(-K_{\mathrm{f}} t\right)  \tag{7}\\
\mathrm{P}_{\text {fold }}(t)=C_{0}\left[1-\exp \left(-K_{\mathrm{f}} t\right)\right]
\end{array}\right.
$$

It can be seen from the above equation that the larger the $K_{f}$, the faster the folding rate will be. Given the value of $K_{f}$, the half-life of an unfolded protein chain can be expressed by

$$
\begin{equation*}
T_{1 / 2}=-\frac{\ln (1 / 2)}{K_{\mathrm{f}}} \cong 0.693 / K_{\mathrm{f}} \tag{8}
\end{equation*}
$$

which can also be used to reflect the time that is needed for a protein chain to be half folded. However, the actual folding process is much more complicated than the one as described by Eq. 6 even if the reverse rate for the folding system concerned can be ignored. As an illustration, let us consider the following three-state folding mechanism

$$
\begin{equation*}
\mathrm{P}_{\text {unfold }} \xrightarrow{k_{12}} \mathrm{P}_{\text {inter }} \xrightarrow{k_{23}} \mathrm{P}_{\text {fold }} \tag{9}
\end{equation*}
$$

where $P_{\text {inter }}(t)$ represents the concentration of an intermediate state between the unfolded and folded states, $k_{12}$ is the rate constant for $\mathrm{P}_{\text {unfold }}$ converting to $\mathrm{P}_{\text {inter }}$, and $k_{23}$ the rate constant for $P_{\text {inter }}$ converting to $P_{\text {fold }}$. Thus we have the following kinetic equation

$$
\left\{\begin{array}{l}
\frac{\mathrm{dP}_{\text {unfold }}(t)}{\mathrm{d} t}=-k_{12} \mathrm{P}_{\text {unfold }}(t)  \tag{10}\\
\frac{\mathrm{dP}_{\text {inter }}(t)}{\mathrm{d} t}=k_{12} \mathrm{P}_{\text {unfold }}(t)-k_{23} \mathrm{P}_{\text {inter }}(t) \\
\frac{\mathrm{dP}_{\text {fold }}(t)}{\mathrm{d} t}=k_{23} \mathrm{P}_{\text {inter }}(t)
\end{array}\right.
$$

To get the solution of Eq.10, let us use an intuitive diagram called "directed graph" or "digraph" G (Figure 17a) $[245,246]$ to represent Eq.9. To reflect the variation of the concentrations of the three protein states with time, the digraph $G$ is further transformed to the phase digraph $\tilde{G} \quad[245,246]$ as shown in Figure 17b, where $S$ is an interim parameter associated with the Laplace transform as shown in Eq.11.

$$
\left\{\begin{array}{l}
\tilde{\mathrm{P}}_{\text {unfold }}(s)=\int_{0}^{\infty} \mathrm{P}_{\text {unfold }}(t) \exp (-t s) \mathrm{d} t  \tag{11}\\
\tilde{\mathrm{P}}_{\text {inter }}(s)=\int_{0}^{\infty} \mathrm{P}_{\text {inter }}(t) \exp (-t s) \mathrm{d} t \\
\tilde{\mathrm{P}}_{\text {fold }}(s)=\int_{0}^{\infty} \mathrm{P}_{\text {fold }}(t) \exp (-t s) \mathrm{d} t
\end{array}\right.
$$

where $\tilde{\mathrm{P}}_{\text {unfold }}, \tilde{\mathrm{P}}_{\text {inter }}$ and $\tilde{\mathrm{P}}_{\text {fold }}$ are the phase concentrations of $\mathrm{P}_{\text {unfold }}, \mathrm{P}_{\text {inter }}$ and $\mathrm{P}_{\text {fold }}$, respectively. Thus, according to the phase digraph $\tilde{G}$ of Figure 17b and using the graphic rule 4 [245,246], which is also called the graphic rule for non-steady-state kinetics" in literatures (see, e.g., [247]), we can directly write out the following phase concentrations:

$$
\begin{gather*}
\tilde{\mathrm{P}}_{\text {unfold }}(s)=\frac{\left(s+k_{23}\right) s C_{0}}{s\left[\left(s+k_{23}\right) s+k_{12} s+k_{12} k_{23}\right]}=\frac{\left(s+k_{23}\right) C_{0}}{\left(s+k_{12}\right)\left(s+k_{23}\right)}=\frac{C_{0}}{s+k_{12}}  \tag{12.1}\\
\tilde{\mathrm{P}}_{\text {inter }}(s)=\frac{k_{12} s C_{0}}{s\left[\left(s+k_{23}\right) s+k_{12} s+k_{12} k_{23}\right]}=\frac{k_{12} C_{0}}{\left(s+k_{12}\right)\left(s+k_{23}\right)}  \tag{12.2}\\
\tilde{\mathrm{P}}_{\text {fold }}(s)=\frac{k_{12} k_{23} C_{0}}{s\left[\left(s+k_{23}\right) s+k_{12} s+k_{12} k_{23}\right]}=\frac{k_{12} k_{23} C_{0}}{s\left(s+k_{12}\right)\left(s+k_{23}\right)} \tag{12.3}
\end{gather*}
$$

Through the above phase concentrations and using Laplace transform table (see, e.g., [248] or any standard mathematical tables), we can immediately obtain the desired concentrations for $P_{\text {unfold }}, P_{\text {inter }}$ and $P_{\text {fold }}$ of Eq.10, as given by Eq. 13 .

$$
\left\{\begin{array}{l}
\mathrm{P}_{\text {unfold }}(t)=C_{0} \mathrm{e}^{-k_{12} t}  \tag{13}\\
\mathrm{P}_{\text {inter }}(t)=\frac{k_{12} C_{0}}{k_{23}-k_{12}}\left(\mathrm{e}^{-k_{12} t}-\mathrm{e}^{-k_{23} t}\right) \\
\mathrm{P}_{\text {fold }}(t)=\frac{C_{0}}{k_{23}-k_{12}}\left(k_{12} \mathrm{e}^{-k_{23} t}-k_{23} \mathrm{e}^{-k_{12} t}\right)+C_{0}
\end{array}\right.
$$

Accordingly, it follows from Eq. 13 that

$$
\begin{equation*}
\frac{\mathrm{dP}_{\text {fold }}(t)}{\mathrm{d} t}=\frac{k_{12} k_{23} C_{0}}{k_{23}-k_{12}}\left(\mathrm{e}^{-k_{12} t}-\mathrm{e}^{-k_{23} t}\right)=\frac{k_{12} k_{23}}{k_{23}-k_{12}}\left[1-\mathrm{e}^{-\left(k_{23}-k_{12}\right) t}\right] \mathrm{P}_{\text {unfold }} \tag{14}
\end{equation*}
$$

Comparing Eq. 14 with Eq.6, we obtain the following equivalent relation

$$
\begin{equation*}
K_{\mathrm{f}} \Leftrightarrow \frac{k_{12} k_{23}}{k_{23}-k_{12}}\left[1-\mathrm{e}^{-\left(k_{23}-k_{12}\right) t}\right] \tag{15}
\end{equation*}
$$

(a)

(b)


Figure 17. (a) The directed graph or digraph $G[245,246]$ for the three-state protein folding mechanism as schematically expressed by Eq. 9 and formulated by Eq.10. (b) The phase digraph $\tilde{G}$ obtained from $G$ of panel (a) according to graphic rule 4 for enzyme and protein folding kinetics [245,246], where $S$ is an interim parameter (see the text for further explanation).
meaning that the apparent folding rate constant $K_{f}$ is a function of not only the detailed rate constants, but also $t$. Accordingly, $K_{\mathrm{f}}$ is actually not a constant but will change with time. Only when $k_{23} \gg k_{12}$ and $k_{23} \gg 1$, can Eq. 15 be reduced to $K_{\mathrm{f}} \approx k_{12}$ and Eq. 14 to

$$
\begin{equation*}
\frac{\mathrm{dP}_{\text {folded }}(t)}{\mathrm{d} t} \approx k_{12} \mathrm{P}_{\text {unfold }}(t)=K_{f} \mathrm{P}_{\text {unfold }}(t) \tag{16}
\end{equation*}
$$

and $K_{\mathrm{f}}$ be treated as a constant.
Even for a two-state protein folding system when the reverse effect needs to be considered, i.e., the system described by the following scheme and equation

$$
\begin{gather*}
\mathrm{P}_{\text {unfold }} \stackrel{k_{12}}{\stackrel{k_{21}}{\rightleftarrows}} \mathrm{P}_{\text {fold }}  \tag{17}\\
\left\{\begin{array}{c}
\frac{\mathrm{dP}_{\text {unfold }}(t)}{\mathrm{d} t}=-k_{12} \mathrm{P}_{\text {unfold }}(t)+k_{21} \mathrm{P}_{\text {fold }}(t) \\
\frac{\mathrm{dP}_{\text {fold }}(t)}{\mathrm{d} t}=k_{12} \mathrm{P}_{\text {unfold }}(t)-k_{21} \mathrm{P}_{\text {fold }}(t)
\end{array}\right. \tag{18}
\end{gather*}
$$

where $k_{21}$ represents the reverse rate constant converting $P_{\text {fold }}$ back to $P_{\text {unfold }}$. With the similar derivation by using the non-steady state graphic rule $[245,246]$ as described above, we can get the following equivalent relation [249]

$$
\begin{equation*}
K_{\mathrm{f}} \Leftrightarrow\left\{\frac{k_{12}\left(k_{12}+k_{21}\right)}{k_{21}+k_{12} \exp \left[-\left(k_{12}+k_{21}\right) t\right]} \exp \left[-\left(k_{12}+k_{21}\right) t\right]\right\} \tag{19}
\end{equation*}
$$

indicating that, even for the two-state folding system of Eq.17, the apparent folding rate constant $K_{f}$ can be treated as a constant only when $k_{12} \gg k_{21}$ and $k_{12} \gg 1$.
It can be imagined that for a general multi-state folding system, $K_{\mathrm{f}}$ will be much more complicated. Consequently, all the experimental apparent folding rate constants were actually measured under some special conditions.
Recently, a web-server, called "Pred-PFR" (Predicting Protein Folding Rate), was developed for predicting the folding rate of a protein [249]. The predictor is featured by fusing multiple individual predictors, each of which is established based on one special feature derived from the protein sequence. As a user-friendly web-server,

Pred-PFR is freely accessible to the public at www.csbio.sjtu.edu.cn/bioinf/FoldingRate/.

### 2.15. FoldRate

This is a different kind of protein folding rate predictor developed by fusing the folding-correlated features that can be either directly obtained or easily derived from the sequences of proteins [250]. FoldRate is freely accessible to the public at www.csbio.sjtu.edu.cn/bioinf/FoldRate/.

Both Pred-PFR and FoldRate can be used to predict the folding rate of a protein according to its sequence alone. The time by using the two web-server predictors to get the desired result for a query protein sequence is around 30 seconds. And the results obtained thus obtained are usually at least comparable with or even better than the existing methods that, however, need both the sequence and 3D structure information for prediction.

## 3. LIST OF WEB SERVERS

For reader's convenience, a brief description of each of the 15 web servers introduced in this article as well as its website address is given in Table 3.

## 4. CONCLUSION

Web-server is a newly emerging thing in the Internet Age. Technically speaking, a web-server means a computer program that is responsible for accepting HTTP (Hypertext Transfer Protocol) requests from clients. By means of web-servers, many computational prediction methods, regardless how difficult their mathematics or how complicated their algorithms are, can be easily used by the vast majority of scientists without the need to understand the mathematical details. Written as a laboratory protocol with a "recipe" style, the web-servers introduced here are user friendly and can be very easily used. Therefore, they are particularly useful for bench scientists to generate various data or information in a timely manner that they may need for their research projects.

It is anticipated that all these web-servers are constantly evolving with continuously improving the training datasets and prediction algorithms. To keep the users timely informed of the development, a short note will be published or an announcement will be placed in the relevant website.

Table 3. List of the 15 web servers introduced in this paper as well as their website addresses and targets.

| No. | Name | Website address | Target |
| :---: | :---: | :---: | :---: |
| 1 | Cell-PLoc package | http://chou.med.harvard.edu/bioinf/Cell-PLoc/ | Protein subcellular localization [49] |
| 2 | Nuc-PLoc | $\underline{\text { http://chou.med.harvard.edu/bioinf/Nuc-PLoc/ }}$ | Protein subnuclear localization [63] |
| 3 | Signal-CF | $\underline{\text { http://chou.med.harvard.edu/bioinf/Signal-CF/ }}$ | Protein signal peptide [79] |
| 4 | Signal-3L | http://chou.med.harvard.edu/bioinf/Signal-3L/ | Protein signal peptide [82] |
| 5 | MemType-2L | http://chou.med.harvard.edu/bioinf/MemType/ | Membrane protein type [54] |
| 6 | EzyPred | http://chou.med.harvard.edu/bioinf/EzyPred/ | Enzyme functional class [126] |
| 7 | ProtIdent | http://www.csbio.sjtu.edu.cn/bioinf/Protease/ | Protease type [55] |
| 8 | GPCR-CA | $\underline{\text { http://218.65.61.89:8080/bioinfo/GPCR-CA }}$ | GPCR type [160] |
| 9 | HIVcleave | http://chou.med.harvard.edu/bioinf/HIV/ | HIV protease cleavage site [187] |
| 10 | QuatIdent | www.csbio.sjtu.edu.cn/bioinf/Quaternary/ | Protein quaternary structural attribute [197] |
| 11 | PQSA-Pred | $\underline{\text { http://218.65.61.89:8080/bioinfo/pqsa-pred }}$ | Protein quaternary structural attribute [198] |
| 12 | PFP-Pred | http://www.csbio.sjtu.edu.cn/bioinf/PFP-Pred/ | Protein fold pattern [232] |
| 13 | PFP-FunDSeqE | Www.csbio.sjtu.edu.cn/bioinf/PFP-FunDSeqE/ | Protein fold pattern [234] |
| 14 | Pred-PFR | www.csbio.sjtu.edu.cn/bioinf/FoldingRate/ | Protein folding rate [249] |
| 15 | FoldRate | www.csbio.sjtu.edu.cn/bioinf/FoldRate/ | Protein folding rate [250] |
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Appendix A. A comparison between the predicted results by Euk-mPLoc and the experimental results reported latter. Listed in column 4 are the predicted results (marked in blue); those in column 5 are the experimental results. The comments in column 6 indicate whether the proteins concerned are with single
location or multiple locations; the comment content is colored in red when the prediction is inconsistent or partly inconsistent with observation. See the text for further explanation. (For interpretation of the references to color in this caption, the reader is referred to the web version of this paper.)

|  |  | Subcellular location <br> annotated in | Subcellular location <br> predicted prior to <br> experimental reports by <br> Euk-mPLoc before <br> November 2006 | Subcellular location ob- <br> served by experiments <br> later and annotated in <br> Swiss-Prot 53.2 released <br> Number 26-June-2007 | Comment |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Swis-Prot 50.7 |  |  |  |  |  |
| released on |  |  |  |  |  |
| 19-Sept-2006 |  |  |  |  |  |$\quad$| Con |
| :---: |


| 29 | O74854 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus (constantly expressed throughout the cell cycle; expressed in nucleus except the nucleolus and is localized at cell tips on both sides of the septum in septated cells) | Multiple |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 30 | 074910 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus | Multiple |
| 31 | O75251 | Unknown | Mitochondrion | Mitochondrion | Single |
| 32 | 080448 | Unknown | Cytoplasm | Cytoplasm | Single |
| 33 | 094334 | Unknown | Cytoplasm | Cytoplasm | Single |
| 34 | 094435 | Unknown | Cytoplasm | Cytoplasm | Single |
| 35 | 094661 | Unknown | Endoplasmic reticulum | Endoplasmic reticulum (endoplasmic reticulum membrane; single-pass membrane protein) | Single |
| 36 | O94665 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus | Multiple |
| 37 | O94668 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus | Multiple |
| 38 | P01014 | Unknown | Secreted protein | Secreted protein | Single |
| 39 | P01023 | Unknown | Secreted protein. | Secreted protein | Single |
| 40 | P01025 | Unknown | Secreted protein | Secreted protein | Single |
| 41 | P01026 | Unknown | Secreted protein | Secreted protein | Single |
| 42 | P01029 | Unknown | Secreted protein | Secreted protein | Single |
| 43 | P01031 | Unknown | Secreted protein | Secreted protein | Single |
| 44 | P01032 | Unknown | Secreted protein | Secreted protein | Single |
| 45 | P01034 | Unknown | Secreted protein | Secreted protein | Single |
| 46 | P01035 | Unknown | Secreted protein | Secreted protein | Single |
| 47 | P01036 | Unknown | Secreted protein | Secreted protein | Single |
| 48 | P01037 | Unknown | Secreted protein | Secreted protein | Single |
| 49 | P01038 | Unknown | Secreted protein | Secreted protein | Single |
| 50 | P01127 | Unknown | Secreted protein | Secreted protein | Single |
| 51 | P01356 | Unknown | Secreted protein | Secreted protein | Single |
| 52 | P02400 | Unknown | Cytoplasm | Cytoplasm | Single |
| 53 | P02405 | Unknown | Cytoplasm | Cytoplasm | Single |
| 54 | P02407 | Unknown | Cytoplasm | Cytoplasm | Single |
| 55 | P02735 | Unknown | Secreted protein | Secreted protein | Single |
| 56 | P02738 | Unknown | Secreted protein | Secreted protein | Single |
| 57 | P02739 | Unknown | Secreted protein | Secreted protein | Single |
| 58 | P02740 | Unknown | Secreted protein | Secreted protein | Single |
| 59 | P03952 | Unknown | Secreted protein | Secreted protein | Single |
| 60 | P04003 | Unknown | Secreted protein | Secreted protein | Single |
| 61 | P04085 | Unknown | Secreted protein | Secreted protein | Single |
| 62 | P04449 | Unknown | Cytoplasm | Cytoplasm | Single |
| 63 | P04551 | Unknown | Cytoplasm | Cytoplasm | Single |
| 64 | P05318 | Unknown | Cytoplasm | Cytoplasm | Single |
| 65 | P05319 | Unknown | Cytoplasm | Cytoplasm | Single |


| 66 | P05735 | Unknown | Cytoplasm | Cytoplasm | Single |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 67 | P05736 | Unknown | Cytoplasm | Cytoplasm | Single |
| 68 | P05737 | Unknown | Cytoplasm | Cytoplasm | Single |
| 69 | P05738 | Unknown | Cytoplasm | Cytoplasm | Single |
| 70 | P05745 | Unknown | Cytoplasm | Cytoplasm | Single |
| 71 | P05747 | Unknown | Cytoplasm | Cytoplasm | Single |
| 72 | P05749 | Unknown | Cytoplasm | Cytoplasm | Single |
| 73 | P05753 | Unknown | Cytoplasm | Cytoplasm | Single |
| 74 | P06307 | Unknown | Secreted protein | Secreted protein | Single |
| 75 | P06684 | Unknown | Secreted protein | Secreted protein | Single |
| 76 | P06911 | Unknown | Secreted protein | Secreted protein | Single |
| 77 | P07279 | Unknown | Cytoplasm | Cytoplasm | Single |
| 78 | P07280 | Unknown | Cytoplasm | Cytoplasm | Single |
| 79 | P07281 | Unknown | Cytoplasm | Cytoplasm | Single |
| 80 | P08607 | Unknown | Secreted protein | Secreted protein | Single |
| 81 | P08621 | Unknown | Nucleus | Nucleus | Single |
| 82 | P08649 | Unknown | Secreted protein | Secreted protein | Single |
| 83 | P09040 | Unknown | Secreted protein | Secreted protein | Single |
| 84 | P09240 | Unknown | Secreted protein | Secreted protein | Single |
| 85 | P09859 | Unknown | Secreted protein | Secreted protein | Single |
| 86 | P09932 | Unknown | Nucleus | Nucleus | Single |
| 87 | P0C0L4 | Unknown | Secreted protein | Secreted protein | Single |
| 88 | P0C0L5 | Unknown | Secreted protein | Secreted protein | Single |
| 89 | P0C0T4 | Unknown | Cytoplasm; | Cytoplasm | Single |
| 90 | P0C0V8 | Unknown | Cytoplasm | Cytoplasm | Single |
| 91 | P0C0W9 | Unknown | Cytoplasm | Cytoplasm | Single |
| 92 | P0C0X0 | Unknown | Cytoplasm | Cytoplasm | Single |
| 93 | P10622 | Unknown | Cytoplasm | Cytoplasm | Single |
| 94 | P10664 | Unknown | Cytoplasm | Cytoplasm | Single |
| 95 | P12082 | Unknown | Secreted protein | Secreted protein | Single |
| 96 | P14127 | Unknown | Cytoplasm | Cytoplasm | Single |
| 97 | P14272 | Unknown | Secreted protein | Secreted protein | Single |
| 98 | P14605 | Unknown | Cytoplasm; Membrane | Cytoplasm | Single |
| 99 | P14796 | Unknown | Cytoplasm | Cytoplasm | Single |
| 100 | P14841 | Unknown | Secreted protein | Secreted protein | Single |
| 101 | P15638 | Unknown | Secreted protein | Secreted protein | Single |
| 102 | P17076 | Unknown | Cytoplasm | Cytoplasm | Single |
| 103 | P17079 | Unknown | Chloroplast; Cytoplasm | Cytoplasm | Single |
| 104 | P17157 | Unknown | Centriole; Nucleus | Cytoplasm; Nucleus | Multiple |
| 105 | P17248 | Unknown | Cytoplasm | Cytoplasm | Single |
| 106 | P17629 | Unknown | Nucleus | Nucleus | Single |
| 107 | P19313 | Unknown | Secreted protein | Secreted protein | Single |
| 108 | P19707 | Unknown | Secreted protein | Secreted protein | Single |
| 109 | P19708 | Unknown | Secreted protein | Secreted protein | Single |
| 110 | P19823 | Unknown | Secreted protein | Secreted protein | Single |


| 111 | P19827 | Unknown | Secreted protein | Secreted protein | Single |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 112 | P20033 | Unknown | Secreted protein | Secreted protein | Single |
| 113 | P20851 | Unknown | Secreted protein | Secreted protein | Single |
| 114 | P21651 | Unknown | Nucleus | Nucleus (localizes to | Single |
| 115 | P22227 | Unknown | Nucleus | Nucleus | Single |
| 116 | P22298 | Unknown | Secreted protein | Secreted protein | Single |
| 117 | P23023 | Unknown | Nucleus | Nucleus | Single |
| 118 | P23248 | Unknown | Cytoplasm | Cytoplasm | Single |
| 119 | P23362 | Unknown | Secreted protein | Secreted protein | Single |
| 120 | P23381 | Unknown | Cytoplasm | Cytoplasm. | Single |
| 121 | P23699 | Unknown | Acrosome | Secreted protein | Single |
| 122 | P24000 | Unknown | Cytoplasm | Cytoplasm | Single |
| 123 | P25328 | Unknown | Cytoplasm | Cytoplasm (the virus has no extracellular transmission pathway; it exists as a ribonucleoprotein viral particle in the host cytoplasm) | Single |
| 124 | P25355 | Unknown | Cytoplasm | Cytoplasm | Single |
| 125 | P25454 | Unknown | Nucleus | Nucleus (localizes as foci on meiotic chromosomes) | Single |
| 126 | P25574 | Unknown | Endoplasmic reticulum | Endoplasmic reticulum (Endoplasmic reticulum membrane; single-pass type 1 membrane protein) | Single |
| 127 | P25586 | Unknown | Nucleus | Nucleus (nucleolus) | Single |
| 128 | P26262 | Unknown | Secreted protein | Secreted protein | Single |
| 129 | P26781 | Unknown | Cytoplasm | Cytoplasm | Single |
| 130 | P26782 | Unknown | Cytoplasm; Mitochondrion | Cytoplasm | Single |
| 131 | P28325 | Unknown | Secreted protein | Secreted protein | Single |
| 132 | P28576 | Unknown | Secreted protein | Secreted protein | Single |
| 133 | P29453 | Unknown | Cytoplasm | Cytoplasm | Single |
| 134 | P30183 | Unknown | Centriole; Nucleus | Nucleus | Single |
| 135 | P31532 | Unknown | Secreted protein | Secreted protein | Single |
| 136 | P32344 | Unknown | Mitochondrion | Mitochondrion | Single |
| 137 | P32452 | Unknown | Chloroplast; Cytoplasm | Cytoplasm | Single |
| 138 | P32769 | Unknown | Cytoplasm | Cytoplasm | Single |
| 139 | P32827 | Unknown | Cytoplasm | Cytoplasm | Single |
| 140 | P32841 | Unknown | Cytoplasm; Nucleus | Nucleus (localizes to chromosomes) | Single |
| 141 | P32921 | Unknown | Cytoplasm | Cytoplasm | Single |
| 142 | P33420 | Unknown | Cytoplasm | Cytoplasm (localizes to spindle poles throughout the cell cycle) | Single |
| 143 | P33442 | Unknown | Cytoplasm | Cytoplasm | Single |


| 144 | P34007 | Unknown | Secreted protein | Secreted protein | Single |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 145 | P34217 | Unknown | Cytoplasm | Cytoplasm | Single |
| 146 | P34241 | Unknown | Nucleus | Nucleus (accumulates in the immediate vicinity of the dense fibrillar component of nucleolus) | Single |
| 147 | P34544 | Unknown | Nucleus | Nucleus | Single |
| 148 | P35481 | Unknown | Secreted protein | Secreted protein | Single |
| 149 | P35541 | Unknown | Secreted protein | Secreted protein | Single |
| 150 | P35542 | Unknown | Secreted protein | Secreted protein | Single |
| 151 | P35735 | Unknown | Membrane | Cell membrane (multi-pass membrane protein) | Single |
| 152 | P35997 | Unknown | Cytoplasm | Cytoplasm | Single |
| 153 | P36013 | Unknown | Mitochondrion | Mitochondrion (mitochondrial matrix) | Single |
| 154 | P36038 | Unknown | Mitochondrion | Mitochondrion | Single |
| 155 | P36056 | Unknown | Mitochondrion | Mitochondrion | Single |
| 156 | P36105 | Unknown | Cytoplasm | Cytoplasm | Single |
| 157 | P36138 | Unknown | Cytoplasm | Cytoplasm | Single |
| 158 | P36141 | Unknown | Mitochondrion | Mitochondrion | Single |
| 159 | P38175 | Unknown | Mitochondrion | Mitochondrion | Single |
| 160 | P38212 | Unknown | Endoplasmic reticulum; Golgi | Endoplasmic reticulum (endoplasmic reticulum membrane; single-pass type 1 membrane protein) | Single |
| 161 | P38260 | Unknown | Cytoplasm | Cytoplasm | Single |
| 162 | P38289 | Unknown | Mitochondrion | Mitochondrion | Single |
| 163 | P38324 | Unknown | Nucleus | Nucleus | Single |
| 164 | P38334 | Unknown | Golgi | Golgi apparatus (cis-Golgi network) | Single |
| 165 | P38339 | Unknown | Cytoplasm | Cytoplasm (bud and bud neck) | Single |
| 166 | P38344 | Unknown | Cytoplasm | Cytoplasm | Single |
| 167 | P38711 | Unknown | Cytoplasm | Cytoplasm | Single |
| 168 | P38754 | Unknown | Cytoplasm | Cytoplasm | Single |
| 169 | P38779 | Unknown | Nucleus | Nucleus (nucleolus) | Single |
| 170 | P38783 | Unknown | Mitochondrion | Mitochondrion | Single |
| 171 | P38813 | Unknown | Endoplasmic reticulum; Golgi | Endoplasmic reticulum (endoplasmic reticulum membrane; single-pass type 1 membrane protein) | Single |
| 172 | P38844 | Unknown | Cell wall; Secreted protein | Cell wall (lipid-anchor; GPI-anchored cell wall protein) | Single |
| 173 | P38961 | Unknown | Nucleus | Nucleus (nucleolus) | Single |


| 174 | P39016 | Unknown | Cytoplasm | Cytoplasm | Single |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 175 | P39729 | Unknown | Cytoplasm | Cytoplasm | Single |
| 176 | P39732 | Unknown | Cytoplasm | Cytoplasm | Single |
| 177 | P39741 | Unknown | Cytoplasm | Cytoplasm | Single |
| 178 | P39939 | Unknown | Cytoplasm | Cytoplasm | Single |
| 179 | P40005 | Unknown | Cytoplasm | Cytoplasm | Single |
| 180 | P40033 | Unknown | Mitochondrion | Mitochondrion | Single |
| 181 | P40048 | Unknown | Cytoplasm | Cytoplasm | Single |
| 182 | P40096 | Unknown | Nucleus | Nucleus | Single |
| 183 | P40186 | Unknown | Cytoplasm | Cytoplasm | Single |
| 184 | P40212 | Unknown | Cytoplasm | Cytoplasm | Single |
| 185 | P40213 | Unknown | Cytoplasm | Cytoplasm | Single |
| 186 | P40215 | Unknown | Mitochondrion | Mitochondrion (mitochondrial intermembrane space) | Single |
| 187 | P40453 | Unknown | Cytoplasm; Nucleus | Cytoplasm | Single |
| 188 | P40496 | Unknown | Mitochondrion | Mitochondrion | Single |
| 189 | P40525 | Unknown | Cytoplasm | Cytoplasm | Single |
| 190 | P40530 | Unknown | Mitochondrion | Mitochondrion (mitochondrial matrix) | Single |
| 191 | P40558 | Unknown | Cytoplasm | Cytoplasm | Single |
| 192 | P40976 | Unknown | Chloroplast; Cytoplasm | Cytoplasm | Single |
| 193 | P41056 | Unknown | Cytoplasm | Cytoplasm | Single |
| 194 | P41057 | Unknown | Cytoplasm | Cytoplasm | Single |
| 195 | P41058 | Unknown | Cytoplasm | Cytoplasm | Single |
| 196 | P41229 | Unknown | Nucleus | Nucleus | Single |
| 197 | P41520 | Unknown | Secreted protein | Secreted protein | Single |
| 198 | P42027 | Unknown | Mitochondrion | Mitochondrion | Single |
| 199 | P42028 | Unknown | Mitochondrion | Mitochondrion | Single |
| 200 | P42819 | Unknown | Secreted protein | Secreted protein | Single |
| 201 | P42846 | Unknown | Nucleus | Nucleus (nucleolus) | Single |
| 202 | P43565 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus | Multiple |
| 203 | P46784 | Unknown | Cytoplasm; Mitochondrion | Cytoplasm | Single |
| 204 | P46990 | Unknown | Chloroplast; Cytoplasm | Cytoplasm | Single |
| 205 | P46995 | Unknown | Nucleus | Nucleus | Single |
| 206 | P47006 | Unknown | Nucleus | Nucleus (nucleolus) | Single |
| 207 | P47025 | Unknown | Mitochondrion | Mitochondrion (mitochondrial outer membrane; cytoplasmic side) | Single |
| 208 | P47076 | Unknown | Nucleus | Nucleus | Single |
| 209 | P47108 | Unknown | Nucleus | Nucleus (nucleolus) | Single |
| 210 | P47122 | Unknown | Cytoplasm | Cytoplasm | Single |
| 211 | P47141 | Unknown | Mitochondrion | Mitochondrion | Single |
| 212 | P47150 | Unknown | Mitochondrion | Mitochondrion | Single |


| 213 | P48524 | Unknown | Cytoplasm | Cytoplasm | Single |
| :--- | :--- | :--- | :---: | :---: | :---: |
| 214 | P49166 | Unknown | Cytoplasm | Cytoplasm | Single |
| 215 | P49167 | Unknown | Cytoplasm | Cytoplasm | Single |
| 216 | P49591 | Unknown | Cytoplasm | Cytoplasm | Single |
| 217 | P49626 | Unknown | Cytoplasm | Cytoplasm | Single |
| 218 | P49631 | Unknown | Cytoplasm | Cytoplasm | Single |
| 219 | P50109 | Unknown | Cytoplasm | Cytoplasm | Single |
| 220 | P51401 | Unknown | Cytoplasm | Cytoplasm | Single |
| 221 | P51402 | Unknown | Cytoplasm | Cytoplasm | Single |
| 222 | P53030 | Unknown | Cytoplasm | Cytoplasm | Single |
| 223 | P53080 | Unknown | Cytoplasm | Cytoplasm | Single |
| 224 | P53088 | Unknown | Mitochondrion | Mitochondrion | Single |
| 225 | P53124 | Unknown | Cytoplasm | Cytoplasm | Single |
| 226 | P53188 | Unknown | Nucleus | Nucleus (nucleolus) | Single |
| 227 | P53292 | Unknown | Mitochondrion | Mitochondrion | Single |
| 228 | P53305 | Unknown | Mitochondrion | Mitochondrion | Single |
| 229 | P53552 | Unknown | Cytoplasm; Nucleus | Nucleus | Single |
| 230 | P53743 | Unknown | Cytoplasm; Nucleus | Nucleus (nucleolus) | Single |
|  |  |  |  | Cytoplasm (arrives at the |  |
|  |  |  | bud site approximately |  |  |
| 231 | P53890 | Unknown | Cytoplasm | coincident with bud | Single |
|  |  |  |  | emergence and dissociates | from the septin scaffold |


| 249 | P97430 | Unknown | Secreted protein | Secreted protein | Single |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 250 | P98119 | Unknown | Secreted protein | Secreted protein | Single |
| 251 | P98121 | Unknown | Secreted protein | Secreted protein | Single |
| 252 | Q00420 | Unknown | Nucleus | Nucleus | Single |
| 253 | Q01163 | Unknown | Mitochondrion | Mitochondrion | Single |
| 254 | Q01448 | Unknown | Nucleus | Nucleus | Single |
| 255 | Q02326 | Unknown | Chloroplast; Cytoplasm | Cytoplasm | Single |
| 256 | Q02753 | Unknown | Cytoplasm | Cytoplasm | Single |
| 257 | Q03213 | Unknown | Nucleus | Nucleus | Single |
| 258 | Q03337 | Unknown | Golgi | Golgi apparatus (cis-Golgi network) | Single |
| 259 | Q03758 | Unknown | Cytoplasm | Cytoplasm | Single |
| 260 | Q03784 | Unknown | Golgi | Golgi apparatus (cis-Golgi network) | Single |
| 261 | Q04231 | Unknown | Centriole; Cytoplasm | Nucleus | Single |
| 262 | Q04235 | Unknown | Cytoplasm | Cytoplasm | Single |
| 263 | Q04264 | Unknown | Nucleus | Nucleus | Single |
| 264 | Q04806 | Unknown | Cytoplasm | Cytoplasm | Single |
| 265 | Q04949 | Unknown | Cytoplasm | Cytoplasm (concentrates at motile dots in the cytoplasm corresponding to the plus ends of cytoplasmic microtubules) | Single |
| 266 | Q06033 | Unknown | Secreted protein | Secreted protein | Single |
| 267 | Q06078 | Unknown | Nucleus | Nucleus (nucleolus) | Single |
| 268 | Q06547 | Unknown | Nucleus | Nucleus | Single |
| 269 | Q07092 | Unknown | Secreted protein | Secreted protein (extracellular space; extracellular matrix) | Single |
| 270 | Q09094 | Unknown | Centriole; Nucleus | Nucleus | Single |
| 271 | Q09792 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus | Multiple |
| 272 | Q09796 | Unknown | Nucleus | Nucleus (nuclear rim) | Single |
| 273 | Q09815 | Unknown | Cytoplasm | Cytoplasm (septum) | Single |
| 274 | Q09855 | Unknown | Cytoplasm | Cytoplasm | Single |
| 275 | Q09868 | Unknown | Cytoplasm | Cytoplasm | Single |
| 276 | Q09884 | Unknown | Chloroplast; Cytoplasm | Cytoplasm; Nucleus | Multiple |
| 277 | Q09902 | Unknown | Cytoplasm; Nucleus. | Cytoplasm; Nucleus | Multiple |
| 278 | Q10168 | Unknown | Nucleus | Nucleus (nuclear pore complex; cytoplasmic side. Nucleus; nuclear pore complex; nucleoplasmic side) | Single |
| 279 | Q10180 | Unknown | Cytoplasm | Cytoplasm (localizes to the barrier septum and cell tip) | Single |
| 280 | Q10223 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus (associated with vesicle-like and endoplasmic reticulum structures) | Multiple |


| 281 | Q10225 | Unknown | Cytoplasm | Cytoplasm | Single |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 282 | Q10253 | Unknown | Cytoplasm | Cytoplasm | Single |
| 283 | Q10257 | Unknown | Nucleus | Nucleus (nucleolus) | Single |
| 284 | Q10271 | Unknown | Cytoplasm; Nucleus | Nucleus; Cytoplasm (localizes to a large number of foci in both the nucleus and cytoplasm) | Multiple |
| 285 | Q10274 | Unknown | Cytoplasm; Nucleus | Nucleus | Single |
| 286 | Q10308 | Unknown | Mitochondrion | Mitochondrion | Single |
| 287 | Q10326 | Unknown | Cytoplasm | Cytoplasm (localizes to the barrier septum) | Single |
| 288 | Q10432 | Unknown | Nucleus | Nucleus; Nucleoplasm | Single |
| 289 | Q10434 | Unknown | Cytoplasm | Cytoplasm (localizes to cell tips during interphase) | Single |
| 290 | Q10447 | Unknown | Cytoplasm | Cytoplasm (located at the cell tip) | Single |
| 291 | Q10474 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus | Multiple |
| 292 | Q12087 | Unknown | Cytoplasm | Cytoplasm | Single |
| 293 | Q12213 | Unknown | Chloroplast; Cytoplasm | Cytoplasm | Single |
| 294 | Q12215 | Unknown | Membrane | Membrane (multipass membrane protein) | Single |
| 294 | Q12263 | Unknown | Cytoplasm | Cytoplasm (bud neck) | Single |
| 295 | Q12690 | Unknown | Cytoplasm | Cytoplasm | Single |
| 296 | Q14624 | Unknown | Secreted protein | Secreted protein | Single |
| 297 | Q20347 | Unknown | Cytoplasm | Cytoplasm | Single |
| 298 | Q22866 | Unknown | Cytoplasm | Cytoplasm | Single |
| 299 | Q28065 | Unknown | Secreted protein | Secreted protein | Single |
| 300 | Q28066 | Unknown | Secreted protein | Secreted protein | Single |
| 301 | Q3E754 | Unknown | Cytoplasm | Cytoplasm | Single |
| 302 | Q3E757 | Unknown | Cytoplasm | Cytoplasm | Single |
| 303 | Q3E792 | Unknown | Cytoplasm; Mitochondrion | Cytoplasm | Single |
| 304 | Q3E7X9 | Unknown | Cytoplasm | Cytoplasm | Single |
| 305 | Q42577 | Unknown | Mitochondrion | Mitochondrion | Single |
| 306 | Q43844 | Unknown | Mitochondrion | Mitochondrion | Single |
| 307 | Q61702 | Unknown | Secreted protein | Secreted protein | Single |
| 308 | Q61703 | Unknown | Secreted protein | Secreted protein | Single |
| 309 | Q61704 | Unknown | Secreted protein | Secreted protein | Single |
| 310 | Q62261 | Unknown | Membrane | Cell membrane (peripheral membrane protein; cytoplasmic side) | Single |
| 311 | Q63514 | Unknown | Secreted protein | Secreted protein | Single |
| 312 | Q63515 | Unknown | Secreted protein | Secreted protein | Single |
| 313 | Q6NS38 | Unknown | Cytoplasm; Nucleus | Nucleus (detected in replication foci during s-phase) | Single |


| 314 | Q86XK2 | Unknown | Nucleus | Nucleus | Single |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 315 | Q8TCJ0 | Unknown | Cytoplasm; Nucleus | Nucleus | Single |
| 316 | Q96Q83 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus | Multiple |
| 317 | Q96RK4 | Unknown | Centriole; Cytoplasm | Centrosome (localizes to the pericentriolar region throughout the cell cycle) | Single |
| 318 | Q9C0U3 | Unknown | Mitochondrion | Mitochondrion | Single |
| 319 | Q9C0W0 | Unknown | Nucleus | Nucleus | Single |
| 320 | Q9C104 | Unknown | Cytoplasm | Cytoplasm | Single |
| 321 | Q9C110 | Unknown | Cytoplasm | Cytoplasm | Single |
| 322 | Q9DB96 | Unknown | Centriole; Cytoplasm; Nucleus | Nucleus; Cytoplasm (detected in axons, dendrites and filopodia) | Multiple |
| 323 | Q9H7D7 | Unknown | Cytoplasm | Cytoplasm | Single |
| 324 | Q9NR20 | Unknown | Cytoplasm | Cytoplasm | Single |
| 325 | Q9P7N0 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus | Multiple |
| 326 | Q9UPN7 | Unknown | Cytoplasm | Cytoplasm | Single |
| 327 | Q9US49 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus | Multiple |
| 328 | Q9USR9 | Unknown | Nucleus | Nucleus (nucleoplasm) | Single |
| 329 | Q9USV4 | Unknown | Cytoplasm | Cytoplasm | Single |
| 330 | Q9UT31 | Unknown | Mitochondrion | Mitochondrion | Single |
| 331 | Q9UTR7 | Unknown | Cytoplasm | Cytoplasm | Single |
| 332 | Q9UU87 | Unknown | Cytoplasm; Nucleus | Cytoplasm; Nucleus | Multiple |
| 333 | Q9Y7V0 | Unknown | Endoplasmic reticulum | Endoplasmic reticulum (endoplasmic reticulum membrane; single-pass type 2 membrane protein) | Single |
| 334 | Q9ZNR6 | Unknown | Cytoplasm | Cytoplasm | Single |
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#### Abstract

Structural genomics (SG) is an international effort that aims at solving three-dimensional shapes of important biological macro-molecules with primary focus on proteins. One of the main bottlenecks in SG is the ability to produce diffraction quality crystals for X-ray crystallography based protein structure determination. SG pipelines allow for certain flexibility in target selection which motivates development of insilico methods for sequence-based prediction/ assessment of the protein crystallization propensity. We overview existing SG databanks that are used to derive these predictive models and we discuss analytical results concerning protein sequence properties that were discovered to correlate with the ability to form crystals. We also contrast and empirically compare modern sequence-based predictors of crystallization propensity including OB-Score, ParCrys, XtalPred and CRYSTALP2. Our analysis shows that these methods provide useful and complimentary predictions. Although their average accuracy is similar at around $70 \%$, we show that application of a simple majority-vote based ensemble improves accuracy to almost $74 \%$. The best improvements are achieved by combining XtalPred with CRYSTALP2 while OB-Score and ParCrys methods overlap to a larger extend, although they still complement the other two predictors. We also demonstrate that $90 \%$ of the protein chains can be correctly predicted by at least one of these methods, which suggests that more accurate ensembles could be built in the future. We believe that current protein crystallization propensity predictors could provide useful input for the target selection procedures utilized by the SG centers.
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## 1. INTRODUCTION

Proteins are organic compounds composed of amino acids arranged in a linear chain polymer with the help of peptide bonds. Proteins implement a wide variety of functions such as transportation, signalling, catalysis of chemical reactions, formation of the cell cytoskeleton, immune responses, regulation of cell processes, etc. etc. They are so versatile due to their ability to adopt an immense variety of shapes. Knowledge of the tertiary (three-dimensional) structure of proteins is vitally important for understanding and manipulating their biochemical and cellular functions. For instance, this knowledge is exploited in rational drug design via virtual screening [1-3], provides insights into various diseases [4] and it is used in deciphering interactions of proteins with other macro molecules and smaller ligands [5-7].

### 1.1. Structural Genomics

As of July 2009 we know close to 8.2 million nonredundant protein chains which can be found in SeqRef database [8] but the corresponding structure is know for "only" about 55 thousand proteins which are deposited into the Protein Data Bank (PDB) database [9]. This wide and continually widening sequence-structure gap calls for new and efficient efforts that would help in acquiring protein structures. This resulted in creation of structural genomics (SG) which is an international effort to find the three-dimensional shapes of important biological macro-molecules, primarily focusing on proteins [10]. In contrast to a traditional approach used by structural biologists who often work with a given protein that they try to solve for many years, the structural genomics efforts frequently concern "unknown" proteins. Moreover, SG focuses on development and usage of high
throughput and cost-effective methods for protein production and determination of the corresponding structure which are implemented with the help of dedicated SG centers. In the United States one of the first SG efforts, which was undertaken around year 2000, was the creation of a multi-center, including four large-scale centers and six specialized centers, Protein Structure Initiative. Similar SG projects were also carried out in Canada, Israel, Japan, and Europe. For example, Structural Genomics Consortium which was formed in 2004 spans centers at the Oxford University, University of Toronto and Karolinska Institute. Analysis shows that in 2004/ 2005 about half of protein structures were solved at a SG centers rather than in the traditional laboratory [11]. Also, at that time the cost of solving a structure at the most efficient SG center in the United States was equal to about $25 \%$ of the estimated cost when using the traditional methods [11]. Another more recent study shows that the production-line approach taken at the Protein Structure Initiative centers reduced the cost of solving structures from $\sim \$ 250,000$ apiece in 2000 to $\sim \$ 66,000$ in 2008 [12]. Most importantly, from our point of view, these SG initiatives shifted the focus from one-by-one determination of individual protein structures, which is being pursued by structural biologists, to protein fam-ily-directed structure analyses in which a group of proteins is targeted and structure(s) of representative members are determined and used to represent the entire group [13]. The corresponding process of choosing representative proteins is known as target selection and it encompasses a computational process of restricting candidate proteins to those that are tractable and of un-
known structure and prioritizing them according to expected interest and accessibility [14]. In the case of the Protein Structure Initiative, the target selection concentrates on representatives from large, structurally uncharacterized protein domain families, and from structurally uncharacterized subfamilies in very large and diverse families with incomplete structural coverage [15]. We note that this approach allows for some flexibility in the selection of the targets.

### 1.2. X-ray Crystallography and Protein Crystallization

The protein structures are being determined with the help of experimental methods including X-ray crystallography [16], NMR spectroscopy [17], electron microscopy [18], and (more recently) by application of computational approaches such as homology modelling [19, 20]. The most popular method, which accounts for approximately $86 \%$ of the solved and deposited protein structures, is the X-ray crystallography; see Figure 1. At the same time, the other approaches play a strong complementary role for some protein types, such as membrane proteins [21, 22].
One of the main challenges the SG initiative faces it that only about $2-10 \%$ of protein targets pursued in the context of the second step of the Protein Structure Initiative yield high-resolution protein structures [23]. We further investigated these estimates based on data published in the TargetDB database [24] in July 2009. TargetDB is a world-wide database that provides information on the experimental progress and status of targets


Figure 1. The growth in the number of protein structures deposited into PDB by that were solved by X-ray crystallography, NMR spectroscopy and electron microscopy (source http://www.rcsb.org/).
selected for structure determination. Among 150,727 cloned targets that were deposited into TargetDB, only $37,398(24.8 \%)$ were reported to be successfully purified, 12,923 (8.6\%) to be successfully crystallized, and 6,942 (4.6\%) gave diffraction quality crystals. Moreover, some estimates show that more than $60 \%$ of the cost of structure determination is consumed by the failed attempts [25] while crystallization is characterized by a significant rate of attrition and is among the most complex and least understood problems in structural biology [26]. The above provides a strong motivation for further research and development in this area. Several strategies have been proposed to improve the success rate including obtaining one representative structure per protein family and working with multiple orthologues [14, 26, 27, 28]. In spite of advances made in the context of protein crystallization [29], the above numbers and insights from some researchers [30-32] demonstrate that the production of high-quality crystals is one of the major bottlenecks in the protein structure determination. The crystals should be sufficiently large (> 50 micrometres), pure in composition, regular in structure and with no significant internal imperfections. The problem of production of diffraction-quality crystals is usually tackled using an empirical approach based mainly on trial and error (also called the "art" of crystallisation), in which a large number of experiments is brute-forced to find a suitable setup, and through understanding of the fundamental principles that govern crystallisation [30]. The latter is used to design new (and improved) experimental methodologies that would produce high-quality crystals.

### 1.3. Databases

One of the early steps taken to alleviate the abovementioned difficulties in resolving the structures via X-ray crystallography was to create databanks that record information concerning both successful and failed attempts to produce the structures. The importance of these efforts was advocated in 2000 by Raymond Stevens who said that "industrial-scale efforts will lead to the generation of knowledge bases that will be mined to expand our understanding of the techniques used in protein crystallography. These efforts will act as 'learning factories', in which successes and failures will be used to continually improve the technology for high-throughput protein crystallography" [33].
These words were echoed in 2003 by Rodrigues and Hubbard who said "as structural genomics projects evolve, valuable experimental data will be accumulated, thus presenting researchers with a unique opportunity to establish improved predictive methods for a protein's chemical and physical behaviour based on its amino acid sequence. It is essential for laboratories producing such data to keep track of both 'successful' and 'unsuccessful' results, so that these can be fed back into the structural
determination pipeline through the improvement of the target selection procedures" [34]. The development of the databases was fuelled by generation of large and well annotated experiments by SG centers, such as one for the Thermotoga maritime proteome [35]. To the best of our knowledge, the first such initiative was the PRESAGE database which included annotations indicating current experimental status, structural predictions and suggestions [36]. Some of the SG consortia have established on-line progress reports which contain details and current experimental status of their targets. Examples include Integrated Consortium Experimental Database [37], ZebaView (http://www-nmr.cabm.rutgers.edu/bioinformatics/ZebaView/), ReportDB (http://www.secsg.org/cgi-bin/report.pl) and SPINE (Structural Proteomics in the NorthEast) [38, 39]. SPINE, which was developed in early 2000 and reengineered in 2003, integrates a tracking database and a data mining method for identifying feasible targets. Each protein deposited in this database is described with information related to the experimental progress (e.g., expression level, solubility, ability to crystallize) and 42 descriptors of the underlying protein sequence (amino acid composition, secondary structure, etc.). The largest and most comprehensive TargetDB [24] was launched July 2001 and it builds upon the work on the PRESAGE database. TargetDB serves as a primary target registration database for structural SG project worldwide. It consolidates data from 28 SG centers in USA, Canada, Germany, Isreal, Japan, France and UK, including 9 Protein Structure Initiative centers. PepcDB (Protein Expression Purification and Crystallization DataBase), which was created around 2004, was established as an extension to TargetDB to collect more detailed status information and the experimental details of each step in the protein structure production pipeline [40]. This database stores a complete history of the experimental steps in each production trial besides describing the current target production status. PepcDB records status history, stop conditions, reusable text protocols and contact information collected from 15 SG centers in USA. The interested readers are directed to two recent articles by Helen Berman that introduce a wealth of resources concerning the SG initiative [41] and a knowledgebase developed by the Protein Structure Initiative [42].

### 1.4. Computational Models in Protein Crystallization

The problems with the protein crystallization and the availability of the suitable databases motivated the development of analytical and predictive models that can be used to either support or directly predict protein crystallization [43]. These models were often developed by researchers at certain SG centers who used their own data to draw conclusions. In one of the first attempts, a
decision tree that predicts solubility from protein sequence was developed [44]. The SPINE system, which was developed at the Northeast Structural Genomics Consortium, incorporates decision tree-based classifiers for solubility and crystallization propensity. This system was used to extract a few interesting rules such that soluble proteins tend to have more acidic residues and fewer hydrophobic segments [38]. The SG project on Plasmodium falciparum has lead to an analysis of protein characteristics, such as the presence of transmembrane helices, low-complexity regions, and coiled-coil regions, in the context of the crystallization propensity [34]. Another decision tree-based predictive model developed by Goh and colleagues in 2004 using data from TargetDB has revealed several protein features that influence the feasibility of using a given target protein chain for a high-throughput structure determination [45]. They include conservation of the sequence across organisms, composition of charged residues, occurrence of hydrophobic patches in the sequence, number of binding partners, and chain length. Based on the data from the Thermotoga maritime proteome [35], the researchers at the Joint Center for Structural Genomics discovered a few features, which include isoelectric point, sequence length, average hydropathy, existence of low complexity regions, presence of signal peptides and trans-membrane helices, that correlate with crystallization [46]. The isoelectric point calculated from the protein sequence was also used to develop a method that suggests optimal pH ranges for crystallization screening [47, 48]. Experimental work by Derewenda's group shows that crystallization can be improved by application of surface entropy reduction approach in which clusters of two or three exposed amino acids with high conformational entropy side chains (such as Lys, Glu and Gln) are replaced with lower-entropy residues (like Ala) [49-54]. One drawback of this method is that it may decrease protein solubility which hinders crystallization screening [50, 52]. The surface entropy reduction approach was recently implemented as a web server [55]. This server utilizes information concerning conformational entropy and solvent exposure indices, predicted secondary structure, residues conservation scores, and close homologues to propose crystallization enhancing mutations for a given protein sequence. Another study, which was conducted at the Center for Eukaryotic Structural Genomics, used disorder prediction algorithms to analyze the impact of intrinsic protein disorder on crystallization efficiency [56]. The Berkeley Structural Genomics Center has utilized several protein features including length of the sequence and predicted transmembrane helices, coiled coils, and low-complexity regions to eliminate targets predicted to be intractable for the high-throughput structure determination [57]. The most recent study that was performed at the Northeast Structural Genomics Consortium shows that crystallization propensity de-
pends primarily on the prevalence of well-ordered surface epitopes [58]. More specifically, the authors show that crystallization propensity can be computed from the knowledge of predicted disordered regions, side-chain entropy of predicted exposed residues, the amount of predicted buried Gly and the fraction of Phe in the input sequence.

## 2. SEQUENCE-BASED METHODS FOR PREDICTION OF PROTIEN CRYSTALLIZATIONPROPENSITY

The SG efforts allow for certain flexibility in selection of the chains for the crystallization and the subsequent structure determination and this motivates development of methods that aim at the prediction/assessment of the crystallization propensity for a given input sequence. Such methods could be incorporated into target selection pipelines that are utilized by SG centers. Their development is often supported and motivated by the described above computational analyses/models. We also note that numerous studies have already demonstrated that se-quence-based prediction approaches, which may address a variety of structural and functional properties of proteins, provide useful information and insights for both basic research and drug design and hence are widely welcome by the scientific community [59-63].

Crystallization propensity prediction methods incorporate predictive models that are extracted from larger datasets that span data coming from multiple SG centers and they take the protein sequence as their only input. The underlying principle is that the predictive models summarize/describe patterns (similarities) hidden in the data from databases such as TargetDB. This is done by generating a set of patterns that describe sequences that can be crystallized (crystallizable proteins) and another set of patterns for sequences that were shown to be impossible to crystallize (noncrystallizable proteins). The two sets of patterns should describe the two corresponding sets of protein chain and, at the same time, each of them should exclude sequences from the other set. The existing crystallization propensity predictors include SECRET [64] that was developed by Frishman's group, OB-Score [65] and ParCrys [66] that were produced by the Barton's group, XtalPred $[67,68]$ that came from Godzik's group, and CRYSTALP [69] and most recent CRYSTALP2 [70] that were developed by Kurgan's group. These methods perform the prediction in two steps: (1) the input sequence is converted into a set of numerical features that describe certain characteristics of the sequence; and (2) the feature values are fed into a predictive model that outputs the outcome that quantifies propensity for crystallization. The predictive model encapsulates the patterns that are computed from the information encoded by the features. Table 1 shows a

Table 1. A side-by-side comparison of existing methods for sequence-based protein crystallization propensity prediction.

| Methods [reference] | Source of data | Input features |  | Predictive model | Web server/page | Notes |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | description | \# |  |  |  |
| $\begin{gathered} \text { SECRET } \\ {[64]} \end{gathered}$ | Deposition from PDB assuming that NMR only solved protein are difficult/impossibl e to crystallize; Depositions in TargetDB | Content of mono-, di-, and tripeptides represented by 20-letter amino acid alphabet and by several reduced alphabets grouped by physicochemical and structural properties of amino acids | 103 | Two-layered structure where output of several support vector machine classifiers are combined by a second-level Naive Bayes classifier | http://mips.helmholtz-muenchen.de/secret/ | Limited <br> to sequences between 46 and 200 amino acids |
| $\begin{gathered} \text { OB-Score } \\ {[65]} \end{gathered}$ | Depositions in TargetDB | Isoelectric point and average hydrophobicity | 2 | Z-score (two-dimensional lookup-table) | http://www.compbio.dundee.ac.uk/xtal/ |  |
| $\begin{gathered} \text { CRYS- } \\ \text { TALP } \\ \text { [69] } \end{gathered}$ | Deposition from PDB assuming that NMR only solved protein are difficult/impossibl e to crystallize; | Content of selected mono-, di- and collocated dipeptides | 46 | Naive Bayes | N/A | Limited <br> to se- <br> quences <br> between <br> 46 and <br> 200 <br> amino <br> acids |
| XtalPred $[67,68]$ | Depositions in TargetDB | Protein length, molecular mass, gravy and instability indices, extinction coefficient, isoelectric point, content of Cys, Met, Trp, Tyr, and Phe residues, insertions in the alignment compared to homologs in non-redundant protein sequences database, predicted secondary structure, predicted disordered, low-complexity and coiled-coil regions, predicted transmembrane helices and signal peptides. | 9 | Normalized product | $\underline{\text { http://ffas.burnham.org/XtalPred/ }}$ | Outputs 1 of 5 crystallization classes: optimal, suboptimal, average, difficult, and very difficult |
| ParCrys [66] | Depositions in TargetDB and PepcDB | Isoelectric point and average hydrophobicity, content of Ser, Cys, Gly, Phe, Tyr, and Met residues | 8 | Kernel-based classifier using Parzen window | http://www.compbio.dundee.ac.uk/xtal/ |  |
| CRYS- <br> TALP2 <br> [70] | Depositions in TargetDB and PepcDB | Isoelectric point, average hydrophobicity, content of selected mono-, diand collocated diand tripeptides | 88 | Normalized Gaussian radial basis function network | http://biomine.ece.ualberta.ca/CRYSTALP2/CRYSTALP2.html |  |

side-by-side comparison of the six existing methods based on the data source that was used to generate predictive model and the applied input features and predictive models. It also provides URLs of the corresponding web servers or web pages.
Two early methods, namely SECRET and CRYSTALP, accept only sequences between 46 and 200 amino acids in length. This limitation is due to the composition of datasets used to generate these prediction models. Although OB-Score predictor does not impose a limit on sequence size, it considers only two predictive features, i.e., isoelectric point and hydrophobicity. This method was developed for the Scottish Structural Proteomics Facility [65]. The ParCrys method extends OB-score by using an advanced kernel-based classification algorithm and by adding information concerning content of several amino acids including Ser, Cys, Gly, Phe, Tyr, and Met to the set of predictive features. Similarly, CRYSTALP2 improves upon CRYSTALP by applying a more advanced kernel-based classifier and by introducing new predictive features that are based on the collocation of amino acids in the sequence, isoelectric point and hydrophobicity. The motivation for the application of the collocation based features comes from their applications in related fields [71-74] and the fact that they consider local neighbourhood information in the protein chain, which was also utilized in a recent method for surface entropy reduction based design of crystallizable protein variants [55]. A significant majority of the collocations used by CRYSTALP2 incorporate residues with high conformational entropy, or with low entropy and high potential to mediate crystal contacts, and these residues are utilized by the surface entropy reduction methods [51, 52].
The above five methods are built using black-box (not readable by a human) classification models, which are inductively learned from a set of protein chains which are annotated as crystallizable and noncrystallizable. By contrast, the XtalPred is a white-box (human readable) approach that combines probabilities of successful crystallization calculated from several protein features. This method, which was developed based on experiences at the Joint Center for Structural Genomics, which is one of the large centers in the Protein Structure Initiative, mimics the work performed by structural biologists. XtalPred utilizes nine biochemical and biophysical features of an input protein with probability distributions estimated from data from TargetDB. The individual probabilities concerning each input feature are combined into a single crystallization score which is used to assign one of five crystallization classes: optimal, suboptimal, average, difficult, and very difficult. The design of XtalPred shows that medium sequence length and hydrophobicity combined with acidic character improve the success in protein production. It also demonstrates that very short,
very long, or very hydrophobic proteins are more difficult to crystallize under standard experimental setups. This method also confirms the utility of predicted structural disorder, presence of transmembrane helices, instability, and high content of predicted loops, insertions, and coiled-coil structures for the prediction of the crystallization propensity [67]. Several methods, including XtalPred, OB-Score, ParCrys and CRYSTALP2, utilize information concerning isoelectric point which is estimated from protein sequence. This agrees with prior finding that indicate important role of this feature [46-48].

We note that all investigated crystallization propensity predictors take into account only intra-molecular factors that are encoded in the protein chain. This means that they may not provide reliable predictions when in-ter-molecular factors such as protein-protein and/or pro-tein-precipitant interactions, buffer composition, precipitant diffusion method, etc. must be considered. Also, they are limited to predictions for non-redundant chains and should not be used when assessing crystallization of homologues. In the latter case we recommend the use of the surface entropy reduction server [55].

## 3. COMPARATIVE ANALYSIS

Following we perform empirical comparison of the quality of predictions offered by the sequence-based protein crystallization propensity predictors. Our analysis excludes CRYSTALP and SECRET methods since they are limited to only relatively small chains and since their quality was show to be inferior when compared with other methods $[66,70]$. Our comparative analysis is performed based on predictions performed for a dataset of relatively recent depositions to TargetDB and PepcDB. We analyze predictive power of individual methods and we also investigate their complementarity.

### 3.1. Dataset

We use a dataset composed of 2000 protein chains (hereafter TEST-NEW), which was originally introduced in [70] and which was developed using procedure proposed in [66]. The crystallizable proteins were extracted from sequences deposited in TargetDB and they include the last 1000 depositions as of December 2008. The noncrystallizable sequences, which correspond to the actual construct sequences used, were extracted from the trial sequences stored in PepcDB. As in the case of crystallizable chains, they include the last 1000 depositions as of December, 2008. The selected sequences were also processed to remove the N -terminal hexaHis tag and LEHHHHHH tag at the C-terminus, which are introduced to ease the purification. Duplicate sequences were removed and thus the resulting dataset consists of nonredundant chains. It can be freely downloaded from

Table 2. Summary of results for predictions performed with OB-Score, ParCrys, XtalPred and CRYSTALP2 methods on the TEST-NEW dataset.

|  | Accuracy | MCC | TPR | TNR | AROC |
| :---: | :---: | :---: | :---: | :---: | :---: |
| OB-Score $^{1}$ | 69.8 | 0.42 | 0.86 | 0.54 | 0.74 |
| ParCrys $^{1}$ | 70.6 | 0.43 | 0.83 | 0.58 | 0.75 |
| XtalPred $^{2}$ | 70.0 | 0.40 | 0.76 | 0.64 | 0.76 |
| CRYSTALP2 $^{3}$ | 69.3 | 0.39 | 0.76 | 0.63 | 0.74 |

${ }^{1}$ Results computed using the ParCrys/OB-Score server at http://www.compbio.dundee.ac.uk/xtal/
${ }^{2}$ Results computed using the XtalPred server at http://ffas.burnham.org/XtalPred/
${ }^{3}$ Results based on [70]

## http://biomine.ece.ualberta.ca/CRYSTALP2/CRYSTALP2.html.

### 3.2. Quality Measures

The annotations from TargetDB were stripped from the input sequences, which in turn were inputted into the corresponding predictors. The prediction outputs were compared with the original annotations to assess the prediction quality. Four potential prediction outcomes are possible: TP (true positive) which corresponds to crystallizable chains that were correctly predicted as crystallizable, FN (false negative) which corresponds to crystallizable chains that were incorrectly predicted as noncrystallizable, FP (false positive) which indicates that noncrystallizable chains were incorrectly predicted as crystallizable, and TN (true negative) which denotes cases where noncrystallizable chains were correctly predicted as noncrystallizable. The predictions were assessed based on the following quality indices:

$$
\begin{gathered}
\text { accuracy }=\frac{T P+T N}{T P+T N+F P+F N} \times 100 \\
M C C=\frac{T P \times T N-F P \times F N}{\sqrt{(T P+F P) \times(T P+F N) \times(T N+F P) \times(T N+F N)}} \\
T P R=\frac{T P}{T P+F N} \\
T N R=\frac{T N}{T N+F P}
\end{gathered}
$$

The accuracy measures the fraction of correct predictions among all predictions. The Matthews Correlation Coefficient (MCC) is confined to $<-1,1>$ interval. If the MCC value is close to 0 then the prediction method is not better than a random classification. Higher MCC value corresponds to better performance of the prediction method. These two measures provide an evaluation of the prediction quality over the entire dataset. In contrast, TPR (true positive rate) and TNR (true negative rate) evaluate the quality separately for crystallizable (positive) and noncrystallizable (negative) proteins. TPR/TNR quantifies the fraction of correctly predicted crystallizable/noncrystallizable proteins. We also report receiver-operator characteristics (ROC) curves that pre-
sent a graphical plot of the TP rate $=\mathrm{TP} /(\mathrm{TP}+\mathrm{FN})$ against FP rate $=\mathrm{FP} /(\mathrm{FP}+\mathrm{TN})$. This is performed by thresholding the confidence values (probabilities) that are generated together with the predicted classes (crystallizable vs. noncrystallizable). These plots are also used to compute the area under the ROC curve (AROC). The higher the AROC value is the better the predictive power of the corresponding method.

### 3.3. Comparison of Existing Prediction Methods

Results of application of the four crystallization propensity predictors on the TEST-NEW dataset are summarized in Table 2. In the case of XtalPred we assume a prediction assignment in which optimal, suboptimal, and average outcomes are categorized as crystallizable proteins and difficult and very difficult as noncrystallizable. The same assignment was used in [70] since it leads to optimal results.

The comparison shows that the four methods are characterized by relatively similar prediction quality with MCC and accuracy values ranging between 0.39 and 0.43 and between 69.3 and $70.6 \%$, respectively. We note that since the dataset is balanced a random assignment of the prediction outcomes would give accuracy of $50 \%$. This means that the accuracy of the existing methods is better by about $20 \%$ than the random coin-toss approach. At the same time we observe a considerable space for improvement although we caution the reader that the upper limit of the prediction accuracy should not be assumed at $100 \%$. This is since the input data likely includes mislabeled proteins. In particular, since data comes from multiple SG centers, some proteins that could not be crystallized in one center could be potentially crystallized by another center that uses different protocols and equipment. This means that some of the proteins could be mislabeled as noncrystallizable, i.e., some of the FPs are in fact TPs. At this time we are not able to estimate their number. We observe that OB-Score and ParCrys are both strongly biased towards prediction of crystallizable proteins, i.e., their TPR values are much higher than TNR values and the TNR values are relatively low. The XtalPred and CRYSTALP2 provide a
more balanced prediction for the two classes of proteins and their TNR values are above 0.63 . All four methods provide better predictions for crystallizable proteins, i.e., they correctly predict a bigger fraction of crystallizable proteins, when compared with the noncrystallizable proteins. In other words, they are more likely to succeed in confirming that a crystallizable chain can be crystallized
rather than in showing that a chain difficult to crystallize cannot be crystallized; although in both cases all of the considered methods work better than the coin-toss. Figure 2 shows the ROC curves for the four predictors. We again observe that all considered methods behave similarly, i.e., they provide comparable TP rates for the same FP rates.


Figure 2. ROC curves for the tests performed with OB-Score, ParCrys, XtalPred and CRYSTALP2 methods on the TEST-NEW dataset.


Figure 3. Analysis of the number of correct predictions produced by OB-Score, ParCrys, XtalPred and CRYSTALP2 methods on the all proteins, only crystallizable and only noncrystallizable proteins from the TEST-NEW dataset.


Figure 4. Analysis the predictions and characteristics of the TEST-NEW dataset with respect to the input protein chain length. A) Distribution of number of proteins (black bars), number of crystallizable (green bars) and noncrystallizable (red bars) proteins in the considered protein length intervals. B) Prediction quality measured using MCC for OB-Score, ParCrys, XtalPred and CRYSTALP2 methods for each of the protein size intervals.

Figure 3 analyzes the predictions with respect to the number of correct predictions produced by the four methods for each input protein. Analysis of the results obtained on the entire TEST-NEW set indicates that at least three methods provide correct predictions simultaneously for two thirds of the test proteins. It also shows that only $9.6 \%$ of the proteins cannot be correctly predicted by any of the considered methods. We again observe that predictions for crystallizable proteins are characterized by higher quality than for the noncrystallizable proteins. In particular, only $1.6 \%$ of crystallizable proteins are never correctly predicted and $78.0 \%$ are correctly predicted by at least 3 methods. In contrast, the same numbers for the noncrystallizable proteins are $17.6 \%$ and $53.2 \%$, respectively.

### 3.4. Analysis of Predictions for Varying Protein Sizes

The protein chain length was indicated as one of the important factors related to the protein crystallization propensity [45, 46, 57, 67]. It is also correlated with the quality of the secondary structure prediction [75], which is utilized in the prediction of protein crystallization [55, 67]. To this end, Figure 4 summarizes results that are organized by binning the input protein chains into six size-based intervals. Figure 4A shows, as expected [67], uneven distribution of the crystallizable and noncrystallizable proteins against the protein chain length. We observe that majority of short chains with less than 100 amino acids are difficult to crystallize while the crystallization is more successful for longer chains. More importantly, the XtalPred method stands out from the competition as it provides better performing predictions
for short sequences of up to 150 amino acids. On the other hand, a slight improvement over the competition is observed for the OB-Score method when predicting long chains with above 400 amino acids. Finally, the CRYSTALP2 method is characterized by the most even quality. We also observe a generic trend that best results are on average obtained for the average sized protein chains between 100 and 200 amino acids.

### 3.5. Complementarity of Existing Methods

Although the above results indicate that the existing methods are characterized by comparable prediction quality, substantial differences in their underlying design and results shown in Figures 3 and 4B suggest that their results could be complementary with each other. In other words, although on average they provide the same number of correct predictions, these prediction likely concern different input proteins.

We investigate the complementarity by combining multiple methods using OR operator, i.e., a given prediction is assumed correct if at least one of the methods in an ensemble provides a correct prediction. This approach allows quantifying the amount of overlap in predictions and it also estimates the upper boundary of a potential meta-predictor that combines predictions from the individual methods. Figure 5 shows summary of results, in terms of achieved TPR, TNR and MCC values for all combinations of two, three, and four predictors as well as for the individual methods. We observe that certain ensembles obtain higher quality of predictions indicating a stronger complementarity. In particular combining either OB-Score and XtalPred or CRYSTALP2 with XtalPred gives better results than any other combination


Figure 5. Analysis the complementarity of predictions for OB-Score (OB), ParCrys (PC), XtalPred (XP) and CRYSTALP2 (C2) methods on the TEST-NEW dataset. Each combination of 1, 2,3 , and 4 methods was applied using OR operator, i.e., a given prediction was assumed correct if at least one of the predictors predicted it correctly. The x-axis/y-axis shows TPR/TNR values (TPR values are scaled between 0.75 and 1 while TNR values are scaled between 0.5 and 1 ), and the labels next to markers denote a particular combination of applied predictions together with the MCC value (e.g., "PC XP C2 .80" means that combination of ParCrys, XtalPRed and CRYSTALP2 obtained MCC of 0.8). Markers and labels in red denote the best results for a given number of applied methods.
of two methods. Among the ensembles of three methods, the combination of XtalPred and CRYSTALP2 with either ParCrys or OB-Score works best. This observation and the fact that OB-Score and ParCrys are the least complimentary among all pairs of predictors indicate that these two methods provide relatively overlapping outputs. Finally, an ensemble of all four methods obtains MCC of 0.82 which is not much higher than 0.80 achieved with just three methods, showing that addition of the fourth predictor brings relatively minor improvements. Finally, we again observe that results indicate that both individual and ensemble-based predictions are characterized by higher quality for crystallizable rather than noncrystallizable proteins.

We also investigate a possibility of implementing a simple, majority-vote based meta-predictor. Such method generates predictions which correspond to the most frequent prediction of its member methods. We apply a simple majority vote for the three members based meta-predictors, while for ensemble of four methods we
resolve the tie-break ( 2 vs 2 split decisions from the member methods) by applying the prediction of one selected method. This leads to eight potential configurations, i.e., three combinations of three out of four methods and four configurations with four member methods each time using a different method as a tie-breaker. The corresponding results are presented in Figure 6. The results demonstrate that the best ensemble includes XtalPred, CRYSTALP2 and OB-Score. The runner-up configurations include an ensemble of XtalPred, CRYSTALP2 and ParCrys and two ensembles of four methods with tie-breakers as XtalPred and CRYSTALP2. These results are consistent with the above complementarity analysis and indicate beneficial overlap between XtalPred and CRYSTALP2. We also observe that application of a majority-vote mechanism provides only moderate improvements. More specifically, the best vote-based ensemble obtains MCC of 0.49 while the MCC of best individual method equals 0.43 and the MCC of best combination of methods from Figure 5 gives MCC


Figure 6. Analysis the performance of majority-vote based ensembles of OB-Score (OB), ParCrys (PC), XtalPred (XP) and CRYSTALP2 (C2) methods on the TEST-NEW dataset. The x -axis/y-axis shows TPR/TNR values (TPR values are scaled between 0.75 and 0.9 while TNR values are scaled between 0.5 and 0.65 ), and the labels next to markers denote a particular ensemble together with the MCC value (e.g., "OB XP C2 .49" means that ensemble composed of OB-Score, XtalPRed and CRYSTALP2 obtained MCC of 0.49). The prediction of the ensemble corresponds to the most frequent prediction of its members. The tie-breaker for ensembles of 4 methods is chosen as the prediction of one specific method, i.e., "ALL tie-brk XP" corresponds to an ensemble of all four methods in which a split 2 vs 2 decision is decided by the prediction of XtalPred. Markers and labels in red/blue denote the best/second best results.
equal to 0.82 . In terms of the corresponding accuracies, this means that although the considered four methods can correctly predict up to $90.4 \%$ of proteins, the simple voting provides only $73.6 \%$ of correct predictions.

Overall, the analysis shows that the best improvements, when compared with using individual predictors, are achieved by combining XtalPred with CRYSTALP2. The OB-Score and PareCrys methods overlap to a larger extend although they also complement the other two predictors. This can be explained by the use of very similar input features in ParCrys and OB-Score and use of larger numbers of more complementary features in CRYSTALP2 and XtalPred. Finally, a simple voting based meta-predictor is shown to provide some improvements although more complex designs should be considered to better exploit complementarity between the existing prediction methods. Such advanced heterogeneous (using diverse types of member methods) meta-predictors were already successfully used in se-
quence-based prediction of other protein properties such as fold type [76, 77], subcellular localization [78-80], structural class [81], and solvent accessibility [82].

## 4. SUMMARY AND CONCLUSIONS

Structural genomics efforts have entered a mature stage when a wealth of data that could be analyzed to build useful supporting tools has been already accumulated. One of most significant bottlenecks in the protein structure determination pipelines implemented by SG centers is the ability to generate diffraction quality crystals. Although some mechanisms were already implemented to improve the corresponding success rates, our analysis shows a significant room for further improvements. In this context we have overviewed existing databases, analytical results and predictive methods that aim at supporting the protein crystallization task.

We show that analysis of data from certain SG centers and community-wide databases such as TargetBD re-
vealed that certain factors, such as protein size, isoelectric point, disorder regions, presence of transmembrane helices, etc. were found to correlate with the ability to produce quality protein crystals. We also contrasted and compared several modern sequence-based predictors of crystallization propensity including OB-Score, ParCrys, XtalPred and CRYSTALP2. We demonstrate that these methods provide useful predictions which are complementary to each other. Although their average success rate is similar and at about $70 \%$, we show that usage of a simple majority-vote based combination of these methods can improve the success rate to almost $74 \%$. Our work also reveals that close to $90 \%$ of the protein chains can be correctly predicted by at least one of these methods, which motivates development of more advanced meta-predictors. The best predictions for short, under 100 amino acids, chains are produced by XtalPred and the most accurate predictions, on average, are generated for medium-sized chains of 100 to 200 amino acids. We believe that these crystallization propensity predictors could provide useful input for current SG efforts that could be incorporated into the target selection procedure.
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#### Abstract

It is not too much to say that molecular biology, including genome research, has progressed based on the determination of nucleotide or amino acid sequences. However, these approaches are limited to the analysis of relatively small numbers of the same genes among species. On the other hand, by graphical presentation of the ratios of the numbers of amino acids present to the total numbers of amino acids presumed from the target gene(s) or genome or those of the numbers of nucleotides present to the total numbers of nucleotides calculated from the target gene(s) or genome, we can readily draw conclusions from extraordinarily huge data sets integrated by human intelligence. 1) Assuming polymerization of amino acids or nucleotides in a simulation analysis based on a random choice, proteins were formed by simple amino acid polymerization, while nucleotide polymerization to form nucleic acids encoding specific proteins needed certain specific control. These results proposed that protein formation chronologically preceded codon formation during the establishment of primitive life forms. In the prebiotic phase, amino acid composition was a dominant factor that determined protein characteristics; the "Amino Acid World". 2) The genome is constructed homogeneously from putative small units displaying similar codon usages and coding for similar amino acid compositions; the unit is a gene assembly encoding 3,000-7,000 amino acid residues and this unit size is independent not only of genome size, but also of species. 3) In codon evolution, all nucleotide alternations are correlated, not only in coding regions, but also in non-coding regions; the correlations can be expressed by linear formulas; $y=a x+b$, where " $y$ " and " $x$ " represent nucleotide contents, and "a" and "b" are constant.


4) The basic pattern of cellular amino acid compositions obtained from whole cell lysates is conserved from bacteria to Homo sapiens, and resembles that calculated from complete genomes. This basic pattern is characterized by a "star-shape" that changes slightly among species, and changes in amino acid composition seem to reflect biological evolution.
5) Organisms can essentially be classified according to two codon patterns.
Biological evolution due to nucleotide substitutions can be expressed by simple linear formulas based on mathematical principles, while natural selection must affect species preservation after nucleotide alternations. Therefore, although Darwin's natural selection is not directly involved in nucleotide alternations, it contributes obviously to the selection of nucleotide alternations. Thus, Darwin's natural selection is doubtless an important factor in biological evolution.
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## 1. INTRODUCTION

It is well known that Alfred R. Wallace's theory based on the geographical distribution of animal species, represented by the Wallace line, and the voyage on HMS Beagle, contributed to the development of Darwin's theory.
Molecular biology has progressed with the purification of proteins and the cloning of the genes encoding them, accompanied by sequencing of nucleotides and amino acid residues to understand complicated metabolic pathways. Therefore, the contributions of Frederich Sanger, who developed methods of amino acid [1,2] and nucleotide [3] sequence analyses, and that of Allan Maxam and Walter Gilbert who also developed nucleo-
tide sequence analyses [4], to the development of molecular biology, are inestimable. An approach using nucleotide sequences has a merit that excludes standard errors. Changes in nucleotide or amino acid sequences in a single gene have been applied to evolutionary research based on the assumption that amino acid sequence changes are linked to biological evolution - a "molecular clock" [5]. In general, it is possible to compare sequences among the same kinds of genes or proteins, but it is hard to compare different kinds of genes or their products. Thus, the approach using nucleotide sequences seems not to be suitable for genome research handling genomes consisting of different kinds and numbers of genes among species. On the other hand, focusing on constitutional differences in proteins, the ratios of the numbers of amino acids present to the total numbers of amino acids presumed from the target gene(s) or genome and those of the numbers of nucleotides present to the total numbers of nucleotides in the target gene(s) or genome are applicable for the comparison not only of the same kinds of genes, but also for the comparison of different kinds of genes and different genomes. Ratios based on amino acid or nucleotide sequences can exclude deviations, and the combinations of 20 amino acid or four nucleotide distributions can characterize genomes including a huge amount of data. Therefore, these ratios are a useful tool for genome research, which handles enormously huge data sets. In addition, using certain graphical presentations, huge data sets on genomes can be easily recognized as simple patterns representing complicated organisms.

Graphic representation or a diagram approach to the study of complicated biological systems can provide an intuitive picture and provide useful insights. The historic puzzle of Chargaff's second parity rule in molecular biology has recently been solved using a simple graphic DNA model [6]. Various graphical approaches have been successfully used, for example, to study codon usage [7-12], enzyme catalyzed systems [13-18], and HIV re-
verse transcriptase inhibition mechanisms [19,20]. Graphical approaches have also been used recently to represent DNA sequences [21].

### 1.1. Biological Evolution Based on Cellular Amino Acid Compositions

Microorganism fossils were found in 2,500-2,800 million year-old rocks [22-24]. Evidence for the existence of microorganisms in ancient rocks indicates that these microorganisms were closed to primitive life forms on earth. Australopithecus, the forebears of Homo sapiens afarensis, are thought to have appeared about 4 million years ago in Africa, based on the fossil record [25], strongly supporting Darwin's theory and the existence of many extinct species, such as dinosaurs.
The scientific discovery that explained hereditary characteristics was made by James D. Watson and Francis Crick, namely, the double helix structure of DNA [26]. The pairs of A versus T and G versus C in the double helix structure of DNA produce hereditary characteristics in the replication system and transcription system. According to the transcription system, where U is used instead of T in RNA, cellular proteins are the products of DNA, including various genes, which are responsible for genetic characteristics. Thus, cellular proteins naturally reflect genetic characteristics, even though the amount of each protein may differ. Cellular amino acid analysis was first carried out in bacteria by Noboru Sueoka [27]. Then, my group investigated the cellular amino acid composition not only of bacteria, but also of archaea and eukaryotes, and found by graphical presentation of data on radar charts that the basic pattern of cellular amino acid compositions is conserved from bacteria to mammalian cells [28]. This basic pattern, the "star-shape", is formed with high concentrations of Asp, Glu, Gly, Ala, Val, Ile, Leu and Lys, and with low concentrations of Ser, His, Arg, Pro, Tyr, Met, Cys and Phe (Figure 1). In archaea [29] and plants [30], similar basic patterns of cellular


Figure 1. Cellular amino acid compositions on radar charts. The value is expressed as the percentage of total amino acids and in the mean of 3 or 4 independent experiments. Gln and Asn were incorporated into Glu and Asp, respectively, because the former two are converted to the latter two during acidic hydrolysis (Sorimachi 1999). In addition, Try was omitted because of higher decomposition during acidic hydrolysis.


Figure 2. Computational amino acid compositions of Ureaplasma urealyticum gene. Upper panel; random choice of amino acid was carried out in the original gene ( 5,005 amino acid pool). Lower; random choice of nucleotide was carried out in the original gene (15,018 nucleotides). In the simulation using nucleotides, the stop codon and $\operatorname{Trp}$ were discarded from the calculation of amino acid compositions, and a triplet formed was immediately counted as an amino acid. This figure was reproduced from Kenji Sorimachi and Teiji Okayasu. (2007) Mathematical proof of the chronological precedence of protein formation over codon formation. Curr. Top. in Pep. Prot. Res. 8, 25-34.
amino acid compositions are obtained. The fact that the basic pattern, the "star-shape", is conserved from bacteria to Homo sapiens, suggests that the pattern is extremely important for organisms on earth. Each amino acid composition changes slightly accompanied with conservation of the basic pattern, and these minor changes seem to reflect biological evolution. In-tra-cellular free amino acid compositions also show spe-cies-specific patterns [31].

Whole cell lysates consist of many different proteins, the quantities of which show similar amino acid compositions among various organisms; however, species differences are observed. It would be quite interesting to evaluate whether this "star-shape" is conserved on other planets with life in the future, if any are found.

### 1.2. Primitive Life Formation

Based on the principles of molecular biology, the parental genetic information is transferred to daughter cells by the replication system. The fact that the basic pattern of cellular amino acid composition appears to be conserved from bacteria to Homo sapiens suggests that the presumed amino acid composition of primitive life forms might resemble the cellular amino acid composition obtained from modern organisms, because the original pattern could have been maintained by the replication system after codon establishment.

### 1.3. Chronological Precedence of Protein Formation over Codon Formation

We can easily understand that proteins are translated from codons within genes in modern organisms. However, it is unclear if codon formation really preceded protein formation. Although there have been several reports explaining the mechanisms of codon formation [32-34], no one theory has become established. At present, we cannot experimentally make life in the laboratory, because there are too many unknown factors. On the other hand, computational analysis is an ideal method for solving problems that cannot be solved experimentally. On the basis of molecular biological research, we cannot deny that codons are linked to the determination of the amino acid residues in proteins. Assuming that a structure can sometimes reveal its formation process, it is possible to investigate the relationship between protein and codon formation based on the amino acid compositions presumed from codon usages.
Before establishing the well-known protein synthesis pathway in the presence of codons, protein formation occurred via the polymerization of amino acids, the monomers of proteins. Indeed, amino acid polymerization occurred by heat without enzymes in clay [35]. Proteins can be synthesized computationally by selecting a random order of amino acids from an amino acid pool presumed from a protein. When more than 300 amino
acid residues are chosen at random, the amino acid composition resembles that of the original protein, and amino acid compositions with reduced similarities are obtained by even the first 100 amino acid residues chosen (Figure 2). On the other hand, the amino acid composition presumed from more than 900 randomly selected nucleotides, equal to 300 amino acid residues, cannot show the same pattern of amino acid composition. The amino acid composition based on fewer than 300 nucleotides also can not show the specific pattern. These results clearly indicate that mere polymerization of nucleotides, assumed by random choice of nucleotides, can not produce a specific protein. Eventually, the amino acid compositions of proteins obtained from freely polymerized nucleotides depend on both the concentrations of all four nucleotides and the genetic code, and proteins with specific amino acid compositions can not be obtained from nucleic acids formed by free nucleotide polymerization (Figure 2). When codon conversion is neglected, the nucleotide composition of polynucleotides can be expressed by a simple quadrangle based on the concentrations of the four nucleotides on radar charts. A consistent result was obtained when various genes were analyzed [36]. In a gene encoding 5,005 amino acid residues, the amino acid compositions of small segments encoding 100 amino acid residues resemble that of the complete gene, and the gene is constructed homogeneously from putative small units encoding similar amino acid compositions [36]. This result, based on gene segments, is consistent with that based on selecting a random order of amino acids or nucleotides. Thus, the initial codon formation might be surely controlled by certain factors to form specific proteins. On the contrary, protein formation could occur via simple polymerization of free amino acids without codons.

### 1.4. A Hypothesis Based on Simulation Analysis

Although it is difficult for us to envisage an inverse mechanism in which the information within polypeptides is transferred to nucleotide polymerization, this is the mathematical conclusion based on simple simulation analysis using a random choice, which assumes free amino acid or nucleotide polymerizations. In Miller's experiments, which assumed an atmosphere on primitive Earth, certain amino acids were formed by electrical discharges [37]. Amino acids have also been identified in meteorites $[38,39]$. Thus, proteins might be formed even without codons in prebiotic states, and then polynucleotides, including codons, might be formed under conditions that enabled the transfer of protein information.

Based on this assumption, primitive life forms might have consisted of proteins reflecting the concentrations of free amino acids that existed on primitive Earth. The
concentrations of amino acids would have been controlled by various factors, such as gamma rays, UV light and heat, like the natural selection. These effects must have induced homogeneous amino acid concentrations and, eventually, the proteins formed must have had similar amino acid compositions. Indeed, considering the concentrations of each amino acid in cells, the concentrations of those with a benzene ring, Tyr, Phe and His, in their side chains are comparatively very low (Figure 1); UV light induces photo-decomposition of organic compounds. For example, the thyroid hormone, thyroxine, an amino acid derivative having two benzene rings its structure, is easily decomposed by UV light irradiation $[40,41]$. Sometimes, though, this irradiation produces new compounds from certain organic compounds [42,43]. Trp is heat sensitive and is decomposed during cell hydrolysis. On the other hand, the concentrations of amino acids such as Ala, Ile and Leu, with high hydrophobicity, are comparatively high on radar charts. This must have contributed to self-protein assembly from relatively low concentrations of proteins on primitive earth. The hydrophobic interaction must have been an important factor forming the "coacervates" proposed by Aleksandr Ivanovich Oparin. In addition, Gly and Ala were formed in Miller's experiments using electrical charges [37]. In the prebiotic world, amino acid concentration was a dominant factor in the formation of primitive life forms. Therefore, I propose here an existence of the "Amino Acid World" during the prebiotic world based on both experimental and genomic data as a hypothesis of primitive life forms.
A "RNA world" has been proposed as a hypothesis of primitive life forms, as certain RNAs have an enzymatic activity for self replication - "ribozyme" [44]. Even in this case, it is hard to image that free nucleotides formed primitive RNA molecules possessing template characteristics that would induce codon formations. In addition, nucleic acids are very sensitive to UV light, with this light irradiation commonly used for pasteurization. Thus, RNA might not have played a crucial role in primitive life formation on primitive Earth which would have been exposed to strong UV light and gamma rays.

### 1.5. Homogeneity of Genome Structures

Simulations based on a random choice of amino acids or nucleotides suggest that primitive life forms consisted of proteins formed with the same amino acid compositions, because the amino acid polymerization of proteins occurred in the presence of the same amino acid composition, as mentioned above. Therefore, the genomes of primitive life forms must have been homogeneous in terms of amino acid composition, and this characteristic must have been conserved in the genomes of modern organisms by a late-established replication system. In addition, the basic pattern of cellular amino acid compo-


Figure 3. Cellular and genomic amino acid compositions on radar charts. The value is expressed as the percentage of total amino acids. Methanobacte@rium thermoautotrophicum was examined. The cellular amino acid composition was obtained from 3 independent analyses. In genomic calculations, Gln and Asn were also incorporated into Glun and Asp, respectively, to compare with data based on amino acid analysis.
sition is conserved from bacteria to Homo sapiens, even though the cells are constructed from many different kinds of proteins in different quantities [28]. This measurement of cellular amino acids is experimentally possible at present. However, we cannot evaluate the degree of gene expression of each gene in live cells. To overcome this problem, calculation of gene expression levels was carried out assuming conveniently that each gene is expressed equally [29]; this assumption equally means that the genome is constructed apparently from a single large coding region consisting of many genes, and another single non-coding region. The relationship between nucleotide contents can be expressed by different linear formulas for coding and non-coding regions [11]. This suggests that the two regions were formed at different stages during the establishment of primitive life forms. Surprisingly, the amino acid composition calculated from the complete genome is extremely similar to that obtained from amino acid analysis of cell lysates, as shown in Figure 3.

This puzzle was solved as follows. I proposed that a genome may be constructed from putative small units encoding similar amino acid compositions [45]. On the other hand, each gene has a different amino acid sequence and different amino acid composition, although some genes show a similar amino acid composition to the whole group. Thus, a gene assembly containing certain genes can show a similar amino acid composition to the whole group. Similarly, as proteins are gene products, it is possible to assume that cell lysates consist of assemblies of proteins. Therefore, the cellular amino acid composition based on amino acid analysis resembles that based on genomic calculation.
To prove this, the complete genome of the archaeon Methanobacterium thermoautotrophicum was examined. Both one-tenth segments (encoding 30,000 - 60,000 amino acid residues) and one-twentieth segments (encod-
ing 20,000 - 30,000 amino acid residues) showed almost the same amino acid composition, and small units encoding 3,000-7,000 amino acid residues obtained from genome division showed similar amino acid compositions (Figure 4). In Saccharomyces cerevisiae, chromosomes of different sizes showed almost the same amino acid composition. As shown in Fig. 4, it is clear that the genome is constructed homogeneously from putative small units having almost the same amino acid compositions, not only in bacteria, but also in eukaryotes. The putative unit size is independent of its location in the genome. Obviously, this fact led naturally to synchronous mutations across the genome during biological evolution; and as a result, genome structure is homogeneous based on codon usage [9] and amino acid composition [45].

### 1.6. Mathematical Proof of the Unit Size

In general, natural proteins are polymers of 20 kinds of amino acid residues. To clarify the reason why a gene assembly encoding $3,000-7,000$ amino acid residues represents a total population of amino acids based on the complete genome, a multinomial distribution analysis [46] was carried out. In this analysis, 17 amino acid residues were chosen at random from the amino acid pool based on the complete genome to compare the amino acid composition with those calculated from gene assemblies on the complete genome, because Glu and Asp were converted to Gln and Asn, respectively, and Trp was decomposed, during our amino acid analyses using cell lysates [28]. Mathematical analysis clearly showed that the 17 -amino acid composition based on a random choice of 3,000-7,000 amino acid residues represents an amino acid composition with 95\% level simultaneous confidence intervals for all amino acid probabilities in the sample [47]. Reducing the level of simultaneous confidence intervals or sample size decreases the similarity of the amino acid composition.

### 1.7. Bacterial Classification Based on Complete Genomes

Bacteria can be classified by Gram staining into two groups, Gram-positive and Gram-negative bacteria, and both biochemical and morphological characteristics contribute to precise classification [48]. At the end of the $20^{\text {th }}$ century, the methodology for genomic research was established, and the genomes of several hundred bacteria have been completely analyzed to date. The first complete genome analysis of a free-living organism was carried out in Haemophilus influenzae in 1995 [49], and the complete human genome was analyzed at the beginning of the $21^{\text {st }}$ century $[50,51]$.
Bacteria seem worthy of classification based on genome sequence, because using the ratios of the numbers of amino acids present to the total numbers of amino


Figure 4. Amino acid compositions calculated from various units of the complete genome of Methanobacterium autotrophicum and Saccharomyces cerevisiae on radar charts. A, the compete M. thermoautotrophicum genome consisting of 1,869 protein genes (Smithe et al. 1997) was divided into 10 (9 units consisting of 186 genes and one units consisting of 195 genes) or 20 (5 units consisting of 93 genes). B, Scaachromyces cerevisiae. This figure was reproduced from Kenji Sorimachi and Teiji Okayasu. (2005) Genomic structure consisting of putative units coding similar amino acid composition: synchronous mutations in biological evolution. Dokkyo J. Med. Sci. 32, 101-106.
acids presumed from the target gene(s) or whole genome, or those of the numbers of nucleotides present to the total numbers of nucleotides in the target gene(s) or whole genome makes it possible to directly compare different genes or genomes, as mentioned above. As the genome is constructed homogeneously from putative small units encoding almost the same amino acid composition, the factor of genome size is irrelevant to comparisons of amino acid compositions.

The patterns of amino acid compositions based on the
complete genomes of various bacteria, 11 Gram-positive and 12 Gram-negative bacteria, are star shaped, as mentioned above. According to differences in concentrations of Ala, Arg or Lys, bacteria are classified into two groups, "S-type", represented by Staphylococcus aureus, and "E-type", represented by Escherichia coli; this classification is independent of Gram staining [52]. Differences in Gram staining based on structural differences in cell walls are not detected in genomic structures, while precise changes in amino acid composition, expressed by


Figure 5. Dendrograms of organism classifications obtained utilizing the Ward method. As traits, GC contents at the three codon positions were used. "a" 112 bacteria, "b" 15 archaea, "c" 18 eukaryotes. Blue charcters represent "AT-type" equal to "S-type" and red represent "GC-type" equal to "E-type". This figure was reproduced from Teiji Okayasu and Kenji Sorimachi. (2009) Organisms can essentially be classified according to two codon patterns, Amino Acids, 36, 261-271.


Figure 6. Codon usage patterns and amino acid compositions of Staphylococcus aureus and Escherichia coli. Codon usage (bar) and amino acid composition (radar chart) were expressed by percent of total codons and amino acids, respectively. These figures were reproduced from Kenji Sorimachi and Teiji Okayasu. (2008) Codon evolution is governed by linear formulas, Amino Acids, 34, 661-668.
the "star-shape", seem to reflect biological evolution.

### 1.8. Classification of Organisms into Dendrograms

Changes in nucleotide or amino acid sequences have been applied to evolutionary research and their results are expressed by phylogenic trees on the assumption that these changes are linked to biological evolution [53-58]. This analytical method is applicable to genes for which amino acid or nucleotide sequences have been determined, but it is not suitable for genome research handling extremely huge data sets. In addition, we cannot examine organisms that lack a certain target gene. Using the ratios of the numbers of amino acids present to the total numbers of amino acids presumed from the whole genome or those of the numbers of nucleotides to the total numbers of nucleotides in the whole genome, organisms consisting of numerous different genes can be examined. Indeed, a small number of 23 bacteria has been classified into two groups on the basis of only one amino acid, Arg, Ala or Lys [52]. To quantitatively examine a large number of organisms, multivariate analysis using many factors is applicable to cluster analysis [59]. Organisms consisting of 112 bacteria, 15 archaea and 18 eukaryotes were classified into two major groups by multivariate analysis using GC contents at the three different codon positions, calculated from complete genomes (Figure 5). When 20 amino acid concentrations or 64 codon usages are used as traits instead of GC content, similar dendrograms are obtained [59].

The 145 organisms were classified into "GC-type equal to E-type" and "AT-type equal to S-type" repre-
sented by high G or C (low T or A, and high A or T (low G or C ) contents, respectively, at every third codon position. The organism that has the highest GC content at the third codon position is Streptomyces coelicolor [60], and that which has the lowest GC content at the third codon position is Ureaplasma urealyticum [61]. Reciprocal changes between G or C and A or T contents at the third codon position occurred synchronously in every codon among the organisms, as shown in Figure 6. Thus, all organisms can basically be classified into two groups according to their characteristic codon patterns with low GC and high AT contents at the third codon position, and the opposite. A similar conclusion was obtained from research that examined the content of $G+C$ in a large number of genes [62]. These facts indicate that codon alternations occur synchronously, not only within three codon positions, but also among codons to form new species, as codon alternations occur synchronously over the genome $[9,10,45]$. This principle is independent of genome size as well as species, from bacteria to Homo sapiens.

### 1.9. Biological Evolution Can Be Expressed by Linear Formulas

A half century ago, two great scientific concepts regarding DNA structures were discovered. One of them is the helical double-stranded structure of DNA [26], which can explain characteristic heredity. Another is Chargaff's parity rules obtained experimentally; Chargaff's first parity rule [63] in which C/G, T/A and (C + T)/(A + G) ratios are one in the DNA extracted from organisms ;
and Chargaff's second parity rule [64] in which these ratios are nearly one in single stranded DNA isolated from double stranded DNA. The first parity rule is entirely based on physicochemical and intra-strand characteristics of nucleotides. Thus, the rule is independent of biological and intra-molecular influences, while biological divergences are excluded from this rule. The relationships between the contents of two nucleotides are expressed by linear lines whose regression coefficients are one based on the first rule. The second rule has historically been a puzzle in molecular biology, because we can not image that the pairings $G$ to $C$ and $A$ to $T$ are formed in the single stranded DNA. This is an in-tra-molecular rule governing single stranded DNA. Quite recently, however, I was able to solve the puzzle, based on our results that genome structure is homogeneous [6], and that the sizes of the coding regions are nearly equal between the forward and reverse strands [11]. Thus, mitochondrial genome in which coding sizes differ between the forward and reverse strands appears not to be subject to the second parity rule $[65,66]$. It has been indicated that the double stranded DNA structure is important for biological evolution and that the double strand might be established during primitive life formation [6]. This second parity rule has recently been applied to complete genomes derived from double stranded DNA [67]. Chargaff's rules are universal for all replicating organisms, but they cannot reflect evolutionary differences based on different kingdoms. The findings of certain rules that govern biological evolution will help us to understand scientifically the evolutionary process over an extremely long time and based on unknown factors.

Fortunately, a huge amount of data regarding genomes has been accumulated by a large number of scientists. The present state could not be imagined in Darwin's Age. When nucleotide (G, C, T and A) contents based on complete genomes are plotted against the content each nucleotide among various organisms, their relationships can clearly be expressed by a linear formula, $y=a x+b$, where y and x represent nucleotide contents, and " a " and "b" are constants. These constant values differ between the coding and non-coding regions. This linear relationship is obtained from the complete single-stranded DNA forming the nuclear genome [11,67]. The values of "a" and " b " in either coding or non-coding region differ slightly among kingdoms, such as bacteria, archaea and eukaryotes [11]. Thus, nucleotide alternations are governed by slightly different rules among different kingdoms. Among these linear regression lines, the constant value "b" has never been zero, and the regression coefficients have never been one. This confirms that the formulas differ from Chargaff's formulas, while differences in regression lines among different kingdoms are the results of biological divergence.

As the relationships between two nucleotide contents are expressed by linear experimental formulas among various organisms, the determination of any one nucleotide content can essentially allow the estimation of all four nucleotide contents. In addition, because the relationships between nucleotide content and 64 codon usages are also governed by linear formulas, the 64 codons in the coding region can be estimated from the content of just one nucleotide (Figure 7).

In mitochondria and chloroplasts, nucleotide alternations are also expressed by similar linear formulas with


Figure 7. Codon usage patterns and amino acid compositions of Homo sapience. Codon usage (bar) and amino acid composition (radar chart) were expressed by percent of total codons and amino acids, respectively. Upper and lower panels represent genomic and estimated data, respectively. These figures were reproduced from Kenji Sorimachi and Teiji Okayasu. (2008) Codon evolution is governed by linear formulas, Amino Acids, 34, 661-668.


Figure 8. Correlation of G content to C content in various organisms based on their complete genomes. Red, blue and green symbols represent 112 bacter@ia, 15 archaea and 18 eukaryotes, respectively. Each line was drawn computationally. This figure was reproduced from Kenji Sorimachi and Teiji Okayasu. (2008) Codon evolution is governed by linear formulas, Amino Acids, 34, 661-668
slightly different constant values representing the slope and its intercept [12]. All nucleotide alternations in nuclei, mitochondria and chloroplasts are expressed by linear formulas with different constant values resulting from organelle characteristics among various organisms. Namely, a certain nucleotide content " $y$ " can be expressed inter-species by linear formulas, $y=a x+b$, based on a single nucleotide content "x". Among four equations presenting four nucleotide contents after normalization, the summation of the value of the slope, "a", is zero and that of the value of constant, "b", is one [11]. This relationship is mathematically definitive and independent of the co-relationships among four nucleotide contents. Chargaff's parity rules, $\mathrm{G} / \mathrm{C}=1, \mathrm{~A} / \mathrm{T}=1$, $(\mathrm{A}+$ $\mathrm{G}) /(\mathrm{C}+\mathrm{T})=1$, are alternated as follows: $\mathrm{G}=\mathrm{G}, \mathrm{C}=\mathrm{G}, \mathrm{T}$ $=-G+0.5$, and $A=-G+0.5$. Thus, Chargaff's parity rules, even those governing single species DNA, are derived from the general formula, $y=a x+b$, when slope, "a" of the two equations' is 1 or -1 , and when the intercept, "b", is 0.5 or 0 in the equation with -1 and 1 , respectively, as the "a". On the other hand, the values of "a" and "b" in both codon evolution [11] and organelle evolution [68] shifted from 1 or -1 and 0.5 or 0 , respectively because of biological divergences, and the regression coefficient also shifted from one. The shift of the regression coefficient from one represents biological divergence.

It has been thought that cellular organelle such as mi-
tochondria [68] and chloroplasts [69] were derived during biological evolution from protobacteria and cyanobacteria, respectively, and that their evolutionary processes appear different from nuclear genome evolution, as mentioned above. In addition, it is known that mutation rate is remarkably high in mitochondrial DNA [70]. In our study, amino acid compositions of chloroplast and plant mitochondria resemble those of nuclear DNA, whereas those of vertebrate mitochondria differ from those of other organelle [12]. Particularly, the content of Leu was extremely high in animal mitochondria [12]. Comparing the shapes of the radar charts based on amino acid compositions, that of the ancient fish, the coelacanth (Latimeria chalumnae), more closely resembles those of salamanders and birds compared than those of other fish (Diodon holocunthus) [12]. In further study, using multivariate analysis based on amino acid compositions, lung fish (Neoceratodus forsteri) and coelacanth were both found to belong to the cluster representing a reptile; a cluster separated from that one representing other fish (carp, rainbow trout and killifish). These results are consistent with the already established phylogenic concept.

The apparent great divergence of Homo sapiens from bacteria can be expressed by linear formulas with small turbulences based on the complete genome in biological evolution. Thus, biological evolution seems to be observed as a result of mere nucleotide substitutions based on simple mathematical principles, while natural selection affects species preservation after nucleotide alternations. This conclusion is consistent with the idea that evolution is based on neutral mutation [71,72]. Therefore, natural selection does not directly regulate nucleotide substitutions, but is indirectly involved in biological evolution.

## 2. PERSPECTIVES

The present paper reveals that the analytical method using the ratios of the numbers of amino acids present to the total numbers of amino acids presumed from the whole genome, or those of the numbers of nucleotides present to the total numbers of nucleotides in the whole genome is useful for genome research, as well as methods using the sequences of amino acids or nucleotides. These ratios based on nucleotide sequences can exclude deviations in certain calculations. The fact that genome structures regarding amino acid compositions or codon usages are homogeneous makes it possible for us to compare various genomes with different sizes and genes. Namely, a large data set obtained from the complete genome can be expressed by just a simple point on a graph. Thus, using the ratios of amino acids or nucleotides to their total numbers seems to be an excellent method for genome research based on extremely huge data sets. In
addition, even a certain size of gene assembly can be used instead of the complete genome for limited purposes.

In prebiotic evolution, amino acid composition might have been the strongest factor determining the characteristics of biopolymers used for the establishment of primitive life forms, whereas since the establishment of the codon system, biological evolution has been carried out by nucleotide alternations expressed by linear formulas based on nucleotide contents, as shown in Figure 8. Thus, 64 codon usages can be estimated from just one nucleotide content (Figure 7), and the characteristic amino acid composition is expressed by the "star-shape" (Figures 1-7), not only in cell analysis, but also in genome analysis. This fact strongly suggests that this "star-shape" may be conserved in both primitive life forms and future organisms, because all organisms must be governed by universal rules on earth, without exception. Thus, this amino acid composition represented by the "star-shape" may reflect the "Amino Acid World".
We, Homo sapiens, stand merely in the middle of a line (Figure 8). We are not the end of line, nor do we have an "ultimate" status. Therefore, we have been and will be exposed to natural selection without exception.
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#### Abstract

An improved model for bending of thin viscoelastic plate resting on Winkler foundation is presented. The thin plate is linear viscoelastic and subjected to normal distributed loading, the effect of normal stress along the plate thickness on the deflection and internal forces is taken into account. The basic equations for internal forces and stress distribution are derived based on the general viscoelastic theory under small deformation condition. The reduced equations for elastic case are given as well. It is shown that the proposed model reveals a larger flexural rigidity compared to that in classic models, in which the normal stress along the plate thickness is neglected.
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## 1. INTRODUCTION

The analysis of soil-structure interaction has a wide range of applications in structural and geotechnical engineering, for instance, in highway asphalt pavement engineering, the pavement is usually treated as thin elastic/viscoelastic plate structure resting on elastic/viscoelastic foundation. Due to the complexity of the actual behavior of foundations, many idealized foundation models have appeared in the literature [1]. The simplest of those models, which was proposed in 1867 by Winkler, assumes that the soil medium consists of a system of mutually independent spring elements. There are many papers dealing with the elastic beam or plates resting on the Winkler foundation in the literature [2,3]. As computational power has developed, more realistic modeling of soil-structure interaction has become possible. Because of the importance of viscoelastic nature of the ma-
terials used for structures, e.g. asphalt layer of pavement structure, many works have been done to deal with the bending behaviour of thin viscoelastic plate on elastic/viscoelastic foundation. Most of such works utilized the models similar to those for bending of elastic plate. Mase [4] directly offered the fundamental equations for bending of viscoelastic plate by replacing the flexural rigidity of elastic plate with the rigidity of viscoelastic plate. Radovskii [5] discussed the problem of treating highway and airport pavement as thin viscoelastic plate. Pister [6], Robertson [7] and Hewitt and Mazumdar [8] applied the elasticity-viscoelasticity correspondence principle to get the solution of the bending problem of viscoelastic plate. In contrast to dealing with the viscoelastic plate on elastic foundation, some attempts have also been made to solve the bending problem of elastic plate resting on viscoelastic foundation. Sonoda et al [9,10] studied the circular and rectangular plate on linear viscoelastic foundation. Lin [11] and Yang et al. [12] analyzed the dynamic response of circular plate resting on viscoelastic half space. All of the above studies followed the classic model and traditional flexural rigidity for thin plate bending, in which the Kirchhoff hypothesis was used and $\sigma_{z z}$ was neglected [13]. However, in the case of large lateral load subjecting to thin plate resting on a deformable foundation with relatively large rigidity, the bearing stresses along the plate thickness, $\sigma_{z z}$, may not be ignored. Furthermore, it is the bearing stress of the plate that transfer the active lateral load to the foundation, the boundary condition on the main surfaces of the plate should be satisfied. Therefore it is necessary to develop a method to consider the effect of lateral normal stress. In this paper, we first seek to develop a modified Kirchhoff theory for thin viscoelastic plate resting on Winkler foundation, in which the effect of the lateral normal stress is considered. Then we reduce the obtained results to the problem of thin elastic plate resting on elastic foundation, and a different elastic flexural rigidity is obtained.


Figure 1. Thin viscoelastic plate resting on a Winkler foundation.

## 2. VISCOELASTIC PLATE ON WINKLER FOUNDATION: AN IMPROVED MODEL

Figure 1 illustrates a thin viscoelastic plate of a thickness $h$, its middle-plane coincides with the $x-y$ plane of the reference coordinate system. Let the upper surface ( $z=-h / 2$ ) be subjected to a normal distributed loading with intensity of $q(x, y)$, while the lower surface ( $z=h / 2$ ) rests on a Winkler type foundation. In the Winkler foundation model, the foundation for the plate is assumed to act like a set of springs. Thus the foundation reaction force can be written as $p=-k w$, where $k$ denotes the elastic stiffness of the foundation and $w$ is the lateral deflection of the plate.

For a linear viscoelastic plate, the equilibrium equations, the strain-displacement relations and the constitutive equations are given, respectively, by

$$
\begin{gather*}
\sigma_{i j ; j}=0  \tag{1}\\
\varepsilon_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j ; i}\right)  \tag{2}\\
s_{i j}=2 G_{1} * d e_{i j}, \quad \sigma_{k k}=3 K_{1} * d \varepsilon_{j j} \tag{3}
\end{gather*}
$$

where the body forces are neglected, $G_{1}(t)$ and $K_{1}(t)$ are the shear modulus function and volume modulus function, respectively, the * denotes convolution product. The deviatoric components of stress and strain tensors are

$$
\begin{equation*}
s_{i j}=\sigma_{i j}-\frac{1}{3} \delta_{i j} \sigma_{k k} \quad \text { and } \quad e_{i j}=\varepsilon_{i j}-\frac{1}{3} \delta_{i j} \varepsilon_{k k} \tag{4}
\end{equation*}
$$

For simplicity, the displacement components along $x$, $y$ and $z$ axis are denoted by $u, v$ and $w$ respectively. Assuming $\varepsilon_{z z}=0, \varepsilon_{z x}=0, \varepsilon_{z y}=0$, from Eq. 2 we have

$$
\begin{equation*}
w=w(x, y, t), \quad u=-z w_{; x}, \quad v=-z w_{; y} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{x x}=-Z W_{; x x}, \quad \varepsilon_{y y}=-Z W_{; y y}, \quad \varepsilon_{x y}=-Z W_{; x y}, \quad \varepsilon_{k k}=-z \nabla^{2} w \tag{6}
\end{equation*}
$$

Combining Eq. 4 and Eq.3, along with substitution of Eq. 6 into it, the stress components can be written as

$$
\begin{gather*}
\sigma_{x x}=-2 z G_{1} * d w_{; x x}-z\left(K_{1}-\frac{2}{3} G_{1}\right) * d\left(\nabla^{2} w\right)  \tag{7}\\
\sigma_{y y}=-2 z G_{1} * d w_{i y y}-z\left(K_{1}-\frac{2}{3} G_{1}\right) * d\left(\nabla^{2} w\right)  \tag{8}\\
\sigma_{x y}=-2 z G_{1} * d w_{i x y} \tag{9}
\end{gather*}
$$

The other three components of the stress tensor can be obtained by using the equilibrium equations, Eq.1. Integrating the first and second representations of Eq. 1 over $z$ and considering the boundary condition $\sigma_{z x}=\sigma_{z y}=0$ for $z= \pm h / 2$ (i.e. there is no shear stress on the plate surface and no friction between plate and foundation), we get

$$
\begin{align*}
& \sigma_{z x}=\left(z^{2}-\frac{h^{2}}{4}\right)\left(\frac{K_{1}}{2}+\frac{2}{3} G_{1}\right) * d\left(\nabla^{2} w_{; x}\right)  \tag{10}\\
& \sigma_{z y}=\left(z^{2}-\frac{h^{2}}{4}\right)\left(\frac{K_{1}}{2}+\frac{2}{3} G_{1}\right) * d\left(\nabla^{2} w_{; y}\right) \tag{11}
\end{align*}
$$

The third representation of Eq. 1 is

$$
\frac{\partial \sigma_{z z}}{\partial z}=-\frac{\partial \sigma_{z x}}{\partial x}-\frac{\partial \sigma_{z y}}{\partial y}
$$

Substituting Eqs. 10 and 11 into the above equation and integrating it over $z$ yields

$$
\begin{equation*}
\sigma_{z z}=\left[\frac{h^{2}}{4}\left(z-\frac{h}{2}\right)-\frac{1}{3}\left(z^{3}-\frac{h^{3}}{8}\right)\right]\left(\frac{K_{1}}{2}+\frac{2}{3} G_{1}\right) * d\left(\nabla^{4} w\right)-k w \tag{12}
\end{equation*}
$$

It should be noted here that the stress boundary condition $\sigma_{z z}=-k w$ at the lower surface $(z=h / 2)$ of the plate is used to determine the integral constant. Moreover, $\sigma_{z z}=-q$ at the upper surface ( $z=-h / 2$ ) of the plate, thus

$$
\begin{equation*}
\frac{h^{3}}{12}\left(K_{1}+\frac{4}{3} G_{1}\right) * d\left(\nabla^{4} w\right)=q-k w \tag{13}
\end{equation*}
$$

This is a differential-integral equation interrelating the materials' properties, the applied normal loads and the corresponding lateral deflection.

We denote by $M_{i j}$ the bending moments and the twisting moments, and $Q_{j}$ the shear forces

$$
M_{i j}=\int_{-h / 2}^{h / 2} \sigma_{i j} z d z, \quad Q_{j}=\int_{-h / 2}^{h / 2} \sigma_{z j} d z
$$

Table 1. Variation of $D_{1} / D$ with Poisson ratio.

| $\mu$ | 0 | 0.2 | 0.25 | 0.30 | 0.35 | 0.40 | 0.45 | 0.49 | 0.5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $D_{1} / D$ | 1 | 1.067 | 1.125 | 1.225 | 1.408 | 1.80 | 3.025 | 13.005 | $\infty$ |

Substituting Eqs.7-11 into the above expressions, we get

$$
\begin{gather*}
M_{x x}=-\frac{h^{3}}{12}\left[2 G_{1} * d w_{; x x}+\left(K_{1}-\frac{2}{3} G_{1}\right) * d\left(\nabla^{2} w\right)\right]  \tag{14}\\
M_{y y}=-\frac{h^{3}}{12}\left[2 G_{1} * d w_{i y y}+\left(K_{1}-\frac{2}{3} G_{1}\right) * d\left(\nabla^{2} w\right)\right]  \tag{15}\\
M_{x y}=-\frac{h^{3}}{6} G_{1} * d w_{; x y}  \tag{16}\\
Q_{x}=-\frac{h^{3}}{12}\left(K_{1}+\frac{4}{3} G_{1}\right) * d\left(\nabla^{2} w_{; x}\right)  \tag{17}\\
Q_{y}=-\frac{h^{3}}{12}\left(K_{1}+\frac{4}{3} G_{1}\right) * d\left(\nabla^{2} w_{; y}\right) \tag{18}
\end{gather*}
$$

Furthermore, the stress components can be expressed in the form of $M_{i j}$ and $Q_{j}$ as follows:

$$
\begin{gather*}
\sigma_{i j}=\frac{12}{h^{3}} z M_{i j}, \quad(i, j=x, y)  \tag{19}\\
\sigma_{z j}=\frac{3}{2 h}\left[1-\left(\frac{2 z}{h}\right)^{2}\right] Q_{j}, \quad(j=x, y)  \tag{20}\\
\sigma_{z z}=-2(q-k w)\left(\frac{z}{h}-\frac{1}{2}\right)^{2}\left(1+\frac{z}{h}\right)-k w \tag{21}
\end{gather*}
$$

The forms of Eqs.19-21 are as same as those for elastic bending plate [13,14], however it should be noted that $M_{i j}$ and $Q_{j}$ involved are the moments and the shear forces in viscoelastic cases.

## 3. ELASTIC PLATE ON WINKLER FOUNDATION

In the case of thin elastic plate with material constants of $G$ and $K$, resting on a Winkler foundation, the Eq. 13 reduces to the following equation

$$
\begin{equation*}
D_{1} \nabla^{4} w=q-k w \tag{22}
\end{equation*}
$$

in which

$$
\begin{equation*}
D_{1}=\frac{h^{3}}{12}\left(K+\frac{4}{3} G\right)=\frac{E h^{3}}{12\left(1-\mu^{2}\right)} \cdot \frac{(1-\mu)^{2}}{1-2 \mu} \tag{23}
\end{equation*}
$$

$E$ and $\mu$ are the elastic modulus and Poisson ratio of the elastic plate, respectively.

Again, it can be seen that the form of the control equation for elastic plate bending is similar to that derived
from classic theory. However the flexural rigidity $D_{1}$ is different from that in classic theory, which gives $D=E h^{3} / 12\left(1-\mu^{2}\right)$. Obviously, $D_{1} / D=\left(1-\mu^{2}\right) /(1-2 \mu)$. It can be seen that $D_{1} / D$ increases with the Poisson's ratio. Several results are listed in Table 1. For most engineering structural materials, $\mu$ is about 0.3 [13], thus the flexural rigidity given in the present model is about $22 \%$ larger than that in the classic model.
In elastic cases, Eqs.14-18 reduces to the followings in terms of $D_{1}$ :

$$
\begin{gather*}
M_{x x}=-D_{1}\left[w_{; x x}+\frac{\mu}{1-\mu} w_{; y y}\right]  \tag{24}\\
M_{y y}=-D_{1}\left[w_{; y y}+\frac{\mu}{1-\mu} w_{; x x}\right]  \tag{25}\\
M_{x y}=-D_{1}\left[\frac{1-2 \mu}{1-\mu}\right] w_{; x y}  \tag{26}\\
Q_{x}=-D_{1} \nabla^{2} w_{; x}  \tag{27}\\
Q_{y}=-D_{1} \nabla^{2} w_{; y} \tag{28}
\end{gather*}
$$

Moreover, the stress distribution in the elastic plate can be read in the same forms as Eqs.19-21 if the moments and shear forces are given by Eqs.24-28.

## 4. CONCLUDING REMARKS

We have derived in this paper the basic equations for bending of viscoelastic thin plate on Winkler foundation. In classic treatment, the normal stress $\sigma_{z z}$ is assumed to be zero, which is the main characteristic of the plane stress state in classic elastic theory, and thus the corresponding classic bending model of thin elastic plate can be considered as a plane stress model. In contrast with the classic treatment, in the proposed model in this paper, $\sigma_{z z}$ is taken into account and the general viscoelastic constitutive equation is used to represent the thin plate behavior, and the plate thickness is further set to be constant, i.e. $\varepsilon_{z z}=0$, which is the main characteristic of the plane strain state in classic elastic theory. Thus we may consider this improved model as a quasi-plane strain model.
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#### Abstract

The selectivity behaviour of ion exchange resin Amberlite IR-120 for inorganic cations like sodium and potassium was predicted on the basis of thermodynamic data. The equilibrium constant $K$ values calculated for uni-univalent ion exchange reaction systems were observed to increase with rise in temperature, indicating endothermic ion exchange reactions. From the $K$ values calculated at different temperatures the enthalpy values were calculated. The low enthalpy and higher $\mathbf{K}$ values for $\mathbf{K}^{+}$ion exchange reaction indicates more affinity of the resin for potassium ions as compared to that for sodium ions also in the solution. The technique used in the present experimental work will be useful in understanding the selectivity behaviour of different ion exchange resins for ions in the solution. Although the ionic selectivity data for the ion exchange resins is readily available in the literature, it is expected that the information obtained from the actual experimental trials will be more helpful. The technique used in the present experimental work when applied to different ion exchange resins will help in there characterization.
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## 1. INTRODUCTION

There are number of liquid processes waste streams at chemical processing, nuclear power plants, nuclear fuel reprocessing plants and nuclear research centers that requires treatment for removal of various contaminants. One of the most common treatment methods for such aqueous streams is the use of ion exchange, which is a
well developed technique that has been employed for many years in chemical as well as nuclear industries. While designing an ion exchange liquid waste processing system it is desirable to have an adequate knowledge about the distribution coefficient values and the selectivity behaviour of these ion exchange resin towards different ions present in liquid waste. Generally the selected ion exchange materials must be compatible with the chemical nature of the waste such as type and concentration of ionic species present as well as the operating parameters notably temperature. Considerable work was done by previous researchers to study the properties of the ion exchange resins, to generate thermodynamic data related to various uni-univalent and heterovalent ion exchange systems [1-6]. A number of researchers carried out equilibrium studies, extending over a wide range of composition of solution and resin phase [7-27]. Attempts were also made to study the temperature effect on anion exchange systems [10,22-29] for computing the thermodynamic equilibrium constants. However, very little work was carried out to study the equilibrium of cation exchange systems [7-21]. Therefore in the present investigation attempts were made to study the thermodynamics of uni-univalent cation exchange equilibrium, the results of which will be of considerable use in explaining the selectivity of ion exchanger for various univalent ions in solution.

## 2. EXPERIMENTAL

The ion exchange resin Amberlite IR-120 as supplied by the manufacturer (Rohm and Hass Co.,USA) was a strongly acidic cation exchange resins in $\mathrm{H}^{+}$form containing $8 \%$ S-DVB of 16-50 mesh size, having moisture content of $\sim 45 \%$. The maximum operating temperature is $120^{\circ} \mathrm{C}$, operating in the pH range of $0-14$. The exchange capacity of the resin is $1.9 \mathrm{meq} / \mathrm{mL}$ on wetted bed volume basis. For present investigation, the resin grains of 30-40 mesh size were used. The conditioning of the resins was done by usual methods [23-26].

The ion exchange resins in $\mathrm{H}^{+}$form weighing 0.500 g were equilibrated with $\mathrm{Na}^{+}$ion solution of different concentrations at a constant temperature of $30.0^{\circ} \mathrm{C}$ for 3 h. From the results of kinetics study reported earlier [30-41]; it was observed that this duration was adequate to attain the ion exchange equilibrium. After 3 h the different $\mathrm{Na}^{+}$ion solutions in equilibrium with ion exchange resins were analyzed for their $\mathrm{H}^{+}$ion concentration by potentiometric titration with standard 0.1 N NaOH solution. From the results $\boldsymbol{K}$ value for the reaction

$$
\begin{equation*}
\mathrm{R}-\mathrm{H}+\mathrm{Na}^{+} \underset{\text { (aq.) }}{ } \rightleftharpoons \mathrm{R}-\mathrm{Na}+\mathrm{H}^{+}{ }_{\text {(aq.) }} \tag{1}
\end{equation*}
$$

was determined at $30.0^{\circ} \mathrm{C}$. Similar values of $\boldsymbol{K}$ for the above $\mathrm{H}^{+} / \mathrm{Na}^{+}$system was determined for different temperatures in the range of $30.0^{\circ} \mathrm{C}$ to $40.0^{\circ} \mathrm{C}$.
The study was also carried out as explained above for $\mathrm{H}^{+} / \mathrm{K}^{+}$system in the same temperature range, to study the $\boldsymbol{K}$ values for the reaction

$$
\begin{equation*}
\mathrm{R}-\mathrm{H}+\mathrm{K}_{(\text {aq. })}^{+} \rightleftharpoons \mathrm{R}-\mathrm{K}+\mathrm{H}^{+} \underset{\text { (aq.) }}{ } \tag{2}
\end{equation*}
$$

The sodium and potassium ion solutions used in the entire experimental work, where prepared by dissolving potassium and sodium chloride salts (Analytical grade) in distilled deionised water. In the present study, a semimicro burette having an accuracy of 0.05 mL was used in the titrations and the titration readings were accurate to $\pm 0.05 \mathrm{~mL}$. Considering the magnitude of the titer values, the average equilibrium constants reported in the experiment are accurate to $\pm 3 \%$.

## 3. RESULTS AND DISCUSSION

The equilibrium constants for the uni-univalent ion exchange reactions (1 and 2) would be given by the expression

$$
\begin{equation*}
\boldsymbol{K}=\frac{\mathrm{C}_{\mathrm{RX}} \cdot \mathrm{C}_{\mathrm{H}}^{+}}{\left(\mathrm{A}-\mathrm{C}_{\mathrm{RX}}\right) \cdot \mathrm{C}_{\mathrm{X}}^{+}} \tag{3}
\end{equation*}
$$

here A is the ion exchange capacity of the resin, $\mathrm{x}^{+}$ represents $\mathrm{Na}^{+}$or $\mathrm{K}^{+}$ions.

For different concentrations of $\mathrm{x}^{+}$ions in solution at a given temperature, $\boldsymbol{K}$ values was calculated from which average value of $\boldsymbol{K}$ for that set of experiment was calculated. Similar values of $\boldsymbol{K}$ were calculated for both $\mathrm{H}^{+} / \mathrm{Na}^{+}$and $\mathrm{H}^{+} / \mathrm{K}^{+}$systems for different temperatures (Table 1).

Earlier researchers have expressed the concentration of ions in the solution in terms of molality and concentration of ions in resin in terms of mole fraction [21]. In view of above, the experimental results obtained in the present study have been substituted in the following equation by Bonner et al. $[14,18]$ and the equilibrium constant $K$ ' was calculated (Table 2).

$$
\begin{equation*}
\boldsymbol{K}^{\prime}=\frac{\left[\mathrm{N}_{\mathrm{x}}^{+}\right]\left[\mathrm{m}_{{ }^{+}}\right]}{\left[\mathrm{NH}^{+}\right]\left[\mathrm{m}_{\mathrm{x}}^{+}\right]} \tag{4}
\end{equation*}
$$

here $\mathrm{N}_{\mathrm{X}}{ }^{+}=$mole fraction of $\mathrm{K}^{+}$or $\mathrm{Na}^{+}$ions exchanged on the resin
$\mathrm{m}_{\mathrm{H}}{ }^{+}=$molality of $\mathrm{H}^{+}$ions exchanged in the solution $\mathrm{N}_{\mathrm{H}}{ }^{+}=$mole fraction of $\mathrm{H}^{+}$ions remained on the resin $\mathrm{m}_{\mathrm{x}}^{+}=$molality of $\mathrm{K}^{+}$or $\mathrm{Na}^{+}$ions remained in the solution at equilibrium.

Since in the present study the solution was dilute, the molality and molarity of the ions in the solution were almost the same, with negligible error. Therefore the molality of the ions can be easily replaced by molarity. The equilibrium constant $K^{\prime}$ was calculated by Eq. 4 and the average value of $\boldsymbol{K}^{\prime}$ is reported (Table 2). Such $\boldsymbol{K}^{\prime}$ values were calculated for different temperatures and the values were in good agreement with $\boldsymbol{K}$ values calculated by Eq. 3 (Table 1 and Table 2).This justifies that the choice of units for the concentration in the present study is insignificant. The enthalpy value for the ion exchange reactions 1 and 2 were calculated by plotting the graph of $\log \boldsymbol{K}$ against 1/T (Figure 1). Bonner and Pruett [14] studied the temperature effect on uni-univalent exchanges involving some bivalent ions. In all bivalent exchanges the equilibrium constant decreases with rise in temperature resulting in exothermic reactions. However in the present investigation, the equilibrium constant values increases with rise in temperature (Table 1 and Table 2), indicating the endothermic ion exchange reactions [23-26]. The low enthalpy and higher $\boldsymbol{K}$ values for $\mathrm{H}^{+} / \mathrm{K}^{+}$exchange as compared to that for $\mathrm{H}^{+} / \mathrm{Na}^{+}$exchange (Table 1 and Table 2 ), indicate that the resins in $\mathrm{H}^{+}$form are having more affinity for larger ionic size $\mathrm{K}^{+}$ ions in solution as compared to that for $\mathrm{Na}^{+}$ions also in the solution.


Figure 1. Variation of Equilibrium Constant with Temperature for the Ion Exchange Reactions (1) And (2) Using Ion Exchange Resin Amberlite IR-120. Amount of the ion exchange resin in $\mathrm{H}^{+}$form $=0.500 \mathrm{~g}$, Temperature Range $=$ $30.0^{\circ} \mathrm{C}-40.0^{\circ} \mathrm{C}$.

Table 1. Equilibrium constant for the uni-univalent ion exchange reactions using ion exchange resin Amberlite IR-120.
Amount of the ion exchange resin in $\mathrm{H}^{+}$form $=0.500 \mathrm{~g}$, Ion exchange capacit $\mathrm{y}=3.3 \mathrm{meq} . / \mathrm{g}$, Volume of external ionic solution= 80.0 mL

| Reaction 1 |  |  |  |  | Reaction 2 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Temperature $=30.0{ }^{\circ} \mathrm{C}$ |  |  |  |  |  |  |  |  |  |
| Initial conc. of $\mathrm{Na}^{+}$ion solution <br> (M) | Final conc.of $\mathrm{Na}^{+}$ions ( M ) $\mathrm{C}_{\mathrm{Na}}{ }^{+}$ | Conc. of $\mathrm{H}^{+}$ions Exchanged in solution (M) $\mathrm{C}_{\mathrm{H}}{ }^{+}$ | Amount of $\mathrm{Na}^{+}$ions Exchanged on the resin meq./ 0.5 g $\mathrm{C}_{\mathrm{RNa}}$ | Equilibrium constant K | Initial <br> Conc. of $\mathrm{K}^{+}$ion solution <br> (M) | Final conc. of $\mathrm{K}^{+}$ions (M) $\mathrm{C}_{\mathrm{K}}{ }^{+}$ | Conc. of $\mathrm{H}^{+}$ions exchanged in solution ( M ) $\mathrm{C}_{\mathrm{H}}{ }^{+}$ | Amount of $\mathrm{K}^{+}$ions Exchanged on the resin meq. $/ 0.5 \mathrm{~g}$ C RK | Equilibrium constant K |
| 0.01 | 0.0052 | 0.0048 | 0.24 | 0.072 | 0.01 | 0.0048 | 0.0052 | 0.26 | 0.099 |
| 0.02 | 0.0126 | 0.0074 | 0.37 | 0.074 | 0.02 | 0.0120 | 0.0080 | 0.40 | 0.099 |
| 0.025 | 0.0166 | 0.0084 | 0.42 | 0.074 | 0.025 | 0.0160 | 0.0090 | 0.45 | 0.096 |
| 0.03 | 0.0208 | 0.0108 | 0.46 | 0.072 | 0.03 | 0.0200 | 0.0100 | 0.50 | 0.096 |
| 0.04 | 0.0292 | 0.0112 | 0.54 | 0.072 | 0.04 | 0.0282 | 0.0118 | 0.59 | 0.098 |

Average equilibrium constant $(K)=0.073$
Standard deviation (s) $= \pm 0.001$

Average equilibrium constant $(K)=0.098$
Standard deviation ( $s$ ) $= \pm 0.001$

| Temperature <br> ${ }^{\circ} \mathrm{C}$ | 30.0 | 35.0 | 40.0 | Enthalpy <br> $(\mathrm{kJ} / \mathrm{mol})$ | 30.0 | 35.0 | 40.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Equilibrium <br> Constant $(K)$ | 0.073 | 0.079 | 0.094 | 19.9 | 0.098 | 0.107 | 0.120 |

Table 2. Equilibrium constant for the uni-univalent ion exchange reactions using ion exchange resin Amberlite IR-120 calculated by Bonner et.al. Equation.
Amount of the ion exchange resin in $\mathrm{H}^{+}$form $=0.500 \mathrm{~g}$, Ion exchange capacity $=3.3 \mathrm{meq} . \mathrm{g}$, Volume of external ionic solution $=80.0 \mathrm{~mL}$

| Reaction 1 |  |  |  |  |  | Reaction 2 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Temperature $=30.0{ }^{\circ} \mathrm{C}$ |  |  |  |  |  |  |  |  |  |  |
| Initial conc. of $\mathrm{Na}^{+}$ion solution <br> (M) | Final conc. of $\mathrm{H}^{+}$ions ( M ) $\mathrm{C}_{\mathrm{Na}}{ }^{+}$ | Mole fr of Na excha on the $\mathrm{N}_{\mathrm{N}}$ | action ions nged resin | Mole fraction of $\mathrm{H}^{+}$ions remained on the resin $\mathrm{N}_{\mathrm{H}}{ }^{+}$ | Equilibrium constant K' | Initial <br> Conc. of $\mathrm{K}^{+}$ion solution <br> (M) | Final conc. <br> of $\mathrm{K}^{+}$ <br> Ions <br> ( M) <br> $\mathrm{C}_{\mathrm{K}}{ }^{+}$ | Mole fraction of $\mathrm{K}^{+}$ions Exchanged on the resin $\mathrm{N}_{\mathrm{K}}{ }^{+}$ | Mole fraction of $\mathrm{H}^{+}$ions Remained on theresin $\mathrm{N}_{\mathrm{H}}{ }^{+}$ | Equilibrium constant K' |
| 0.01 | 0.0052 | 0.07 |  | 0.927 | 0.072 | 0.01 | 0.0048 | 0.079 | 0.921 | 0.093 |
| 0.02 | 0.0126 | 0.11 |  | 0.888 | 0.074 | 0.02 | 0.0120 | 0.012 | 0.879 | 0.092 |
| 0.025 | 0.0166 | 0.12 |  | 0.873 | 0.074 | 0.025 | 0.0160 | 0.136 | 0.864 | 0.089 |
| 0.03 | 0.0208 | 0.16 |  | 0.836 | 0.081 | 0.03 | 0.0200 | 0.152 | 0.849 | 0.089 |
| 0.04 | 0.0292 | 0.17 |  | 0.830 | 0.075 | 0.04 | 0.0282 | 0.179 | 0.821 | 0.091 |
| Average equilibrium constant $(K)=0.075$ Standard deviation $(s)= \pm 0.004$ |  |  |  |  |  | Average equilibrium constant $(K)=0.091$ Standard deviation ( $s$ ) $= \pm 0.002$ |  |  |  |  |
| Temperature ${ }^{\circ} \mathrm{C}$ |  | 30.0 | 35.0 | 40.0 | Enthalpy (kJ/mol) | 30.0 | 35.0 | 40.0 | Enthalpy (kJ/mol) |  |
| Equilibrium <br> Constant ( $K^{\prime}$ ) |  | 0.075 | 0.079 | 0.094 | 19.9 | 0.091 | 0.099 | 0.111 | 15.0 |  |

## 4. CONCLUSION

Efforts to develop new ion exchangers for specific applications are continuing. In spite of their advanced stage of development, various aspects of ion exchange technologies have been continuously studied to improve the efficiency and economy in various technical applications. The selection of an appropriate ion exchange material is possible on the basis of information provided by the manufacturer. However, it is expected that the data obtained from the actual experimental trials will prove to be more helpful. The thermodynamic data obtained in the present experimental work will be useful to understand the selectivity behaviour of ion exchange resins for various ions in solution thereby helping in characterization of resins.
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#### Abstract

A low-cost, green and reproducible probiotic microbe (Lactobacillus sporogens) mediated biosynthesis of ZnO nanoparticles is reported. The synthesis is performed akin to room temperature in five replicate samples. X-ray and transmission electron microscopy analyses are performed to ascertain the formation of ZnO nanoparticles. Rietveld analysis to the X-ray data indicated that ZnO nanoparticles have hexagonal unit cell structure. Individual nanoparticles having the size of $5-15 \mathrm{~nm}$ are found. A possible involved mechanism for the synthesis of ZnO nanoparticles has been proposed. The $\mathrm{H}_{2} \mathrm{~S}$ adsorption characteristic of ZnO nanoparticles has also been assayed.
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## 1. INTRODUCTION

Nature by dint of its diversity provides exponential possibilities in terms of endearing adaptability of its constituent cohorts. Both bacteria and fungi make such an exciting category of microorganisms having naturally bestowed property of reducing/oxidizing metal ions into metallic/oxide nanoparticles thereby functioning as 'mini' nano-factories. [1,2] It is indeed their chemical constitutions (or metabolic status) which provide them strength to withstand such environmentally diverse habitats. The non-pathogenic, gram positive, mesophilic facultative anaerobe Lactobacillus, commonly used for curdling of milk forms part of the beneficial community of microbes present in the human intestinal tract.
Zinc oxide ( ZnO ) is considered to be a technologically prodigious material having a wide spectrum of applications such as that of a semiconductor ( $E_{g}=3.37 \mathrm{eV}$ ), magnetic material, electroluminescent material, UV-absorber, piezoelectric sensor and actuator, nanostructure varistor, field emission displaying material, thermoelec-
tric material, gas sensor, constituent of cosmetics etc. [3-9] There are several synthesis procedures for the preparation of ultrafine oxide nanoparticles such as solgel, hydrothermal, solvothermal, flame combustion, emulsion precipitation, fungus mediated biosynthesis, etc. [10-16] Each method has its own merits and demerits. They are time consuming, capital intensive and require trained manpower. Besides, the development of eco-friendly, 'green' synthesis protocols is in line with the recent RoHS and WEEE legislation stipulated by the EU. Therefore, an urge to develop green synthesis protocols which goes in consonance with the above mentioned stipulations is need of the hour. Microbes exhibit a natural capability to adapt to changes in their environment. Recent research devoted towards the study of interaction between inorganic substances and biological systems has highlighted its potential application for the production of nanomaterials with interesting technological properties. [1,2,17-20] Numerous recent publications have highlighted the potential for microbes, particularly bacteria (including thermophilies) and fungi, to synthesize metallic and/or oxide nanoparticles. [21-35] The facultative nature of Lactobacilli, offers the potential to produce nanoparticles under both oxidizing and reducing conditions. [2,18,35]

No work to the best of author's acquaintance has so far been reported regarding the synthesis of ZnO nanoparticles employing Lactobacilli. Lactobacilli strain, cultured from spores an effort has been taken for synthesizing ZnO nanoparticles ( ZnO NPs ) in the present work. We have tried to explore a cost effective, green and readily reproducible approach for the purpose of scaling up and subsequent downstream processing. An effort to understand the nano-transformation mechanism of biosynthesis has also been made. It is well established that Hydrogen sulfide $\left(\mathrm{H}_{2} \mathrm{~S}\right)$ is a colorless, corrosive and highly toxic gas, a low concentration of which in air, brings smell of rotten eggs and it substantially contributes towards air pollution. [36,37] The potential of ZnO NPs towards $\mathrm{H}_{2} \mathrm{~S}$ adsorption has also been assayed in the present study.

## 2. MATERIALS AND METHODS

### 2.1. Biosynthesis of ZnO Nanoparticles

Pharmaceutical grade Lactic acid Bacillus spore tablets (SporeLac DS, Sanyko Pharmaceuticals, Japan) were procured and two tablets were dissolved in 50 mL sterile distilled water containing standard carbon and nitrogen source. As per specification, each tablet was capable of producing 120 million spores of the bacterium. The culture solution was allowed to incubate on room temperature overnight. Next day, the presence of Lactobacillus was confirmed under an optical microscope. The pH of this source culture solution was observed to be equal to 3 . Now, 10 mL of this source culture was doubled in volume by mixing equal volume of sterile distilled water containing nutrients in five different hard glass test tubes. In yet another tube instead of adding the source culture solution, sterile distilled water containing nutrients was pooled and this was treated as control. All these culture tubes were gently heated on a steam bath and were allowed to incubate overnight in laboratory ambience for another 24 hours on orbital shaker. Next day, the pH was taken and found to be in the range of 4-5 in case of culture solution and 7 in case of control. Small quantity of $\mathrm{NaHCO}_{3}$ was added in culture solution until it attains pH 6. It was brought to this pH as a lower value delays the process of transformation. [2] Similarly, a small volume of distilled water along with carbon and nitrogen source and $\mathrm{NaHCO}_{3}$ were pipetted in the control tube and the $\mathrm{pH}=8.5$ were recorded. Analytical reagent grade Zinc Chloride $\left(\mathrm{ZnCl}_{2}\right)$ was taken into use for preparing a solution of $0.25(\mathrm{M})$ strength at room temperature. Control solution was prepared by adding 100 mL sterile distilled water, carbon and nitrogen containing nutrients and the mild base in known quantitative ratio (5:1:1). To each of these tubes, 20 mL of Zinc Chloride solution was added. The pH of the control tube was noted to be $8-9$ in 5 different set of experiments. Culture solution containing tubes including control tube were heated on the steam bath up to $80^{\circ} \mathrm{C}$ for 5 to 10 minutes. An appearance of starch like haziness in solution and white deposition at the bottom of the tube was perceived as an indication of commencement of transformation. No such deposition or haziness was observed in control tube. The tubes were allowed to incubate in the laboratory ambience for another 9 hours, after which distinctly markable coalescent white clusters deposited at the bottom of all the tubes except in control. A remarkable change in pH was observed at this stage (6.0 to 7.5) excluding control (8 to 9). The chemical reactions which proceed in the culture medium may be as follows:


$$
\begin{gathered}
\mathrm{NaHCO}_{3} \Leftrightarrow \mathrm{Na}^{+}+\mathrm{HCO}_{3}^{-} \\
\mathrm{HCO}_{3}^{-} \Leftrightarrow \mathrm{OH}^{-}+\mathrm{CO}_{2} \\
\mathrm{ZnCl}_{2} \Leftrightarrow \mathrm{Zn}^{2+}+2 \mathrm{Cl}^{-} \\
\mathrm{Zn}^{2+}+2 \mathrm{OH}^{-} \rightarrow \mathrm{Zn}(\mathrm{OH})_{2} \\
\mathrm{Zn}(\mathrm{OH})_{2} \rightarrow \mathrm{ZnO}+\mathrm{H}_{2} \mathrm{O}
\end{gathered}
$$

### 2.2. Characterization

The formation of ZnO NPs was checked by X-ray diffraction (XRD) technique using an X-ray diffractometer (XPERT-PRO, Pan Analytical) with $\mathrm{CuK}_{\alpha}$ radiation ( $\lambda=$ $1.5406 \AA$ ) over a wide range of Bragg angles $\left(10^{\circ} \leq 2 \theta \leq\right.$ $80^{\circ}$ ). The $X Y$ ( $2 \theta$ vs. intensity) data obtained from this experiment were plotted with the WinPLOTR program and the angular positions of the peaks were obtained with the same program. [38] The dimensions of the unit cell, hkl values and space group of ZnO NPs were obtained using the DICVOL program in the FullProf 2000 software package and then refinement was carried out through the profile matching routine of FullProf. [39] The Bragg peaks were modeled with pseudo-Voigt function and the background was estimated by linear interpolation between selected background points. The crystallite size $(D)$ and the lattice strain of ZnO NPs were estimated by analyzing the broadening of X-ray diffraction peaks, using Williamson-Hall approach. [40]

$$
\begin{equation*}
\eta \cos \theta=(K \lambda / D)+2(\Delta \xi / \xi) \sin \theta \tag{1}
\end{equation*}
$$

where $\eta$ is diffraction peak width at half intensity (FWHM) and $\Delta \xi / \xi$ is the lattice strain and $K$ is the Scherrer constant (0.89). The term $K \lambda / D$ represents the Scherrer particle size distribution. TEM micrograph of ZnO NPs was obtained using Hitachi H-7500 transmission electron microscope. The specimen was suspended in distilled water, dispersed ultrasonically to separate individual particles, and two drops of the suspension deposited onto holey-carbon coated copper grids.

## 3. RESULTS

### 3.1. Structural and Microstructural Studies

Rietveld refinements on the X-ray (XRD) data were done on ZnO NPs, selecting the space group $P 6 / \mathrm{mmm}$. Figure 1 depicts the observed, calculated and difference XRD profiles for ZnO NPs after final cycle of refinement. It can be seen that the profiles for observed and calculated one are perfectly matching. The value of $\chi^{2}$ comes out to be equal to 3.16 , which may be considered to be very good for estimations. The profile fitting procedure adopted was minimizing the $\chi^{2}$ function. [41] The XRD analyses indicated that ZnO NPs has a hexagonal unit cell. The crystal data and refinement factors of ZnO


Figure 1. Rietveld refined pattern of ZnO NPs in the space group $P 6 / \mathrm{mmm}$. Symbols represent the observed data points and the solid lines their Rietveld fit. Inset: Williamson-Hall plot for ZnO NPs.

Table 1. The crystal data and refinement factors of ZnO NPs obtained from X-ray powder diffraction data.

| Parameters | Results | Description of parameters |
| :---: | :---: | :---: |
| Crystal System | Hexagonal | $R_{\mathrm{p}}$ (profile factor) $=100\left[\Sigma\left\|y_{i}-y_{i c}\right\| / \Sigma \mid y_{i}\right]$ ], where $y_{i}$ is the observed intensity and $y_{i c}$ is the |
| Space group | P6/mmm | calculated intensity at the $\mathrm{i}^{\text {th }}$ step. |
| $a(\AA)$ | 3.2524 |  |
| $b(\AA)$ | 3.2524 | $R_{\mathrm{wp}}$ (weighted profile factor) $=100\left[\Sigma \omega_{i} y_{i}-y_{i \mathrm{c}}{ }^{2} / \Sigma \omega_{i}\left(y_{i}\right)^{2}\right]^{12}$, where $\omega_{i}=1 / \sigma_{i}^{2}$ and $\sigma_{i}^{2}$ |
| $c(\AA)$ | 5.2120 | is variance of the observation. |
| $\alpha\left({ }^{\circ}\right)$ | 90.000 | $R_{\exp }\left(\right.$ expected weighted profile factor) $=100\left[(n-p) / \Sigma \omega_{i}\left(y_{i}\right)^{2}\right]^{1 / 2}$, where $n$ and $p$ are the |
| $\beta\left({ }^{\circ}\right)$ | 90.000 | number of profile points and refined parameters, respectively. |
| $\gamma\left({ }^{\circ}\right.$ | 120.000 |  |
| $V\left(\AA^{3}\right)$ | 47.7463 | $R_{\mathrm{B}}($ Bragg factor $)=100\left[\Sigma\left\|I_{\text {obs }}-I_{\text {calc }} / \Sigma\right\| I_{\text {obs }}\right]$, where $I_{\text {obs }}$ is the observed integrated inten- |
| $R_{\text {p }}$ | 25.2 | sity and $I_{\text {calc }}$ is the calculated integrated intensity. |
| $R_{\text {wp }}$ | 23.8 | $R_{\mathrm{F}}$ (crystallographic $R_{\mathrm{F}}$ factor) $=100\left[\Sigma\left\|F_{\text {obs }}-F_{\text {calc }}\right\| / \Sigma\left\|F_{\text {obs }}\right\|\right]$, where $F$ is the structure |
| $R_{\text {exp }}$ | 13.4 | factor, $F=\sqrt{ }(I / L)$, where $L$ is Lorentz polarization factor |
| $R_{\text {B }}$ | $0.175 \mathrm{E}-3$ |  |
| $R_{\text {F }}$ | $0.133 \mathrm{E}-3$ | $\chi^{2}=\Sigma \omega_{i}\left(y_{i}-y_{i c}\right)^{2}$. |
| $\chi^{2}$ | 3.16 | $d$ (Durbin-Watson statistics) $=\Sigma\left\{\left[\omega_{i}\left(y_{i}-y_{i c}\right)-\omega_{i-1}\left(y_{i-1}-y_{i c-1}\right)\right]^{2}\right\} / \Sigma\left[\omega_{i}\left(y_{i}-y_{i c}\right)\right]^{2}$. |
| d | 0.6844 | $Q_{D}=$ expected $d$. |
| $Q_{D}$ | 1.9059 |  |
| $S$ | 1.776 | $S$ (goodness of fit) $=\left(R_{\text {wp }} / R_{\text {exp }}\right)$. |

NPs obtained from XRD data are depicted in Table 1. The lattice parameter as obtained for ZnO NPs is in good agreement with the literature report (PCPDF No. \#89-0510). Inset Figure 1 illustrates the William-son-Hall plot for ZnO NPs. A linear least square fitting
to $\eta \cos \theta-\sin \theta$ data yielded the values of average crystallite size and lattice strain respectively to be 11 nm and 0.0035 . The low value of lattice strain might be due to the fact that the procedure adopted in the synthesis of nanoparticles is natural (biosynthetic) one.


Figure 2. TEM photograph of ZnO NPs. Inset: ZnO NPs.

Figure 2 shows the TEM micrograph of ZnO NPs (inset Figure 2) being formed using Lactobacillus strain. The micrograph clearly illustrates the nanoparticles with tubules and other irregular forms having the sizes of 5-15 nm. The measurement of size was carried along the diameter of the particles. The difference in particle size is possibly due to the fact that the nanoparticles are being formed at different times. It is found that the size of the ZnO NPs estimated using TEM analysis to be in fairly good agreement with the size estimated by the Williamson-Hall approach.

### 3.2. Adsorption Study

Figure 3 shows the experimental setup to assess the adsorption capacity of synthesized ZnO NPs as well as bulk ZnO . Freshly prepared $\mathrm{H}_{2} \mathrm{~S}$ was allowed to pass through the equal quantities of bulk ZnO and ZnO NPs ( 5 gm each) for a fixed span of time ( 30 min .) and flow of gas was suitably regulated. The degree of absorption was assessed directly through the change in colour of lead acetate solution (from clear solution to black). It was observed that the presence of bulk ZnO blackens the
solution (due to formation of lead sulfide) within 5 minutes, while ZnO NPs does the same in 25 min . The experiment was pursued as five replicates and each gave approximately the same result. This happens due to the fact that nanoparticles have large surface to volume ratio and hence a high surface activity and these features might have led to better degree of adsorption of $\mathrm{H}_{2} \mathrm{~S}$ in comparison to its bulk counterpart. $\mathrm{H}_{2} \mathrm{~S}$ absorption by ZnO proceeds according to the reaction: $\mathrm{ZnO}+\mathrm{H}_{2} \mathrm{~S} \rightarrow$ $\mathrm{ZnS}+\mathrm{H}_{2} \mathrm{O}$ that results into formation of inert Zinc sulfide.

## 4. DISCUSSION

Lactobacilli cells are prokaryotes in terms of cellular organization. They are gram positive (a thick peptidoglycan cell wall) bacteria showing facultative anaerobic properties, which probably make them suitable candidate microorganism for biosynthesis of metal as well as oxide nanoparticle. Like most of the bacteria, they have a negative electro-kinetic potential; which readily attracts the cations and this step probably acts as a trigger of the procedure of biosynthesis. Earlier, such a possibility of biosorption and bioreduction had been reported in case of silver iodide by the Lactobacillus sp. A09 ${ }^{*}$ [42] The mesophilic, non-pathogenic and facultatively anaerobic microbe like Lactobacillus has robust metabolic capabilities. Addition of simple carbohydrates into the culture medium tends to lower the value of oxi-dation-reduction potential (or the Eh value). The oxida-tion-reduction potential expresses the quantitative character of degree of aerobiosis having a designated unit expressed as $\mathrm{rH}_{2}$ (the negative logarithm of the partial pressure of gaseous hydrogen). By controlling $\mathrm{rH}_{2}$ of the nutrient medium, conditions can be engineered for the growth of anaerobes in the presence of oxygen by lowering the $\mathrm{rH}_{2}$, and also by cultivating the aerobes in anaerobic conditions by increasing the $\mathrm{rH}_{2}$ of the medium.


Figure 3. Experimental set up to study adsorption of $\mathrm{H}_{2} \mathrm{~S}$ by ZnO NPs.


Figure 4. Schematic showing the mechanism for the biosynthesis of ZnO NPs.

Composition of nutrient media, therefore; plays a pivotal role in biosynthesis of metallic and/or oxide nanoparticles which is done in the present investigation. Energy yielding material - suitable carbohydrate (which controls the value of $\mathrm{rH}_{2}$ ), the ionic status of the medium pH and overall oxidation-reduction potential (Eh) of the culture medium, all these factors cumulatively negotiate the synthesis of ZnO nanoparticles in the presence of Lactobacillus strain. Taking use of the above mentioned facts, our group had earlier reported synthesis of metallic cadmium [18], silver $[17,34,43$ ] as well as antimony oxide $[1,44]$ and titanium dioxide. [2] A mildly acidic pH also activates the membrane bound oxidoreductases and makes the requisite ambience for an oxide nanoparticle synthesis as illustrated in Figure 4. Therefore, compared to other techniques, the present procedure is less expensive more reproducible, emphatically non-toxic and a truly green approach.

A large quantity of hydrogen sulfide is liberated in gas and petroleum industries and has been considered as a major pollutant. Besides, according to the international environmental regulations, $\mathrm{H}_{2} \mathrm{~S}$ contained in the acid gases should be effectively removed before its release to atmosphere. Its characteristic odor could easily be perceived in a dilution of $0.002 \mathrm{mg} / \mathrm{L}$ in ambient air. Intake of higher concentrations, could lead to the collapse from respiratory failure. For the purpose of protection, the concentration should be reduced to less than 15 ppm . [45] Pollution of underground aquifers has been a prevalent problem in the areas adjoining oil and gas reserves, which miserably affects the health of nearby inhabitants. Use of ZnO NPs produced using present green and low cost protocol based devices could prove to be an effective step towards mitigation of the menace.

## 5. CONCLUSIONS

The present biosynthesis method is a green low cost approach, capable of producing ZnO NPs nearby room temperature. The synthesis of ZnO NPs might have resulted due to variation in the level of $\mathrm{rH}_{2}$ or pH , which activates the pH sensitive oxido-reductases. ZnO
nanoparticles could be effective in controlling the pollution generated due to $\mathrm{H}_{2} \mathrm{~S}$ in air as well as underground aquifers. However, bright possibility exists with regard to the development of different products/devices in order to get rid of the menace of different forms of air and/or water pollution such as face masks, water filters, de-odorizing cakes and screens. Cosmetic industries can bank upon this product in order to synthesize sunscreen lotions etc., which would be done in the immediate future.
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#### Abstract

The third-order nonlinear optical properties of two dmit organometallic complexes, $\left[\left(\mathrm{CH}_{3}\right)_{4} \mathrm{~N}\right]$ $\left[\mathrm{Au}\left(\mathrm{C}_{3} \mathrm{~S}_{5}\right)_{2}\right](\mathrm{MeAu})$ and $\left[\left(\mathrm{CH}_{3}\right)_{4} \mathrm{~N}\right]\left[\mathrm{Ni}\left(\mathrm{C}_{3} \mathrm{~S}_{5}\right)_{2}\right](\mathrm{Me}$ $\mathrm{Ni})$ in acetone solutions, were characterized using a short pulse Z-scan technique at 1064 nm wavelength. Self-defocusing effects were found in both samples and stronger saturable absorption was observed in MeNi solution comparing with that of MeAu. The origins were analyzed for the differences between the results. Two figures of merit $W$ and $T$ were also calculated to evaluate the suitability of two materials for all-optical integrated devices. The results of $W=22.84$ and $T \approx 0$ of MeAu make it an excellent candidate for the all-optical applications.


Keywords: Z-scan Technique; Third-order Nonlinearity; Metal-dmit Complexes; Figure of Merit.

## 1. INTRODUCTION

As the development of optical communication networks progress, the demand for ultrafast optical switching with femtosecond or picosecond response time operation is rising. materials with large third-order nonlinear optical (NLO) properties and ultrafast response time have arose great interest for its widespread applications in optical switching, signal processing, ultrafast optical communications and optical limiting [1-4]. In recent years, $\pi$-conjugated organometallic complexes have emerged as a promising class of third-order nonlinear optical (NLO) materials because of their architectural flexibility with a variety of combinations of central metals and ligands as
well as the charge-transfer nature of the metal-ligand bonds, which can further enhance the nonlinearity [5-6].

Special $\pi$-conjugated electron systems, like 4,5-dithiolato-1,3-dithiole-2-thione (dmit) complexes, have been used as building blocks for organic, organometallic and coordination-complex electrical conductors and superconductors [7-10]. Currently, more attention has been paid to the third-order NLO properties of these materials [11-13]. These structures that contain transition metal ions may exhibit new properties due to the richness of various excited states present in these systems in addition to the tailorability of metal-organic ligand interactions. Also the $\pi$-electron delocalization and the transfer of electron densities between metal atom and the ligands make this kind of compounds exhibit a large molecular hyperpolarizability which can contribute to ultrafast optical response capability and larger third NLO effects. Usually, assessing the suitability of a material for all-optical switching devices is evaluated through two figures of merit: $W=n_{2} I / \alpha_{0} \lambda$ and $T=\beta \lambda / n_{2} \quad\left(n_{2}\right.$ is the nonlinear refractive index, $I$ is incident light intensity, $\alpha_{0}$ is the linear absorption coefficient, $\lambda$ is wavelength and $\beta$ is the nonlinear absorption coefficient) [2,14]. In order to satisfy the requirement, it is necessary to achieve $W \gg 1$ and $T \ll 1$. In this paper, the third-order optical nonlinearity of two dmit organometallic complexes, MeAu and MeNi, were reported using a Z-scan technique at 1064 nm with 20 ps pulse duration and 10 Hz repetition rate. Additionally, $W$ and $T$ of these samples were obtained which were used to evaluate their feasibility of to be applied in all-optical device field.

The Z-scan technique which was firstly reported by M. Sheik-Bahae et al. [15], is a simple and sensitive single beam method for measurement of third-order nonlinear optical coefficients. It is based on the self-focusing or
defocusing of a distorted beam of known spatial structure induced by moving a nonlinear sample along the light-propagation direction (Z-axis). Using this method, the magnitude and sign of both the real (nonlinear refraction, NLR) and imaginary (nonlinear absorption, NLA) parts of the nonlinearity of transparent mediums can be immediately obtained based on the relationship of the variation of transmittance in the far field and the sample position. The Z-scan technique can be signed two types: closed-aperture Z-scan and open-aperture Z-scan. For closed-aperture Z-scan both NLR and NLA can be measured simultaneously while for another, the NLA can be independently measured more accurately. To date the Z-scan technique is becoming an increasingly popular approach on measurement of nonlinear optical responses for its convenient operation, higher sensitivity and simple apparatus comparing with other method such as degenerated four-wave mixing, optical Kerr gate, nonlinear interference and so on.

## 2. EXPERIMENTAL

The molecular structures of MeAu and MeNi were illustrated in Figure 1. The synthesized procedures were respectively referred by the literatures [14,16]. The linear UV-Vis-NIR absorption spectra of $1 \times 10^{-4} \mathrm{~mol} / \mathrm{L}$ solution of two materials in acetone were recorded using a scanning spectrophotometer (Hitachi U-4100, Japan). Figure 2 shows the results with the wavelength region $330-1500 \mathrm{~nm}$ at room temperature. Both MeAu and MeNi represent several absorptive peaks in the UV-Vis region which can be regarded as attributing to the $n-\pi$ transition and the $d$-p interaction [16,17]. In another words, for MeAu , there was so wider a transparent window with no absorption in the wavelength region longer than 500 nm . While for MeNi , it also exhibits a strong absorption band with the peak at about 1137 nm in the NIR region (800-1500 nm) which may be assigned to the low-energy $\pi-\pi^{*}$ transition [18].


Figure 1. Molecular structures of MeAu and MeNi.


Figure 2. UV-Vis-NIR absorption spectra of acetone solutions of MeAu (solid line) and MeNi (dot line) with a concentration of $1 \times 10^{-4} \mathrm{~mol} / \mathrm{L}$ at room temperature.

The Z-scan technique was used to characterize the third-order nonlinear optical response of the acetone solutions of two materials. In our measurement, a mode-locked Nd:YAG laser (Leopard-10, Continuum) was employed as the Gaussian light source with a repetition rate of 10 Hz , pulse width of 20 ps and wavelength of 1064 nm . The sample is moved along the optic axis (the Z-direction) through the focus of the lens, which has a focal length of 150 mm , while the energy transmitted through an aperture in the far-field is recorded as a function of the sample position. The radius of the beam waist ( $w_{0}$ ) was determined to be $39 \mu \mathrm{~m}$. Accordingly, the Rayleigh length ( $z_{0}$ ) was calculated to be 4.5 mm , much larger than either the thickness of a quartz cell with the optical length of 1 mm . The incident beam intensity ( $I$ ) performed on the samples was set to be $5.3( \pm 0.3)$ $\mathrm{GW} / \mathrm{cm}^{2}$. Before measuring the samples, the system was calibrated using a standard $\mathrm{CS}_{2}$ solution in quartz cell as reference. Measurements on the pure solvent (acetone)
in the cell were also performed under the same measuring condition to verify that the peak-valley configuration in the Z-scan curves all originated from the material, but not from the solvent or the quartz cell [19].

## 3. RESULTS AND DISCUSSION

The concentration of samples used in Z-scan measurements is $1 \times 10^{-4} \mathrm{~mol} / \mathrm{L}$. Figure 3 exhibits the closed-aperture (CA) and open-aperture (OA) data for MeAu in acetone solution. The symmetrical val-ley-to-peak configuration of the CA curve and the horizontal straight line of the OA curve reveal that the sample shows obvious self-defocusing effect and tiny NLA, which is considered a potential feature for all-optical switching. Then the Z-scan curves for MeNi are shown in Figure 4 (a) and (b). The configurations of CA and OA curves in Figure 4 (a) both demonstrate single peak,


Figure 3. Normalized Z-scan transmittance curves of MeAu in acetone solution with concentration of $1 \times 10^{-4}$ $\mathrm{mol} / \mathrm{L}$. The solid line is the theoretical fitting curve. Z is the sample position away from the focus.

(a)

(b)

Figure 4. Normalized Z-scan transmittance curves of MeNi in acetone solution with concentration of $1 \times 10^{-4} \mathrm{~mol} / \mathrm{L}$. The solid line is the theoretical fitting curve. Z is the sample position away from the focus.

Table 1. Nonlinear optical parameters of MeAu and MeNi at 1064 nm .

| Sample | $\alpha_{0}\left(\mathrm{~mm}^{-1}\right)$ | $n_{2}\left(10^{-19} \mathrm{~m}^{2} / \mathrm{W}\right)$ | $\beta\left(10^{-12} \mathrm{~m} / \mathrm{W}\right)$ | $\chi^{(3)}\left(10^{-13} \mathrm{esu}\right)$ | $\gamma\left(10^{-30} \mathrm{esu}\right)$ | $W$ | $T$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MeAu | 0.0021 | -9.50 | $-9.17 \times 10^{-3}$ | 4.58 | 2.65 | 22.84 | $\approx 0$ |
| MeNi | 4.60 | -5.68 | -10.34 | 5.03 | 2.91 | 0.013 | 1.94 |

suggestion that the NLA which is regarded as the saturable absorption, covers the contribution of the NLR and plays a dominant role in the third-order nonlinear process of the sample, which is a very attractive feature for laser mode-locking, laser Q-switching and optical bistability applications [20-22]. Figure 4 (b) shows the division curve of the CA by OA data of MeNi , which also reveals a self-defocusing effect for the sample.

In general, to distinguish the NLR and NLA, the normalized transmittance dependence can be presented as follows [23-24]:

$$
\begin{equation*}
T=1+\frac{4 x}{\left(x^{2}+9\right)\left(x^{2}+1\right)} \Delta \Phi-\frac{2\left(x^{2}+3\right)}{\left(x^{2}+9\right)\left(x^{2}+1\right)} \Delta \Psi \tag{1}
\end{equation*}
$$

with

$$
\begin{align*}
& \Delta \Phi=k n_{2} I_{0} L_{\text {eff }}  \tag{2}\\
& \Delta \Psi=\beta I_{0} L_{\text {eff }} / 2 \tag{3}
\end{align*}
$$

where $T$ is the normalized transmittance of the sample, $\Delta \Phi$ and $\Delta \Psi$ is the nonlinear phase shifts due to the NLR and NLA, respectively. Here $x=z / z_{0}$, indicates the dimensionless relative position from the waist, $k$ is wave vector, $L_{\text {eff }}=\left[1-\exp \left(-\alpha_{0} L\right)\right] / \alpha_{0}$ is the effective thickness ( $L$ denotes its real thickness).
The real and imaginary parts of the third-order nonlinear susceptibility $\chi^{(3)}$ are related to the NLR and

NLA coefficients by [15, 25]:

$$
\begin{align*}
\chi^{(3)}= & \chi_{R}^{(3)}+\mathrm{i} \chi_{I}^{(3)}  \tag{4}\\
\chi_{R}^{(3)}(e s u) & =\frac{c n_{0}^{2}}{120 \pi^{2}} n_{2}\left(\mathrm{~m}^{2} / \mathrm{W}\right)  \tag{5}\\
\chi_{I}^{(3)}(e s u) & =\frac{c^{2} n_{0}^{2}}{240 \pi^{2} \omega} \beta(\mathrm{~m} / \mathrm{W}) \tag{6}
\end{align*}
$$

where $\omega$ is the angular frequency of the light field and $c$ is the velocity of the light in vacuum.

Forwards, the second-order hyperpolarizability $\gamma$ of the sample molecule can be estimated through the equation [26]

$$
\begin{equation*}
\gamma=\frac{\chi^{(3)}}{N_{c} L_{c}} \tag{7}
\end{equation*}
$$

where $N_{c}$ is the number density of molecules and $L_{c}$ is the local field correction factor which equals $\left[\left(n_{0}^{2}+2\right) / 3\right]^{4}$.

According to above-mentioned procedure, the nonlinear parameters of the two sample MeAu and MeNi $n_{2}, \beta$, $\chi^{(3)}$, and $\gamma$ can be obtained in succession. Additionally, the results of two figures of merit $W$ and $T$ were also calculated basing on the NLO parameters. All the parameters were listed in Table 1. We can see that both

MeAu and MeNi show larger third-order nonlinear optical properties because of the delocalized electronic states formed by the overlapping between $p-p$ and $d$ orbits [10]. But the nonlinear absorption coefficient of MeNi is rapidly larger than that of MeAu. The resonant wavelength of 1064 nm of MeNi gives to the stronger saturable absorption comparing with the weaker nonlinear absorption of MeAu at 1064 nm which locates on the off-resonant field of linear absorption [27]. The figures of merit of MeAu were calculated to be $W=22.84$ and $T \approx 0$, which finely satisfy the requirement of suitability for all-optical switching devices $W \gg 1$ and $T \ll 1$. So the material can be considered to be an excellent candidate to be applied in integrated optics field as all-optical switching devices. While for $\mathrm{MeNi}, \mathrm{W}=0.013$ and $T=1.94$, the values of two figures of merit don't satisfy the requirement of all-optical devices but may be applied in laser mode-locking, laser Q-switching and optical bistability fields because of its saturable absorption properties.

## 4. CONCLUSIONS

The third-order nonlinear properties of two metal-dmit complexes MeAu and MeNi were investigated using a Z-scan technique at 1064 nm with 20 ps pulse width and 10 Hz repetition rate. Z-scan curves indicated that both MeAu and MeNi show negative nonlinear refraction which are regarded as self-defocusing effects. Meanwhile, tiny nonlinear absorption and stronger saturable absorption was found in MeAu and MeNi , respectively. The figures of merit $W$ and $T$ of two materials were calculated to judge the suitability as all-optical switching devices. The values of $\mathrm{MeAu} W=22.84$ and $T \approx 0$ were considered to be appropriate for applications in all-optical integrated field. While for MeNi, the stronger saturable absorption comparing with nonlinear refraction makes it a fine material to be applied in laser mode-locking, laser Q-switching, optical bistability field and so on.
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#### Abstract

A suspension of 15 nm diameter gold nanoparticles has been deposited along a line on a silicon substrate with the assistance of a jet generated in an electric field. In order to control the evaporation of the solvent used to suspend the gold nanoparticles, a heating device was used to change the substrate temperature. Layer-bylayer deposition enabled the direct writing of gold tracks having an electrical resistivity of 1.8 $\times 10^{-7} \Omega \mathrm{~m}$, only about an order of magnitude above the electrical resistivity of bulk gold.
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## 1. INTRODUCTION

The forming of fine metallic patterns from colloids and suspensions is gaining tremendous interest because it is a potential fabrication route for the next generation electronic devices. Techniques, such as electron-beam lithography and photo-lithography are the most popular patterning techniques, and are at the heart of modern day microfabrication, nanotechnology and molecular electronics. Lithography techniques require a mask or resistive film to pattern microstructures on substrates and thereafter harsh chemical etching is needed to produce the final pattern. This makes them unsuitable for patterning nanoparticles or molecules with organic or biological functionalities, since it impairs the organic molecules and biological entities [1]. In addition, these lithographic techniques are not only time consuming but also quite complicated. For these reasons, the development of convenient and fast processing techniques to fabricate conductive lines has attracted more attention in recent years [2].

Recently developed techniques, for example, microcontact printing, also require an elastomer stamp for patterning, which can deform due to its elastomeric nature, resulting in distorted patterns [3]. Dip-pen lithography is also a recently developed patterning technique, which allows direct transporting and patterning of particles and molecules at nanometer scale ( $30-100 \mathrm{~nm}$ ) onto a substrate from the tip of an atomic force microscope. However, this technique can usually convey only a small amount of materials, since the transfer efficiency is relatively low [1].
Direct write technologies have been explored recently for fabricating fine patterns whose line widths range from the meso to the nanoscale. The term direct write refers to any technique or process that is capable of depositing, dispensing or processing different types of materials on various surfaces following a preset pattern or layout. The main advantages of the direct write approach is that patterns or structures can be obtained without the use of moulds or pre-fabrication processes, masks, and liquids for etching. Direct write technologies are therefore low cost, high speed, non-contact and environmentally friendly processes [4,5].
As a non-contact patterning technique, ink-jet printing (IJP) has been used in the last decade for a number of new applications, such as the fabrication of organic light-emitting diodes, transistors and integrated circuits, conducting polymer devices, structural polymers, ceramics and biomolecular arrays [6]. Table 1 shows recent publications on fabricating conducting tracks by ink-jet printing and the concentration and resistivities achieved by other researchers. The metal concentration used in most of the studies varies from $20-48 \mathrm{wt} . \%$.
Printing using a jet generated in an electric field is an emerging direct write patterning technology. In this method, the medium is made to jet and disperse into fine droplets, which are deposited on a substrate using computer control to form a pre-designed pattern. Deposition

Table 1. Summary of recent works on fabricating conducting tracks by IJP.

| Metal | Particle <br> Size (nm) | Width ( $\mu \mathrm{m}$ ) | Conc. (wt.\%) | Curing Condition | Resistivity ( $\mathbf{\Omega m}$ ) | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ag | 10-20 | 60 | 34.5 | Electrical | $2.7 \times 10^{-8}$ | [10] |
| Ag | 21 | 90 | 20 | $150{ }^{\circ} \mathrm{C}$ | $3.2 \times 10^{-8}$ | [11] |
| Ag | $1-10$ | 125 | 30 | $300{ }^{\circ} \mathrm{C}$ | $3.5 \times 10^{-7}$ | [12] |
| Ag | 20 | 65 | 20 | $300{ }^{\circ} \mathrm{C}$ | $3.5 \times 10^{-8}$ | [13] |
| Ag | - | 100 | 16 | $150{ }^{\circ} \mathrm{C}$ | $4.8 \times 10^{-8}$ | [14] |
| Ag | - | 750 | 48 | $300{ }^{\circ} \mathrm{C}$ | $1.5 \times 10^{-7}$ | [15] |
| Ag | 10-50 | 130 | 25 | $260{ }^{\circ} \mathrm{C}$ | $1.6 \times 10^{-7}$ | [2] |
| Ag | 5-10 | 160 | 60 | Microwave | $1.6 \times 10^{-7}$ | [16] |
| Ag | 5-7 | 1500 | 10 | $320{ }^{\circ} \mathrm{C}$ | $1.1 \times 10^{-6}$ | [6] |
| Au | 2-4 | 17 | 30 | Laser | $1.4 \times 10^{-7}$ | [17] |
| Au | 2-5 | 20 | 30 | Laser | $1.4 \times 10^{-7}$ | [18] |
| Au | - | 360 | 31 | $500{ }^{0} \mathrm{C}$ | $2.7 \times 10^{-7}$ | [19] |
| Au | 2-4 | 125 | 34 | Laser | $6.2 \times 10^{-8}$ | [20] |
| Cu | 40-50 | 65 | 20 | $325{ }^{\circ} \mathrm{C}$ | $1.72 \times 10^{-7}$ | [21] |



Figure 1. Schematic diagram of the electrohydrodynamic jet printing process.
of materials using electric field assisted jet printing offers some advantages over other non-contact printing techniques. Firstly, by careful tailoring of the physical properties of the medium and by suitably fixing its flow rate and the applied voltage controlling the electric field it is possible to produce very fine droplets in the range of $40 \mathrm{~nm}-1.8 \mu \mathrm{~m}[7,8]$. Second, the diameter of the capillaries (needles, nozzles) used in this method is much coarser ( $>100 \mu \mathrm{~m}$ inner diameter) than the capillaries
used in ink-jet printing (usually around $20-60 \mu \mathrm{~m}$ ). The use of larger capillaries reduces the possibilities of blockages and allows viscous suspension containing high volume loading (above 30 vol. \%) of solid particles to be processed [9].

Electric-field assisted jet printing has been used to produce conducting tracks from silver nanoparticles [22,23], the silver concentrations used in their experiments varied from $20-30 \mathrm{wt}$. \%. In contrast, in this
paper, a low concentration gold suspension ( $\sim 0.1 \mathrm{wt}$. \%) containing 15 nm diameter particles was used to deposit conducting tracks layer-by-layer with the aid of a jet generated in an electric field.

## 2. EXPERIMENTAL DETAILS

### 2.1. Preparation of Gold Suspension

Tetrachloroauric acid and trisodium citrate were purchased from Aldrich. Poly (vinylpyrrolidone) (PVP, molecular weight 10,000 ) was supplied by Fluka. All of the chemicals were used as received and milli-Q water was used to make up all solutions ( $\mathrm{R}>18.2 \mathrm{M} \Omega \mathrm{cm}$ ). Gold nanoparticles with an average diameter of 15 nm and $10 \%$ polydispersity were synthesized according to the standard sodium citrate reduction method [24] by boiling $5 \times 10^{-4}$ $\mathrm{M} \mathrm{HAuCl}_{4}$ in the presence of $1.6 \times 10^{-3} \mathrm{M}$ sodium citrate for 900 s . After cooling down, the particles were transferred into ethanol upon functionalization with PVP [25]. Briefly, an amount of PVP sufficient to coat the particles with 60 PVP monomers per $\mathrm{nm}^{2}$ was dissolved by ultrasonication for 900 s in water and added to the gold colloid. The polymer was allowed to adsorb to the gold particles overnight while stirring. The particles were subsequently centrifuged (3500 r.p.m.) to remove the unbound PVP and redispersed in ethanol.

### 2.2. Electric-field Assisted Jetting and Deposition

The apparatus (Figure 1) consists of a programmable syringe pump (Harvard Apparatus Ltd., Edenbridge, UK) supplying the gold suspension to the stainless steel nozzle (internal diameter of $\sim 200 \mu \mathrm{~m}$ and external diameter of $\sim 400 \mu \mathrm{~m}$ ) held in epoxy resin. The electrical power supply unit consisted of a high voltage power supply (Glassman Europe Ltd., Tadley, UK) capable of supplying up to 30 kV between the electrodes.

A custom built printing device was used to pattern microstructures on substrates. It consists of a stepper motor driven 2D system and the X and Y tables (Figure 1) are mounted on one another keeping the 2 -axis profile very low and the system is computer-driven using a programmable motion controller. A datum and an end of travel limit sensor are fitted on each of the tables to trigger the controller when a respective carriage reaches a limit. A perspex sheet was mounted firmly on the 2-axis system in order to accommodate the heating device, which was used to control the temperature of the silicon wafer substrate. A power supply was used to form an electric field between the nozzle and the heating device. Using motion planner software X and Y coordinates can be created and downloaded to the 2 -axis controller, allowing the 2-axis system to write the path described by the co-ordinates provided.

Printing was carried out under various conditions (see text below) and tracks were sintered by heating to $400^{\circ} \mathrm{C}$ at $2^{\circ} \mathrm{C} \mathrm{min}^{-1}$ and held for 1800 s before cooling down to the ambient temperature.

### 2.3. Microscopical Characterisation

Samples were coated with carbon before examination by Scanning Electron Microscopy (SEM) and Energy Dispersive X-ray (EDX) analysis. The structure and the surface morphology of the sintered films were investigated using a JEOL JSM-6301F field emission scanning electron microscope operating in the secondary electron mode with an accelerating voltage of 10 kV and with a working distance up to 15 mm . The EDX analysis was performed with an Oxford INCA Energy 200 X-ray energy dispersive spectrometer system.

### 2.4. Electrical Testing

In order to measure the resistance of the tracks, silver (Silver Ink-P6100, Johnson Matthey Catalysts, Enfield, UK) electrodes were placed along the sintered track. Firstly, a multimeter (FLUKE 189 TRUE RMS) was used to measure the resistance of the tracks and later a four-point method was used to obtain a more accurate result by eliminating the resistance of the electrodes and the equipment used.

## 3. RESULTS AND DISCUSSION

When the electric field is applied, the gold suspension jets (Figure 1) and droplets from the jet break-up were deposited on silicon wafers in order to produce a continuous track. The processing parameters such as flow rate, applied voltage and the distance between the substrate and needle exit were varied to find the optimum pattering conditions. Thereafter in all of the patterning experiments the flow rate and applied voltage were set to $5 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~s}^{-1}$ and 1.4 kV , respectively, and the distance between the needle exit and substrate was $\sim 0.4 \mathrm{~mm}$. For the layer-by-layer deposition approach, the printing table was moved at $5 \mathrm{~mm} \mathrm{~s}^{-1}$ and a new layer was deposited every 15s. Figure 2 shows an optical micrograph of a single layer track. Due to the well known Marangoni effect, immediately after deposition, most of the particles can be seen clustering together at the edges of the line and a random distribution of particles can be seen at the centre of the track.

Deegan et al [26]., reported that when the contact angle of the droplet on the substrate is $<90^{\circ}$ as in this case, solvent evaporation plays a critical role in dry-ing-mediated self assembly from a dilute colloidal droplet on a wetted surface. In order to observe the gold nanoparticle distribution along the track at different solvent evaporation rates, the substrate was heated at different temperatures ( $35-85^{\circ} \mathrm{C}$ ) before patterning. When


Figure 2. Single layer gold track deposited at $5 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~s}^{-1}$ and 1.4 kV .


Figure 3. Optical micrographs of the single layer tracks deposited at $85{ }^{0} \mathrm{C}$ with increasing table speeds. a) $3 \mathrm{mms}^{-1}$, b) $6 \mathrm{mms}^{-1}$ and c) $9 \mathrm{mms}^{-1}$. Dotted lines indicates the edge of the track.
the substrate temperature was increased to $>85{ }^{0} \mathrm{C}$ patterning was not possible as a stable-jet could not be achieved due to rapid solvent evaporation from the exit of the needle. In order to find out the effect of patterning speed, the table speed was varied from $3-9 \mathrm{~mm} \mathrm{~s}^{-1}$. Figure 3 shows optical micrographs of single layer of track deposited at $85^{\circ} \mathrm{C}$ and with varying table speeds, although a higher speed generates a narrower track, the number of gold particles in the track after a single print-
ing pass is higher at the lower speed $\left(3 \mathrm{mms}^{-1}\right)$, therefore, this speed was selected for the multi-layer printing deposition work described below.

Although the particle spreading during solvent evaporation can be reduced significantly by increasing the substrate temperature, due to the low concentration of Au nanoparticles in the suspension it was not possible to produce dense tracks by a single deposition run, thus a layer-by-layer deposition technique was employed.


Figure 4. A graph depicting the track width variation with increasing substrate temperature a) $65{ }^{\circ} \mathrm{C}$, b) $75{ }^{\circ} \mathrm{C}$ and c) $85^{\circ} \mathrm{C}$. The flow rate was $5 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~s}^{1}$, the applied voltage was 1.4 kV and 50 layers were prepared.


Figure 5. A graph depicting the line width variation with increasing layers at $85^{\circ} \mathrm{C}$, a) 50 , b) 100 and c) 150 . The flow rate was $5 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~s}^{-1}$ and applied voltage was 1.4 kV .

Three different substrate temperatures were investigated in conjunction with layer-by-layer deposition, Figure 4 shows the effect of increasing substrate temperature on the track width prepared using 50 layers. The minimum width is achieved at $75^{\circ} \mathrm{C}$. Figure 5 shows the effect on track width due to different numbers of layers deposited at $85{ }^{\circ} \mathrm{C}$. The line width increased with increasing number of layers due to the suttle oscillatory motion of the jet and its digression from the centre line [23,27].

Figure 6 shows a macro image and scanning electron micrographs of a sintered-layered track prepared using a substrate temperature of $85^{\circ} \mathrm{C}$. Although the films appear uniform at a low magnifications, at higher magnifications (Figure 7) they reveal that the films contain "hillocks" (small Au hills that rise above the film). The formation of hillocks is due to preferential landing of some droplets on the substrate and is a characteristic of the fabrication route used and have been explained in


Figure 6. a) Sintered track image, b) scanning electron micrograph of sintered track and c) spectra analysis of (b).


Figure 7. Scanning electron micrographs of the centre of the track with a) 50 layers, b) 100 layers and c) 150 layers. The substrate temperature was set at $85{ }^{\circ} \mathrm{C}$. Bright spots indicate the top of hillocks.


Figure 8. Graph depicting the thickness variation with increasing layers a) 50, b) 100 and c) 150.


Figure 9. Voltage (V) vs current (I) relationship.
more detail in Samarasinghe et al $[28,29]$. The melting point of 15 nm diameter gold particles is $\sim 950{ }^{\circ} \mathrm{C}[30,31]$. Therefore, at $400{ }^{\circ} \mathrm{C}$ appreciable sintering and growth of the particles can be expected. Cross-section images of the tracks and the variation of the thickness of the tracks deposited due to increasing the number of layers from 50 to 150 are illustrated in Figure 8. The thickness is an essential parameters for the electrical measurements discussed below.

Figure 9 shows that voltage-current ( $V-I$ ) characteristics of the tracks showed a linear Ohmic behaviour. The specific electrical resistivity $\rho$ of the produced tracks were calculated by the formula $\rho=R A / L$, where $R$ is the electrical resistance of the line, $L$ is the length of line and A is the cross section area of the line. The resistance of the track was measured using the $V$ - $I$ curve. The cross section area of the track was taken as $A=w t$ where $w$ is the width of the track and $t$ is the thickness of the track.

Table 2. Resistivity of the printed tracks at different deposition parameters. The resistivity of bulk gold is $2.4 \times 10^{-8} \Omega \mathrm{~m}$. Substrate temperature is $85^{\circ} \mathrm{C}$.

| Layers | Length <br> $(\mathbf{m m})$ | Width $(\boldsymbol{\mu m})$ | Thickness (nm) | Resistance <br> $(\boldsymbol{\Omega})$ | Resistivity <br> $(\mathbf{\Omega m})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 9.5 | 193 | 286 | 47.6 | $2.8 \times 10^{-7}$ |
| 100 | 9.5 | 200 | 497 | 24.8 | $2.6 \times 10^{-7}$ |
| 150 | 9.5 | 216 | 784 | 9.9 | $1.8 \times 10^{-7}$ |

The electrical resistivity of the printed tracks (Table 2) using a layer-by-layer approach was in the range of 1.8 x $10^{-7}-2.8 \times 10^{-7} \Omega \mathrm{~m}$. Although this value is higher than the resistivity of bulk gold, it is deemed satisfactory especially if one considers the fact that the initial concentration of the gold suspension used in this study was 0.1 wt. \% and no specific processing steps were performed to target the reduction of electrical resistivity. The resistivity compares well with the values of other ink-jet based methods listed in Table 1.

## 4. CONCLUSIONS

This paper demonstrates that gold nanoparticles in dilute suspensions have been successfully assembled to direct write conducting tracks using a simple, economical elec-tric-field assisted printing method. A printing speed of $3 \mathrm{mms}^{-1}$, a suspension flow rate of $5 \times 10^{-11} \mathrm{~m}^{3} \mathrm{~s}^{-1}$, an applied voltage of 1.4 kV , and the distance between the needle exit and substrate kept at 0.4 m were found to be optimum. However, the control of the number of layers deposited and the substrate temperature are crucial parameters to control the track geometry. A track containing of 50 layers deposited with the substrate held at $85^{\circ} \mathrm{C}$ provided a continuous track with a resistivity of $2.8 \times 10^{-7} \Omega$, but this was one order of magnitude above the resistivity of bulk gold.
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#### Abstract

Particle Swarm Optimization (PSO) is a new optimization algorithm, which is applied in many fields widely. But the original PSO is likely to cause the local optimization with premature convergence phenomenon. By using the idea of simulated annealing algorithm, we propose a modified algorithm which makes the most optimal particle of every time of iteration evolving continuously, and assign the worst particle with a new value to increase its disturbance. By the testing of three classic testing functions, we conclude the modified PSO algorithm has the better performance of convergence and global searching than the original PSO.
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## 1. INTRODUCTION

PSO algorithm is a new intelligent optimization algorithm intimating the bird swarm behaviors, which was proposed by psychologist Kennedy and Dr. Eberhart in 1995 [1]. Compared with other optimization algorithms, the PSO is more objective and easily to perform well, it is applied in many fields such as the function optimization, the neural network training, the fuzzy system control, etc.

In PSO algorithm, each individual is called "particle", which represents a potential solution. The algorithm achieves the best solution by the variability of some particles in the tracing space. The particles search in the solution space following the best particle by changing their positions and the fitness frequently, the flying direction and velocity are determined by the objective function.

For improving the convergence performance of PSO, the inertia factor $w$ is used by Shi and Eberhart [2] to
control the impact on current particle by former particle's velocity. PSO algorithm has preferred global searching ability when $w$ is relatively large. On the contrary, its local searching ability becomes better when $w$ is smaller. Now the PSO algorithm with inertia weight factor was called standard PSO.
However, in PSO algorithm, particles would lost the ability to explore new domains when they are searching in solution space, that is to say it will entrap in local optimization and causes the premature phenomenon. Therefore, it is very import for PSO algorithm to be guaranteed to converge to the global optimal solution, and many modify PSO algorithms were researched in recent ten years. For example, linearly decreasing inertia weight technique was studied in [3].

In order to solve the premature phenomenon, many modified algorithms based on Simulated Annealing Algorithm are proposed. For example, the new location of all particles is selected according to the probability [4, 5]; the PSO and simulated annealing algorithm are iterated alternatively [6,7]; Gao Ying and Xie Shengli [8] add hybridization and Gaussian mutation to alternative iterations; in [9] particles are divided into two groups, PSO and simulated annealing algorithm are iterated to them respectively and then mixed two algorithms. This paper proposed a new modify PSO algorithm. The arrangement of this paper is as follows. In section 2, the principle of standard PSO is introduced. In section 3, the modified PSO algorithm is described. In section 4, three benchmark functions are used to evaluate the performance of algorithm, and the conclusions are given in section 5.

## 2. STANDARD PSO ALGORITHM

Assuming $X_{i}=\left(x_{i 1}, x_{i 2}, \cdots, x_{i D}\right)$ is the position of $i$-th particle in D-dimension, $V_{i}=\left(v_{i 1}, v_{i 2}, \cdots, v_{i D}\right)$ is its velocity which represents its direction of searching. In iteration process, each particle keeps the best position pbest found by itself, besides, it also knows the best position gbest searched by the group particles, and changes its velocity according two best positions. The standard
formula of PSO is as follow:

$$
\begin{gather*}
v_{i d}{ }^{k+1}=w v_{i d}{ }^{k}+c_{1} r_{1}\left(p_{i d}-x_{i d}{ }^{k}\right)+c_{2} r_{2}\left(p_{g d}-x_{i d}{ }^{k}\right)  \tag{1}\\
x_{i d}{ }^{k+1}=x_{i d}{ }^{k}+v_{i d}{ }^{k+1} \tag{2}
\end{gather*}
$$

In which: $i=1,2, \cdots N$; $N$-the population of the group particles; $d=1,2, \cdots, D ; k$-the maximum number of iteration; $r_{1}, r_{2}$-the random values between [0,1], which are used to keep the diversity of the group particles; $c_{1}, c_{2}$-the learning coefficients, also are called acceleration coefficients; $v_{i d}{ }^{k}$-the number d component of the velocity of particle $i$ in $k$-th iterating; $x_{i d}{ }^{k}$-the number d component of the position of particle $i$ in $k$-th iterating; $p_{i d}$-the number d component of the best position particle i has ever found; $p_{g d}$-the number d component of the best position the group particles have ever found.

The procedure of standard PSO is as following:

1) Initialize the original position and velocity of particle swarm;
2) Calculate the fitness value of each particle;
3) For each particle, compare the fitness value with the fitness value of pbest, if current value is better, then renew the position with current position, and update the fitness value simultaneously;
4) Determine the best particle of group with the best fitness value, if the fitness value is better than the fitness value of gbest, then update the gbest and its fitness value with the position;
5) Check the finalizing criterion, if it has been satisfied, quit the iteration; otherwise, return to step 2).

## 3. THE MODIFIED PSO

In standard PSO, because the particle has the ability to know the best position of the group particles have been searched, we need one particle to find the global best position rather than all particles to find it, and other particles should search more domains to make sure the best position is global best position not the local one. Based on these ideas, we propose some modifications with the standard PSO algorithm. Firstly, the modified algorithm chooses the particle with maximum fitness when it is
iterating, initializes its position randomly for increasing the chaos ability of particles. By this means, the particle can search more domains. Secondly, by referring to ideas of the simulated annealing algorithm and using neighborhoods to achieve the guaranteed convergence PSO in [10], it is hoped that the fitness of the particle which has the best value in last iteration would be smaller than last times, and it is acceptable the fitness is worse in a limited extent $\alpha$. We calculate the change of fitness value of two positions $\Delta f$, and accept the new position if $\Delta f$ is smaller than $\alpha$. Otherwise, a new position is assigned to the particle randomly from its neighborhood with radius r .

The procedure of modified PSO is as following:

1) Initialize the position and velocity of each particle;
2) Calculate the fitness of each particle;
3) Concern the particle with the biggest fitness value, reinitialize its position; and evaluate the particle with the smallest fitness value whether its new position is acceptable, if the answer is yes, update its position, otherwise, a new position is assigned to the particle randomly in its neighborhood with radius $r$; then renew the position and velocity of other particles according to Formula (1) and (2);
4) For each particle, compare its current fitness value with the fitness of its pbest, if the current value is better, then update pbest and its fitness value;
5) Determine the best particle of group with the best fitness value, if the current fitness value is better than the fitness value of gbest, then update the gbest and its fitness value with the position;
6) Check the finalizing criterion, if it has been satisfied, quit the iteration; otherwise, return to step 3).

## 4. NUMERICAL SIMULATION

For investigating the modified PSO's convergence and searching performance, three benchmark functions are used to compare with standard PSO in this section. The basic information of three functions is described in Ta-

## ble 1.

Benchmark function 1 is non-linear single-peak function. It is relatively simple, and mainly used to test the accuracy of searching optimization.

Table 1. Benchmark functions used in experiment.

| expression | minimum point | optimal solution |
| :---: | :---: | :---: |
| $F_{1}=\left(x_{1}-x_{2}\right)^{2}+\left(\left(x_{1}+x_{2}-10\right) / 3\right)^{2}$ | $(5,5)$ | 0 |
| $F_{2}=100\left(x_{2}-x_{1}^{2}\right)^{2}+\left(1-x_{1}\right)^{2}$ | $(1,1)$ | 0 |
| $F_{3}=\sum_{i=1}^{2}\left[x_{i}^{2}-10 \cos \left(2 \pi x_{i}\right)+10\right]$ | $(1,1)$ | 0 |

Table 2. Results of experiment.

| Benchmark <br> function | Algorithm | Total number of <br> iterations | Mean of optimal <br> solution | Minimum of optimal <br> solution | Minimum times of <br> iteration |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $F_{1}$ | standard PSO | 20795 | $4.3708 \mathrm{e}-6$ | $6.9446 \mathrm{e}-9$ | 130 |
|  | modified PSO | 10595 | $2.1498 \mathrm{e}-6$ | $1.26 \mathrm{e}-9$ | 68 |
| $F_{2}$ | standard PSO | 23836 | $1.7674 \mathrm{e}-4$ | $1.9403 \mathrm{e}-8$ | 205 |
|  | modified PSO | 21989 | $8.8366 \mathrm{e}-6$ | $2.52012 \mathrm{e}-8$ | 350 |
| $F_{3}$ | standard PSO | 24990 | 0.0667 | $8.9467 \mathrm{e}-8$ | 237 |
|  | modified PSO | 29611 | $7.7294 \mathrm{e}-6$ | $9.5000 \mathrm{e}-9$ | 853 |

Benchmark function 2 is typical pathological quadratic function which is difficult to be minimized. There is a narrow valley between its global optimum and the reachable local optimum, the chance of finding the global optimal point is hardly. It is typically used to evaluate the implementation of the performance optimization.

Base on sphere function, benchmark function 3 uses cosine function to produce a mounts of local minimum, it is a typical complex multi-peak function which has the massive local optimal point. This function is very easy to make the algorithm into a local optimum not the global optimal solution.

In experiment, the population of group particle is 40 ; $c_{1}$ and $c_{2}$ are set to 2 ; the maximum time of iteration is 10000. It is acceptable if the difference between the best solution obtained by the optimization algorithm and the true solution is less then $1 \mathrm{e}-6$. In standard PSO and modified PSO, the inertia weight is linear decreasing inertia all, which is determined by the following equation:

$$
w=w_{\max }-\frac{w_{\max }-w_{\min }}{\text { iter }_{\max }} \times k
$$



Figure 1. Path of standard PSO's particle.

Where $w_{\max }$ is the start of inertia weight which is set to 0.9 , and $w_{\min }$, the end of inertia weight, is set to 0.05 . iter $r_{\text {max }}$ is the maximum times of iteration; $k$ is the current iteration times. In order to reflect the equity of experiment, two algorithms all use the same original position and velocity randomly generated.

Parameter $\alpha$ which represents the acceptable limited extent of the fitness value is set to 0.5 in modified PSO. For using less parameter, the dynamic neighborhood is used and its radius is set to $w$. Each experiment is Executed 30 times, and takes their total iteration times and mean optimal solution for comparing. Table 2 presents the results of experiment.
From Table 2, it is easy to find that the modified PSO takes half time as standard PSO to achieve the best solution of function 1. Although the modified PSO has not remarkable improvement in convergence rate from function 2, its mean optimal solution is better than standard PSO, which implies the modified PSO has the better performance in global searching, the conclusion is proved in function 3. Though the total number of iteration of standard PSO is less than modified PSO, but its mean optimal solution is 0.0667 , that indicate the rapid convergence of standard PSO is built on running into local optimal. On the contrary, the modified PSO can jump from local optimal successfully, that enhances the stability of algorithm greatly. Observe the results of modified PSO concretely; it can be found that the worst optimal solution of all iterations is $8.5442 \mathrm{e}-5$, which indicates the convergence rate is $100 \%$. The details of 30 loops will no longer run them out.

For observing the movement of particles from benchmark function 3, the standard PSO and the modified PSO are run again by giving the same position and velocity of each particle initialized randomly. The result is that standard PSO has iterated 800 times for the optimal solution to be $1.3781 \mathrm{e}-6$, and the modified PSO has iterated 1216 times for the optimal solution to be 6.3346e-7. A particle is randomly chosen to observe its trace. Figure 1 and Figure 2 present the result.


Figure 2. Path of modified PSO’s particle.

From Figure 1 and Figure 2, it is easily to find out that the particle of standard PSO was vibrating nearby the optimal position until converging at the optimal position, otherwise, the particle of modified PSO has searched more domains then jumped from the local optimal solution, which ensured the algorithm to converge to the global optimal solution stably.

Generally, the improvement of the modified PSO based on simulated annealing algorithm is applied to all particles. In order to compare the performance of algorithms, we proposed the second improvement to all particles based on the ideas that mentioned before in this article, the main idea is that it is acceptable for all parti-
cles when their fitness would be worse in a limited extent $\alpha$ at the next iteration, otherwise, new positions are assigned to the particles randomly from their neighborhood with radius r .

Next, the total iteration times and mean optimal solution are compared between modified PSO and the second improvement from three benchmark functions. The parameters are set as following: the original velocity is 0 ; other parameters are just same as former case. The experiment is executed 100 times and same original settings are assigned randomly. The results are shown in Table 3. If the maximum and minimum velocity of particles are limited to 1 and -1, Table 4 shows the results.

From Table 3 and Table 4, it is obviously that both modified PSO and the second improvement can jump from local optimal convergence, which means they have the better global searching performance. For function 2 and function 3, the convergence rate of modified PSO is faster than the second improvement. It implied that although the modified PSO do some modifications to two particles' movement, the results is not worse than do the same modifications to all particles', sometimes, it has the better convergence performance. For function 1, when the velocity of particle is not limited, the performance of modified PSO can not compare with the second improvement, but they have the same performance when $V_{\max }$ and $V_{\min }$ are limited. If compare vertically, it can be found that whether the modified PSO or the second improvement have better convergence rate when the velocity of particles is limited. Especially, the second improvement has half times iteration of the modified

Table 3. Performance comparison between modified PSO and the second improvement without limited velocity.

| benchmark function | total iteration times |  | mean optimal solution |  |
| :---: | :---: | :---: | :---: | :---: |
|  | modified PSO | second improvement | modified PSO | second improvement |
| $F_{1}$ | 33036 | 13063 | $4.3640 \mathrm{e}-6$ | $1.5878 \mathrm{e}-6$ |
| $F_{2}$ | 72438 | 86025 | $1.3661 \mathrm{e}-5$ | $2.3398 \mathrm{e}-5$ |
| $F_{3}$ | 93506 | 155573 | $1.1128 \mathrm{e}-5$ | $2.7690 \mathrm{e}-4$ |

Table 4. Performance comparison between modified PSO and the second improvement with limited velocity.

| benchmark function | total iteration times |  | mean optimal solution |  |
| :---: | :---: | :---: | :---: | :---: |
|  | modified PSO | second improvement | modified PSO | second improvement |
| $F_{1}$ | 12381 | 12034 | $1.7625 \mathrm{e}-6$ | $9.1580 \mathrm{e}-7$ |
| $F_{2}$ | 37917 | 60139 | $8.1302 \mathrm{e}-6$ | $9.1149 \mathrm{e}-5$ |
| $F_{3}$ | 53453 | 131291 | $1.3804 \mathrm{e}-5$ | $2.4989 \mathrm{e}-4$ |

PSO. This proved that it is important for PSO to limit the velocity of particles.

## 5. CONCLUSIONS

In this paper, a modified PSO is proposed based on the simulated annealing algorithm. Through the results achieved in experiments, we can draw following conclusions:

1) The modified PSO has a better performance in stability and global convergence; it is the most important conclusion.
2) Although the modified PSO do some modifications to two particles' position and velocity, but its convergence rate for the multi-peak function is much faster as compared with the second improvement.
3) In modified PSO, the maximum and minimum velocity of particles have obvious impact on the convergence rate. How to choose the appropriate velocity limitation is the next step in our research.
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[^0]:    Part of the contents in this article was presented in Shanghai University in June of 2009.

[^1]:    ${ }^{\text {a }}$ Data taken from [251]. The signal peptides experimentally verified and correctly predicted are in bold-face type colored in blue; those incorrectly predicted in red. (For interpretation of the references to color in this table caption, the reader is referred to the web version of this paper.)

