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Abstract 

Using the new exact solution of Einstein and Maxwell equations in the gener-
al relativity theory, they studied the internal structure of a geometric object 
with a nontrivial topology, the wormhole. They showed that the galactic black 
hole recently discovered by astronomers and astrophysicists as the part of the 
Event Horizon Telescope project with the radius about 1016 cm and the mass 
of about 1043 g can be a wormhole almost neutralized in charge with parame-
ters close to critical—megamaximon, the radius of its neck curvature is equal 
to the so-called critical radius coinciding with half of the gravitational radius. 
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1. Introduction 

Gravitational interaction in cosmological scales (galaxies, universes) prevails. 
Great interest in this area is manifested in the study of objects with nontrivial 
properties—dark (exotic) matter, black holes, wormholes, etc. [1] [2]. This in-
terest is increasing due to the recent discovery of such an object in deep space by 
astrophysicists (the Event Horizon Telescope project [3]). 

This paper is devoted to the study of new exact particular solution of the 
Einstein and Maxwell equations use in the general relativity theory (GRT) [4] [5] 
[6] [7] to describe the internal structure and calculate the parameters of a com-
pact stationary object—the wormhole within the scales of the galaxy and the un-
iverse. Previously, this method was applied to the microworld—to elementary 
particle and atomic nucleus lengths and showed good agreement with experi-
mental results [7]. 

In this paper, we describe this solution, show the procedure of a wormhole 
occurrence analytically and graphically, and apply this model to study the possi-
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ble nature of a galactic object experimentally discovered and described in [3]. 

2. Description of GRT Equations Particular Solution 

Using galactic lengths, let’s consider the simplest spherically symmetric system 
of the neutral dust (the matter without pressure and temperature with zero en-
tropy) with the energy density sε , with the energy-momentum tensor 



s

Tµν  
depending on 4-dust velocity uµ , 



,
s

sT u uµν µ νε=                         (1) 

and from free electromagnetic field (without sources, i.e. with the electric charge 
density 0fρ = ), described by the electromagnetic field tensor Fµν  and ener-
gy-momentum tensor 



f

Tν
µ : 

 1 1 ,
4 4

f

T F F F Fν λ ν ν αβ
µ µ λ µ αβδ = + 

 π
                (2) 

the interval square in which (metrics) 
2d d ds g x xµ ν

µν=                       (3) 

in spherical coordinates 

{ }0 ; ; ;x x rµ τ θ ϕ= =                      (4) 

has the following form [8]: 
( ) ( ) ( )( ), ,2 2 2 2 2 2 2d e d e d , d sin d ,r rs r R rν τ λ ττ τ θ θ ϕ= +− −          (5) 

and described by Einstein’s system of equations, 

4

8, ,kG T
cµν µνκ κ= =
π                     (6) 

where Gµν  is Einstein’s geometric tensor, 

 

,
fs

T T Tµν µν µν+=                        (7) 

and Maxwell’s equations, 

; 0.F µν
ν =                           (8) 

The system of Equations (1)-(8) in the associated with dust comoving frame 
of reference 0

0u uµ µδ= , where the energy-momentum tensor Tµν  of the inter-
nal space takes the following form: 

( ); ; ;s f f f fT diagν
µ ε ε ε ε ε= + − − ,                 (9) 

where fε  is the energy density of the electromagnetic field, and it looks like 

this (
τ
∂

=
∂

 , '
r
∂

=
∂

): 

( )2 24 1 e ,R R e Rλ νε
κ

− −′= − +
π

                 (10) 
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24 ,fR Rε επ=  ( )24 ,s fR Rε ε ε′ ′ +π=  

4 ,f f
R
R

ε ε= −


                          (11) 

4 ,ff
R
R

ε ε
′

′ = − 4
2

.1
s s

R
R

ε λ ε
 

= − + 
 



   

After the integration of the Equations (10)-(11) for the case of a system that is 
periodic in time and limited in space without relativistic rotation, we obtain the 
following particular solution of it [7]: 

( )
2

2g
Qr

R
ε ε= − , 

( )e e τν τν = , 

( )
2

2e R
f r

λ ′
= ,                         (12) 

2

4
c

f
R
R

ε
κ

= , 

( )
2

g
s

R r
R R

ε
κ

′
=

′
, 

2 1f < ,
( ) ( )( )

( )
( )

( )( )

2

3
2 2

1 cos ,
2 1

sin .
2 1

g

g
r

R
R r

f

R
r r

f

δ η

τ τ η δ η


= −

−

 − = −


−

           (13) 

Here ( )g rε  is the total gravitational internal energy of the system on the 
radial coordinate r—an arbitrary function of r—the first integral of the system of 
differential Equations (10)-(11) of second order, Q is the second first integral of 
this system, in this case the constant arising from its integration is electric sys-
tem charge (which, we recall, was absent during the problem formulation—we 
considered the free electric field without sources. This means that the gravita-
tional system generated electrical charge Q, whose geometric image in curved 
space will be clarified below. 

( )τν τ  is an arbitrary function of time associated with the arbitrariness in the 
method of time coordinate τ  measurement. Let 0τν = . 

( )f r —the third first integral of the system—an arbitrary function of r, in this 
case, 2 1f < . 

cR —the so-called critical radius of the system (10)-(11), 

2

 
c

kR Q
c

= .                          (14) 

Gravitational radius proportional to the total gravitational mass of the system 
( ) ( ) 2

gM r r cε= : 

( )
2

2
g

kM r
R

c
= ,                        (15) 
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( )rδ —the function of r, expressed through three independent first integrals 
of the Equations (10)-(11), 

( )
2

2
2

4
1 1c

g

R
f

R
δ = − − ,                     (16) 

satisfying the following condition: 

( )0 1rδ≤ < .                        (17) 

So, this system makes from uncharged dust and free radial electric field 

28r f
QE
R

ε =π=                       (18) 

(in the comoving frame of reference) an object—the electric charge Q. When 
0Q = , it passes into Tolman’s well-known solution [8]—a system of dust-like 

neutral matter without an electromagnetic field. When gR const= , it passes 
into the well-known static vacuum world of Reissner-Nordstrom [9] of a point 
charge Q with mass M const= . 

Singularity is a characteristic feature of Tolman and Reissner-Nordstemm’s 
worlds, special cases of this solution 

0,R = −                           (19) 

the point at which the curvature of space-time becomes infinite. This physically 
corresponds to the inversion of dust energy density (Tolman) or the energy den-
sity of the electromagnetic field (Reissner-Nordstrom) into infinity. The latter 
entails the most important feature—the Coulomb divergence of the point charge 
field. 

This solution eliminates this singularity due to the formation of an object with 
a non-trivial topology—an unclosed wormhole. 

3. Wormhole Internal Structure and Parameters 

The appearance of a new wormhole in a curved space-time is due to inequality 
(17). Since ( ) 1rδ < , the solution (13) for ( ),R rτ —the radius of the 
2-Gaussian curvature of the surface { },θ ϕ , at ( ) 0gR r >  shows that ( ),R rτ  
does not vanish at any point: 

( ), 0R rτ > .                         (20) 

So, the electric field intensity (18) does not turn into infinity at any point. 

( ),rE rτ ≠ ∞ .                        (21) 

Thus, the Coulomb divergence of the point charge field, which is present in all 
models within the special relativity theory (SRT), i.e. in flat Minkowski space, is 
eliminated. 

Figure 1, Figure 2 show how the wormhole is formed. The family of coordi-
nate surfaces (spheres = R = const and cones constθ = ) in a flat space has the 
feature (singularity) 0R = . If ( ), 0R rτ ≠ , then the family of cones turns into 
the family of surfaces of hyperbolic type with negative Gaussian curvature,  
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Figure 1. The family of coordinate surfaces R const=  
and constθ =  in the empty flat space of SRT. 

 

 
Figure 2. The family of coordinate surfaces R const=  
and constθ =  in the curve space of GRT in the world 
with a constant charge Q const= . The neck radius 
makes hR . 

 
similar to one-cavity hyperboloid, whose main radii lie on opposite sides of these 
2-surfaces, that is, they have different signs (Figure 2). This is a wormhole with 
a neck (horn, throat)—the sphere of an extreme radius hR const= . 

According to the solution (13), this wormhole has extreme static surfac-
es—the necks with a constant radius of 2-Gaussian curvature hR , determined 
from the following condition: 

, 0h hr r R= = ,                       (22) 

which is always equal to doubled classical radius fR  if we substitute the condi-
tions (22) into the hole Equation (13): 

( )
22

22
c

f
g

RQR
RMc

r == ,                     (23) 

22
2
gh

h fh c

R
R R Rξ ξ= = = , 

where ξ  is the ratio of the electric charge Q to the gravitational “charge” 
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hkM  at the neck : 

  h

Q
M k

ξ = .                       (24) 

We will solve the Cauchy problem with the initial conditions. Let the radius of 
curvature ( ) ( )0, 0R r R=  will be a periodic function of the radial coordinate r 
at 0τ =  (η = π ): 

( ) max max0 cos 2 ,
2 2 2

h hR R R R
R χ

−
= + −               (25) 

where 
h

r
r

χ = π , maxR  is the radius R at 
2

χ =
π  in the state of maximum  

expansion of the wormhole’s internal space. Let us set the initial change rate of 
this radius, for example: 

( ) ( )0, 0 0,R r R= =                      (26) 

and let the dust energy density is homogeneous in the initial state for simplicity: 
( )0 ,s sh constε ε= =                     (27) 

where shε  is the dust energy density on the wormhole neck. 
The initial data (25)-(27) allows to express all functions of r and constants  

through the dimensionless parameter h

c h

R Q
R kM

ξ = = , the critical radius cR  

and ( )0R : 

( ) 3
0

g gh
h

R
R R

R
 
 
 

= , 

2 c
gh

R
R

ξ
= , 

2 4

6 1
sh

cR
ε

κ ξ
= , 

( ) ( )
2

2
21

0 0
g cR R

f
R R

− = − , 

2
2

11 hf ξ
− = ,                         (28) 

( )
22

1
0

c

g

R
R R

δ = − , 

0hδ = , 

2
max 4

1 81 1
2 cR R ξ

ξ
= + + , 

min 2

4

1 12
81 1

cR R
ξ

ξ

=

+ +

, 

2
max min cR R R= . 
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A geometric object whose 1ξ = , that is, the electric charge Q is equal to the 
gravitational hkM  is called a maximon. It has extreme parameters: 

max min,
2

2 ,gh
h c fh c

R
R R R R R R== = = =            (29) 

( ) 2

60 .s sc
cR

ε ε
κ

==  

Thus, this simplest solution of the GTR equations describes the world that is 
periodic in time and space, formed by a free radial electric field and a neutral 
dust-like substance, which is a pulsating unclosed wormhole geometrically, 
which is an electric charge Q itself generated by a curved space changing its 
sign through the spatial period [ ]( )0,hr χ ∈ π , like the electric field rE  
(Figure 3). 

This tunnel (“well”) can be cut off over a period along r and glued to the va-
cuum static world of Reissner-Nordstrom [9] through two static necks—an ex-
ternal solution for the field of the point charge Q of mass hM —asymptotically 
flat in vacuum at infinity (Figure 4). 

4. Universality of Gravitational Interaction 

Traditionally, the gravitational interaction is considered to be vanishingly small 
as compared to both electromagnetic and nuclear one in the microworld, but it 
prevails in the megaworld, at the lengths of galaxies and universes. However, this 
is not quite true. Gravitational interaction is universal. The first argument is in 
plain sight. The internal structure of the proton was detected experimentally: its 
charge radius, as measured by the Lamb shift on muon hydrogen, turned out to 
be equal to 0.8409 × 10−13 cm [10]. This is already enough to consider space-time 
as curved, i.e. formed by a gravitational field. 

The logic is simple. If it were flat (with the Riemann-Christoffel curvature 
tensor identically equal to zero), then it would be necessary to be empty, ac-
cording to the Einstein equations, G Tµν µνκ= : if 0Gµν ≡ , then the matter 
energy-momentum tensor is identically zero, 0Tµν ≡ . So the space would be 
empty. This also means that if there can be material objects in it, then they must 
be the point features of the field that do not belong to Riemannian space itself, 
including proton, and any other particles. And this is contrary to the experiment. 
Therefore, the solution of the Einstein and Maxwell equations given in this pa-
per is applicable at any lengths. 

This conclusion confirms the Einstein equations in General relativity: they do 
not contain a fundamental constant of dimension of length (of the two constants 
с and k it is impossible to construct such a value). 

So, being applied to a proton, it gives the value of its neck radius hR , equal to 
0.8412 × 10−13 cm [7]. This coincides with its experimental value 0.8409 × 10−13 
cm [7] within the accuracy of 0.04%. 

Thus, for the first time, we obtain reliable experimental confirmation of GRT 
in the relativistic region of the microworld, in which the influence of space-time 
curvature, i.e. gravitational field, was considered negligible. 
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Figure 3. The internal space of the electric charge Q (wormhole)—the 
tunnel that does not close in time and in space in the state of maxi-
mum (η = π ) expansion and maximum compression ( 0η = ). The 
cyclic coordinate ϕ  is directed orthogonally to the plane of the figure. 
The cyclic coordinate θ  is not shown. 

 

 
Figure 4. A wormhole pulsating from the state of maximum expan-
sion (η = π ) to the state of maximum compression ( 0η = ), cut off 
and glued on the necks within the period with two parallel asymp-
totically flat worlds—M and M , a geometric image of an electric 
charge Q—pair particle—antiparticle. The coordinate r is directed by 
arrows, the cyclic coordinate ϕ  is orthogonal to the picture, the 

cyclic coordinate θ  is not shown. If you cut the worlds M and M  
along dashed lines AB and AB  and glue them together, you will 
get one space with two holes (Wheeler’s handle).  

5. Galactic Megamaximon 

In this paper, we apply the solution of GRT Equations (10)-(11) to the mega-
world: let’s show that an object found in the constellation Virgo with the radius 

hR  of about 1016 cm and the solar mass of about 6.5 × 109 mass of the Sun that 
was discovered by astrophysicists and astronomers within the Event Horizon 
Telescope project can be an extreme wormhole—megamaximon (i.e. it has 

1ξ = ). 
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According to (23), the radius of the wormhole neck curvature makes. 
2

22h fh
h

QR R
M c

== . 

Let express the electric charge Q through the fundamental charge e and the 
number of such uncompensated charges on the neck QN : 

( )1 ,Q p eQ eN eN η−= =                    (30) 

where pN  is the number of protons in the nuclei of atoms, 
 

1 e
e

p

N
N

η = −  is  

the charge neutralization factor, eN  is the number of electrons in the neck 
atoms. 

The mass of the neck is estimated by the number of nucleons in the nuclei: 

( )1h p p nM m N η= + ,                     (31) 

where n
n

p

N
N

η =  is the neutronization coefficient of nuclei. 

Substituting (30) and (31) in (23), we obtain the following for the hole radius: 

( )
( )

22

2

1
1

e
h p

np

eR N
m c

η
η

−
=

+
⋅ .                    (32) 

From the calculation of the proton parameters as a wormhole [7] it follows 
that 

2

2 ,hp

pp

re
m c γ

∗

∗

=                         (33), 

where hpr ∗  is the radius of the proton neck, taking into account the spin, pγ∗  
is the Lorentz factor of the proton on its neck. 

Substituting (33) in (32), we get the following: 

( )
( )

21
1

hp e
h p

p n

r
R N

η
γ η

∗

∗

−
=

+
.                     (34) 

from this, having entered the mass of the mega-wormhole neck hM  from (31), 
we have for the coeffiсient of neutralization the following: 

( )21
1 h p p n

e
hp h

R m
r M
γ η

η ∗

∗

+
− = .                 (35) 

Substituting the numerical values of the its quantities in (35): 
241.6726 10 g,pm −= ×  

130.8412 10 cm,h pr −
∗ = ×  

1610 cm,hR =  
9 335.6 10 1.9885 10 g,hM = × × ×  

30.548 10 ,pγ∗ = ×  

1,nη ≈  
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Figure 5. “Wandering” galactic wormhole with extreme radius 

hR  and the neck mass hM  (megamaximon). 
 
we obtain the following: 

171 0.63 10 1eη
−− ≈ ×  .                    (36) 

This means that this wormhole is almost neutralized by charge: 1eη → . 
Let’s estimate the value of the dimensionless parameter ξ : 

( )2 2

1
 , 1 , .

1
hp eh

c p e
c p n c

rR Q k e kR N
R rc c

η
ξ η ξ

γ η
∗

∗

−
= = = − =

+
         (37) 

341.3807 10 cmcr
−= ×  [7]. 

Substituting the values of the parameters in (37), we obtain the following for 
ξ : 

13 17

34 3

0.8412 10 0.3 10 3.5 1.
1.3807 10 2 0.548 10

ξ
− −

−

× × ×
= ≈ →

× × × ×
        (38) 

Thus, the object discovered by astronomers and astrophysicists in the galaxy is 
the wormhole, the practical maximum wormhole by parameters, the megamax-
imon. 

Considering that it is geometrically similar to a torus on the photo, it can be 
assumed that this is the wormhole wandering between galaxies, obtained from 
the solution (13) by gluing through two necks with two Reissner-Nordstrom 
vacuum worlds, which are cut and glued along the circles of radius, much larger 
radius of the neck (Figure 5). 

6. Summary 

The paper describes the solution of general relativity equations for spherically 

https://doi.org/10.4236/jmp.2019.1011086


Yu. A. Khlestkov et al. 
 

 

DOI: 10.4236/jmp.2019.1011086 1309 Journal of Modern Physics 

 

symmetric dust-like matter and the radial electric field and shows analytically 
and graphically that it describes a space object of nontrivial topology—the 
wormhole, with its two necks extending into two parallel vacuum asymptotically 
flat worlds or into one world if these surfaces are cut and glued accordingly. 

This model is used to describe the newly discovered galactic black hole (pre-
sumably) with a radius of about 1016 cm and a mass of 1043 g by astrophysicists 
and astronomers in Virgo constellation within the Event Horizon Telescope 
project. It is shown that it can be a hole (do not confuse it with a Black Hole) in 
space-time—the wormhole that is almost compensated by electric charge with 
the radius equal to the critical cR , and equal to half of the gravitational radius 

gR . That is, this object is megamaximon.  
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Abstract 

The paper posits that the cyclic universe cosmology involves the split of the 
membrane 11D (11 dimensional) spacetime into the 1D eleventh dimension 
orbifold interval space to form gravity, the 6D discrete interior rishon space 
(TTT-VVV for positron-neutrino or TTV-TVV for u-d ̅ quarks) to form the 
Standard Model, the 3D Higgs space (attachment space to attach matter or 
detachment space to detach matter) to form the Higgs or reverse Higgs field, 
and 1D Einstein time to be shared by all spaces. To establish particle masses, 
spacetime dimension number decreases with decreasing speed of light, de-
creasing vacuum energy, and increasing rest mass. The 4D and the 10D have 
zero and the highest vacuum energies, respectively. The cyclic universe cos-
mology starts with the zero-energy 4D inter-universal void and the posi-
tive-energy membrane and negative-energy antimembrane 11D dual universe 
which is split into four equal 10D string branes, including the 10D posi-
tive-energy weak-gravity brane with matter, negative-energy strong-gravity 
brane, negative-energy weak-gravity brane with antimatter, and posi-
tive-energy strong-gravity brane in the 11D bulk with the 1D eleventh di-
mension interval space in between the strong and the weak-gravity branes. To 
form the home universe where we inhabit, the 10D positive-energy 
weak-gravity brane with attachment space absorbed the zero-energy 4D in-
ter-universal void with detachment space, resulting in the combination of rest 
mass from attachment space and kinetic energy from detachment space, the 
formation of the 4D spacetime universe by transforming 6D connected exte-
rior space into 6D discrete interior rishon space, and cosmic inflation. The 
other three branes did not absorb the inter-universal void, resulting in the os-
cillating dimension branes between 10D and 4D stepwise without kinetic 
energy. The three branes are hidden when D > 4, and they are dark energy 
when D = 4. The split 11D spacetime and cosmology provide the mat-
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ter-antimatter imbalance and the accurately calculated masses for leptons, 
quarks, hadrons, gauge bosons, the Higgs boson, gravity, dark matter, and 
dark energy. 
 

Keywords 

String Theory, Rishon, Cyclic Universe Cosmology, Dark Energy, Dark  
Matter, Particle Masses 

 

1. Introduction 

String theory proposes to produce a theory of everything that describes all 
known particles and forces [1]. String theory with the inclusion of the 11th di-
mension is called M-theory. The extra dimensions of 11D (11 dimensional) 
M-theory or 10D string theory are the compact manifolds with sizes about the 
order of the Planck length, 10−33 cm, such that they remain hidden to the expe-
riment, explaining why we see only four dimensions. The compactification of 
the extra space dimensions specifies a shape for the extra space dimensions. Dif-
ferent shapes correspond to different possible universes. The number of the 
shapes is typically estimated to be around 10500, which can accommodate almost 
any phenomena [2]. 

To avoid the problem of 10500 universes due to the compactification, an alter-
native to the compactification is the Randall-Sundrum model for five dimen-
sional spacetime [3]. In the RS1 (Randall-Sundrum model 1) of the Ran-
dall-Sundrum model [4] [5], the fifth dimension as the extra space dimension is 
an orbifold interval space between the Planckbrane (strong-gravity brane) and 
the Tevbrane (weak-gravity brane) in the warped five dimensional bulk. In this 
warped spacetime which is only warped along the fifth dimension, the gravity is 
extremely high at the strong-gravity brane, but it drops exponentially as it moves 
closer towards the weak-gravity brane. Gravity on the weak-gravity brane is 
much weaker than on the strong-gravity brane. The weak-gravity brane contains 
matter as the Standard Model particles, while the strong-gravity brane is domi-
nated by gravity. The Randall-Sundrum model explains the hierarchy problem 
between the weak-gravity and the strong electromagnetic force and the other 
fundamental forces. Using the Randall-Sundrum model, this paper posits that 
the 1D eleventh dimension interval space was the space between the two string 
branes (the weak-gravity string brane and the strong-gravity string brane) in the 
warped 11D membrane bulk. The two string 10-branes are the progenitors of the 
home universe where we inhabit and dark energy. The comparison between the 
RS1-5D spacetime and the RS1-11D spacetime is as Figure 1. 

The Standard Model of particle physics consists of 17 elementary particles in-
cluding 6 leptons (electron, muon, and tau, electron neutrino, muon neutrino, 
tau neutrino), 6 quarks (down, up, strange, charm, bottom, and top), 4 gauge 
bosons (photon, W boson, Z boson, and gluon), and the Higgs boson. The 4  
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Figure 1. (a) RS1-5D spacetime: the 5D bulk with the two 4-branes (the weak-gravity 
brane and the strong-gravity brane) and 1D 5th dimension interval space. (b) RS1-11D 
spacetime: the 11D bulk with the two 10-branes (the weak-gravity brane and the 
strong-gravity brane) and 1D 11th dimension interval space. 

 
gauge bosons have the gauge symmetry U(1) X SU(3) X SU(2)L. The Standard 
Model explains very well the relations among the 17 elementary particles, but the 
Standard Model cannot explain the masses of 17 elementary particles, the origins 
of the 17 elementary particles and the gauge symmetry, neutrino oscillation, the 
apparent matter-antimatter imbalance in the universe, gravity, dark matter, and 
dark energy. 

To explain the origin of leptons and quarks in the Standard Model, preon 
models propose simple substructure particles in leptons and quarks [6] [7]. One 
of the preon models is the Rishon Model by Haim Harari [8] and Michael A. 
Shupe [9]. The two fundamental substructure particles are rishons consisting of 
T with 1/3 charge and ½ spin and neutral V with ½ spin. TTT is positron, while 
VVV is electron neutrino.  TTV, TVT and VTT are the three colors of up 
quark, while TVV, VTV and VVT are the three colors of down quark. Hyperco-
lor is required to confine rishons in leptons and quarks [10]. The Rishon Model 
provides the origin of the first generation fermions in the Standard Model, but 
there is no experimental evidence for the existence of rishons as the substructure 
particles Quarks and leptons have been found to be point-like particles without 
substructure particles [11]. 

To avoid the difficulty of substructure particles of the Rishon model, Sun-
dance Bilson-Thompson proposes the Helon Model with the discrete topological 
properties of discrete trivalent twisted strand braids [12] [13]. Each rishon is a 
helon (H+, H-, or H0) which is a twisted strand, and three twisted strands form a 
braid in the Helon Model. H+ H+ H+, H0 H0 H0, H+ H+ H0, and H+H0H0 corres-
pond to TTT, VVV, TTV, and TVV, respectively. 

This paper proposes the Rishon Space Model where rishon is space instead of 
substructure particle. The Rishon Space Model is derived from the transforma-
tion from 10D string spacetime into 4D observed spacetime by converting the 
6D connected space into the 6D discrete rishon space in the form of the two sets 
of three (trivalent) discrete one-dimensional strands as in the Helon Model. The 
6D discrete rishon space consists of TTT-VVV or TTV-TVV space for the space 
of positron-neutrino or u-d ̅ quarks, respectively. The two sets of the trivalent 
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dimensional space in the 6D rishon space have the symmetry of isospin between 
TTT and VVV and between TTV and TVV. TTT represents one integer charge, 
VVV is neutral, and TTV and TVV represent fractional charges [14]. The reason 
for the confined trivalent rishon space is to match the confined trivalent 3D 
connected space in the observed 4D spacetime, so the trivalent discrete rishon 
space becomes the interior space to determine the properties (flavor, charge, 
isospin, and color) of leptons and quarks, while the trivalent connected space 
becomes the exterior space to determines the momenta and positions of leptons 
and quarks. 

The transformation from 10D string spacetime into 4D observed by convert-
ing the 6D connected space into the 6D Rishon Space with TTTVVV or 
TTVTVV is the continuation of the RS1-11D spacetime where the 10D 
weak-gravity brane is converted into the 4D home universe where we inhibit 
with the 6D rishon space as Figure 2. 

In conventional Higgs mechanism, the Higgs field is the place where a mass-
less particle gains mass through spontaneous symmetry breaking. The scalar 
Higgs Field exists permanently in the universe. The problem with such perma-
nent Higgs field is the cosmological constant problem from the huge gravita-
tional effect by the Higgs field in contrast to the observation [15]. To avoid the 
cosmological problem, the previous paper [16] posits that the Higgs field is tran-
sitional, and appears only during spontaneous symmetry breaking. The Higgs 
field disappears after spontaneous symmetry breaking. The permanent space 
precursor of the Higgs field is attachment space that attaches matter to space, 
and relates to rest mass. The permanent space precursor of the transitional re-
verse Higgs field is 3D detachment space which detaches matter from space, and 
relates to kinetic energy. Attachment space and detachment space are the Higgs 
space which interacts with matter. Because the Higgs field and the reverse Higgs 
field are transitional, the cosmological constant problem disappears. The mixed 
Higgs spaces as the combinations of n units of attachment space (denoted as 1) 
and n units of detachment space (denoted as 0) consist of binary partition space, 
(1)n(0)n, as the space of wave-particle duality, binary miscible space, (1+0)n, as 
the space of relativity, and binary lattice space, (1 0)n, as the space of virtual 
gauge rishon boson in quantum field theory. The Higgs space is the interior 
space to determine the properties (attachment and detachment to matter) of  
 

 
Figure 2. The transformation from the 10D weak-gravity brane to the home universe 
with 4D spacetime + 6D space (TTTVVV or TTVTVV). 
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elementary particles, while the exterior space determines the momenta and posi-
tions of elementary particles. A particle with the discrete interior rishon space 
moves with the different bound Higgs spaces under different conditions. 

As shown later, detachment space is originally from the inter-universal void in 
the multiverse. To form the home universe where we inhabit, the 10D 
weak-gravity brane with attachment space absorbed the zero-energy 4D in-
ter-universal void with detachment space, resulting in the combination of rest 
mass from attachment space and kinetic energy from detachment space and the 
formation of the 4D spacetime universe by transforming 6D connected exterior 
space into 6D discrete interior rishon space as Figure 3.  

According to Johan Hansson, one of the ten biggest unsolved problems 
(quantum gravity, particle masses, the “measurement” problem, turbulence, 
dark energy, dark matter, complexity, the matter-antimatter asymmetry, friction, 
and the “arrow of time”) in physics [17] is the incalculable particle masses of 
leptons, quarks, gauge bosons, and the Higgs boson. The Standard Model of par-
ticle physics contains the particles masses of leptons, quarks, and gauge bosons 
which cannot be calculated or predicted theoretically. From a theoretical point 
of view the particle mass is a total unsolved problem—they might as well have 
been random numbers drawn from a hat. The repetition of leptons and quarks 
with increasing masses has also remained an unsolved problem. Max Jammer 
[18] concluded that nobody knows what particle masses really are. The mass pa-
rameters experimentally measured for elementary particles have no theoretical 
explanation whatsoever. From the vantage point of theory the masses could just 
as well be a set of randomly generated numbers. 

In this paper, the masses of elementary particles are calculated accurately by 
dimension numbers. As discussed in the previous papers [19] [20], between 4D 
spacetime and 10D spacetime, dimension number decreases with decreasing 
speed of light, decreasing vacuum energy, and increasing rest mass. The 4D and 
the 10D have zero and the highest vacuum energies, respectively. Each spacetime 
dimension D associates with mass dimension d where D + d = 14 initially. All 
elementary particles for baryonic matter (leptons, quarks, gauge bosons, gravity, 
the Higgs boson, and cosmic rays) and dark matter (sterile neutrinos) can be 
placed in the periodic table of elementary particles based on the two sets of the 
seven mass dimensions [21] [22]. The periodic table of elementary particles 
 

 
Figure 3. The addition of detachment space from the zero-energy 4D inter-universal void 
to the 10D weak-gravity brane to form the home universe with both attachment space 
and detachment space.  
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provide the accurate calculated masses for leptons, quarks, hadrons, gauge bo-
sons, the Higgs boson, gravity, dark matter, and dark energy. 

This paper posits that the origin of the split is from the cyclic universe cos-
mology in the multiverse. As mentioned in the previous papers [19] [20], the 
multiverse consists of the zero-energy inter-universal void with 4D detachment 
space and the multiple 11D positive-energy membrane-antimembrane and neg-
ative-energy anti-membrane dual universes with 11D attachment space. The to-
tal energy of a dual 11D universe is zero. Detachment space in the in-
ter-universal void prevents the collision of the 11D dual universes, while at-
tachment space in a dual universe allows the existence of mass-energy in the 
space of the dual universe. 

The cyclic universe cosmology starts with the zero-energy inter-universal void 
and the positive-energy membrane and negative-energy antimembrane 11D dual 
universe which is split into four equal 10D string branes, including the 10D pos-
itive-energy weak-gravity brane with matter, negative-energy strong-gravity 
brane, negative-energy weak-gravity brane with antimatter, and positive-energy 
strong-gravity brane in the 11D bulk. The 1D eleventh dimension interval space 
is between the strong and the weak-gravity branes as in Randall-Sundrum model. 
To form the home universe where we inhabit, the positive-energy weak-gravity 
brane with attachment space absorbed the zero-energy 4D inter-universal void 
with detachment space, resulting in the combination of rest mass from attach-
ment space and kinetic energy from detachment space and the formation of the 
4D spacetime universe by transforming 6D connected exterior space into the 6D 
discrete interior rishon space. The result was cosmic inflation from high vacuum 
energy (10D) to zero vacuum energy (4D). The other three branes did not ab-
sorb the inter-universal void, resulting in the oscillating dimension branes be-
tween 10D and 4D stepwise without kinetic energy. The three branes are hidden 
when D > 4, and they are dark energy when D = 4. Afterward, when D > 4 for 
the three branes, the home universe and the three branes start to contract, and 
eventually return to the original four 10D string branes and then to the original 
11D membrane-antimembrane dual universe for the cyclic universe cosmology. 
Different spacetimes are shown in Table 1. 

Section 2 deals with the rishon space. Section 3 describes the Higgs space. Sec-
tion 4 explains the spilt membrane 11D spacetime based on the cyclic universe 
cosmology in the multiverse. The 11D split spacetime and cosmology provides 
the matter-antimatter imbalance and the accurate calculated masses for all ele-
mentary baryonic matter particles, dark matter, and dark energy. 

2. The Rishon Space 

The paper posits that the membrane 11D spacetime is split into the 1D eleventh 
dimension orbifold interval space, the 6D discrete topological rishon space, the 
3D bound Higgs space, and the 1D Einstein time. The 6D discrete topological 
rishon space is derived from the Rishon Model by Haim Harari [8] and Michael 
A. Shupe [9] which explains the origin of leptons and quarks in the Standard  
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Table 1. Spacetimes. 

spacetime origin topology relate to 

11D spacetime original 11D membrane universe large and connected attachment space for rest mass 

4D spacetime original 4D inter-universal void large and connected detachment space for kinetic energy 

10D spacetime original 10D string brane large and connected attachment space for rest mass 

oscillating D 
spacetime 

the three oscillating branes between 10D and 4D large and connected dark energy when D = 4 

1D 11th dimension 
interval space 

interval space between the two string branes in 11D  
membrane bulk 

orbifold interval space gravity 

6D rishon space 
transformation from 10D spacetime to 4D spacetime by 
transforming 6D connected exterior space into 6D discrete 
interior rishon space 

discrete trivalent 
twisted strand braids 

space (TTT-VVV or TTV-TVV) of 
positron-neutrino or up-down quarks 

3D Higgs space 
the absorption of 4D inter-universal void by the 10D  
string brane 

bound to all spaces 
the space precursors of the transitional 
Higgs field and reverse Higgs field 

1D Einstein time 11 D spacetime and 4D spacetime bound to all spaces all split spaces share the same time 

 
Model. The Rishon Model proposes that the two fundamental substructure par-
ticles are rishons consisting of T with 1/3 charge and ½ spin and neutral V with 
½ spin. TTT is positron, while VVV is electron neutrino. TTV, TVT and VTT 
are the three colors of up quark, while TVV, VTV and VVT are the three colors 
of down quark. The Rishon Model provides the origin of the first generation 
fermions in the Standard Model, but there is no experimental evidence for the 
existence of rishons as the substructure particles. Quarks and leptons have been 
found to be point-like particles without substructure particles [11]. 

To avoid the difficulty of substructure particles, Sundance Bilson-Thompson 
proposes the Helon Model with the discrete topological properties of discrete  
trivalent twisted strand braids [12] [13]. Each rishon is a helon which is a twisted 
strand as H+, H-, or H0 as shown in Figure 4. In the helon model, helons are to-
pological in nature, and helons are not considered as substructure particles. The 
integral twists of strands represent the quantized electric charges of particles. 
Three twisted strands form a braid in the Helon Model. H+ H+ H+, H0 H0 H0, H+ 
H+ H0, and H+H0H0 as the trivalent twisted strand braids represent positron, 
neutrino, up quark, and down quark, respectively. The permutations of twists on 
certain braids naturally account for the color charges of quarks and gluons. 

This paper proposes the Rishon Space Model where rishon is space instead of 
substructure particle. The Rishon Space Model is derived from the transforma-
tion from 10D string spacetime into 4D observed spacetime by converting the 
6D connected space into the 6D discrete rishon space in the form of the two sets 
of three (trivalent) discrete one-dimensional strands as in the Helon Model. The 
6D discrete rishon space consists of TTT-VVV or TTV-TVV space for the space 
of positron-neutrino or u-d ̅ quarks, respectively. The two sets of the trivalent 
dimensional space in the 6D rishon space have the symmetry of isospin between 
TTT and VVV and between TTV and TVV. TTT represents one integer charge, 
VVV is neutral, and TTV and TVV represent fractional charges. The reason for 
the confined trivalent rishon space is to match the confined trivalent 3D  
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Figure 4. Twist helons. 

 
connected space in the observed 4D spacetime, so the trivalent discrete rishon 
space becomes the interior space to determine the properties (flavor, charge, 
isospin, and color) of leptons and quarks, while the trivalent connected space 
becomes the exterior space to determines the momenta and positions of leptons 
and quarks. The transformation from the 6D connected exterior space into 6D 
discrete interior rishon space is as follows. 

( )from 10D to 4D

9D connected exterior space in 10D connected exterior spacetime for string

6D discrete interior rishon space TTTVVV for e-  in 4D

connected exterior spacetime or 6D discrete interior r

ν→

( )ishon space TTVTVV

for u-d in 4D connected exterior spacetime TTT for e and VVV for ν 
or TTV for u and TVV for d in 4D connected exterior spacetime

→

(1) 

The rishon space and helon are shown in Table 2 and Figure 5. The interac-
tions among leptons and quarks are through the 4 gauge bosons (photon, W 
boson, Z boson, and gluon). The 4 gauge bosons have the gauge symmetry U(1) 
X SU(3)c X SU(2)L. 

3. The Higgs Space 

The 3D Higgs space consists of attachment space as the space precursor of the 
transitional Higgs field and detachment space as the space precursor of the tran-
sitional reverse Higgs field. Attachment space that attaches matter to the space 
relates to rest mass, detachment space that detaches matter from the space re-
lates to kinetic energy. The Higgs space involves the Higgs mechanism for the 
transformation between massless particle and massive particle and the space 
structures from the combination of attachment space and detachment space. 
The Higgs space is the interior space to determine the properties (attachment 
and detachment to matter) of elementary particles, while the exterior space de-
termines the momenta and positions of elementary particles. 

3.1. The Higgs Mechanism 

In conventional physics, space does not couple with particles, and is the passive 
zero-energy ground state space. Under spontaneous symmetry breaking in con-
ventional physics, the passive zero-energy ground state is converted into the ac-
tive, permanent, and ubiquitous nonzero-energy Higgs field, which couples with 
massless particle to produce the transitional Higgs field-particle composite. Un-
der spontaneous symmetry restoring, the transitional Higgs field-particle com-
posite is converted into the massive particle with the longitudinal component on 
zero-energy ground state without the Higgs field as follows. 
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Table 2. The rishon space and helon. 

particles rishon space helon 

positron TTT H+ H+ H+ 

electron T̅T̅T̅ H_ H_ H_ 

neutrino VVV H0 H0 H0 

u quark TTV, TVT, VTT H+ H+ H0. H+ H0 H+, H0 H+ H+, 

d  quark TVV, VTV. VTT H+ H0 H0, H0 H+ H0 H0, H0 H0 H+ 

u  quark T̅T̅V̅, T̅V̅T̅, V̅T̅T̅ H_ H_ H0, H_ H0 H_, H_ H_ H0 

d quark T̅V̅V̅, V̅T̅V̅, V̅V̅T̅ H_ H0 H0, H0 H_ H0, H0 H0 H_ 

 

 
Figure 5. The fermions are represented by the rishon space and helon. Charged fermions 
have two handedness states each, while ν and ν  have only one each. (3) denotes that 
there are three possible permutations, identified as the quark colors. 

 

[ ]

spontaneous symmetry breaking

massless particle

spontaneous sym

zero-energy groud state space

nonzero-energyscalar Higgs field
the transitional nonzero-energy Higgs field particle composite

→

→

−
metry restoring massive particle with the longitudinal

component on zero-energy ground state space without the Higgs field
→

    (2) 

In conventional physics, the nonzero-energy scalar Higgs Field exists perma-
nently in the universe. The problem with such nonzero-energy field is the cos-
mological constant problem from the huge gravitational effect by the nonze-
ro-energy Higgs field in contrast to the observation [15]. 

Unlike passive space in conventional physics, the Higgs space [16] as the ze-
ro-energy ground state space couples with particles. Attachment space is the 
space precursor of the Higgs field. Under spontaneous symmetry breaking, at-
tachment space as the active zero-energy ground state space couples with mass-
less particle to form momentarily the transitional non-zero energy Higgs 
field-particle composite. The Higgs field is momentary and transitional, avoid-
ing the cosmological constant problem. Under spontaneous symmetry restoring, 
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the transitional nonzero-energy Higgs field-particle composite is converted into 
massive particle with the longitudinal component on zero-energy attachment 
space without the Higgs field as follows. 

[ ]

spontaneous symmetry breaking

spontaneous symmetry restoring

masslessparticle zero-energy attachment space
the transitional non-zero energy Higgs field particle composite

massive parti

+ →

−

→ cle with the longitudinal
component on zero-energy attachment space without the Higgs field

 (3) 

Detachment space is the space precursor of the reverse Higgs field. Unlike the 
conventional model, detachment space actively couples to massive particle. Un-
der spontaneous symmetry breaking, the coupling of massive particle to ze-
ro-energy detachment space produces the transitional nonzero-energy reverse 
Higgs field-particle composite which under spontaneous symmetry restoring 
produces massless particle on zero-energy detachment space without the longi-
tudinal component without the reverse Higgs field as follows. 

[ ]

spontaneous symmetry breaking

spontaneous symmetry restoring

massive particle zero-energy detachment space
the transitional nonzero-energy reverse Higgs field particle composite

massless

+ →

−

→  particle without the longitudinal
component on zero-energy detachment space without the reverse Higgs field

 (4) 

For the electroweak interaction in the Standard model where the electromag-
netic interaction and the weak interaction are combined into one symmetry 
group, under spontaneous symmetry breaking, the coupling of the massless 
weak W, weak Z, and electromagnetic A (photon) bosons to zero-energy at-
tachment space produces the transitional nonzero-energy Higgs fields-bosons 
composites which under partial spontaneous symmetry restoring produce mas-
sive W and Z bosons on zero-energy attachment space with the longitudinal 
component without the Higgs field, massless A (photon), and massive Higgs 
boson as follows. 

[ ]

spontaneous symmetry breaking

massless WZ zero-energy WZ attachment space massless A

zero-energy A attachment space A
the transitional nonzero-energy WZ Higgs field WZ composite

nonzero-energy

+ +

+ →

−

+[ ] partial spontaneous symmetry restoring A Higgs field A composite
massive WZ with the longitudinal component on attachment space without
the Higgs field massless A the nonzero energy massive 

− →

+ + Higgs boson

(5) 

In terms of mathematical expression, the conventional permanent Higgs field 
model and the transitional Higgs field model are identical. The interpretations of 
the mathematical expression are different for the permanent Higgs field model 
and the transitional Higgs field model. The transitional Higgs field model avoids 
the cosmological problem in the permanent Higgs field model. 

In the Higgs mechanism, gauge bosons are assumed to be massless originally. 
Elementary fermions (leptons and quarks) can be assumed to be massive origi-
nally. However, the observed neutrinos are nearly massless and left-handed only. 
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The paper posits that the left handed became massless through the reverse Higgs 
mechanism. For the symmetrical massive left handed neutrinos and 
right-handed neutrinos under spontaneous symmetry breaking, the coupling of 
the massive left handed neutrinos and the massive right handed neutrinos to ze-
ro-energy detachment space produces the transitional nonzero-energy reverse 
Higgs fields-neutrinos composites which under partial spontaneous symmetry 
restoring produce massless left handed neutrinos on zero-energy detachment 
space without the longitudinal component without the reverse Higgs field, mas-
sive right-handed neutrinos (dark matter), and the massive reverse Higgs boson 
as follows. 

[ ]

L L R
spontaneous symmetry breaking

R

L L

R

massive zero energy detachment space massive

zero-energy detachment space
the transitional nonzero-energy reverse Higgs field composite

nonzero-energy reverse H

ν ν ν

ν
ν ν

ν

+ +

+ →

−

+[ ]Riggs field compositeν−

 

partial spontaneous symmetry restoring
L

R

massless without the longitudinal
component on det achment space without the Higgs field

massive the nonzero energy massive reverse Higgs boson

ν

ν

→

+ +
     (6) 

As described in the previous paper [21], the reverse Higgs boson was observed 
as the two unusual steeply upward-going ultra-high-energy (UHE) cosmic ray 
events with energies of ≈0.6 EeV [23] and ≈0.56 EeV [24] in the Antarctic Im-
pulsive Transient Antenna (ANITA) experiment [25]. These shower events have 
the characteristics of the decay of a tau lepton, which emerges from the surface 
of the ice, and the tau lepton is explained as the product of a UHE parent tau 
neutrino by the charged-current interactions with the Earth matter. However, 
such UHE tau neutrino cannot survive the passage through the Earth. The pre-
vious paper posits that the upward-going ANITA events are derived from the 
cosmic ray of the baryonic-dark matter reverse Higgs boson that travels through 
the Earth. The calculated value for the reverse Higgs boson is 0.47 EeV in good 
agreement with the observed 0.56 and 0.6 EeV. As shown in Section 4, dark 
matter (sterile neutrinos) is part of the periodic table of elementary particles for 
baryonic matter and dark matter. 

3.2. The Space Structures 

The symmetrical combination of n units of attachment space as 1 and n units of 
detachment space as 0 brings about three different space structures: binary parti-
tion space, miscible space, or binary lattice space as below. 

( ) ( ) ( ) ( ) ( ) ( )combination1 0 1 0 , 1 0 , or 1 0

attachment space   detachment space binary partition space, miscible space, binary lattice space

+ → +n n n n n n (7) 

Binary partition space, (1)n(0)n, consists of two separated continuous phases of 
multiple quantized units of attachment space and detachment space.  In misci-
ble space, (1+0)n, attachment space is miscible to detachment space, and there is 
no separation of attachment space and detachment space. Binary lattice space, (1 
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0)n, consists of repetitive units of alternative attachment space and detachment 
space. In conventional physics, space does not couple with particles. In the 
rest-movement system, space couples with particles. 

In binary partition space (1)n(0)n, an entity is both in constant motion as 
standing wave for detachment space and in stationary state as a particle for at-
tachment space, resulting in the wave-particle duality. Such duality can be de-
scribed by the uncertainty principle. The uncertainty principle for quantum 
mechanics is expressed as follows. 

2
σ σ ≥



x p                             (8) 

The position, x, and momentum, p, of a particle cannot be simultaneously 
measured with arbitrarily high precision. The uncertainty principle requires 
every physical system to have a zero-point energy (non-zero minimum momen-
tum) and to have a non-zero minimum wavelength as the Planck length. In 
terms of the binary partition space, detachment space relating to kinetic energy 
as momentum is σp, and attachment space relating to space (wavelength) for a 
particle is σx. In binary partition space, neither detachment space nor attachment 
space is zero in the uncertainty principle, and detachment space is inversely 
proportional to attachment space. Quantum mechanics for a particle follows the 
uncertainty principle defined by binary partition space. Binary partition space 
(1)n(0)n can also be described by the Schrodinger in quantum mechanics where 
total energy equals to kinetic energy related to (0)n plus potential energy related 
to (1)n. 

In binary partition space, for every detachment space, there is its correspond-
ing adjacent attachment space. Thus, no part of the mass-energy can be irre-
versibly separated from binary partition space, and no part of a different 
mass-energy can be incorporated in binary partition space. Binary partition 
space represents coherence as wavefunction. Binary partition space is for cohe-
rent system. Any destruction of the coherence by the addition of a different 
mass-energy to the mass-energy causes the collapse of binary partition space in-
to miscible space. The collapse is a phase transition from binary partition space 
to miscible space. 

( ) ( ) ( )collapse0 1 0 1

binary partition space miscible space

→ +n n n             (9) 

Another way to convert binary partition space into miscible space is gravity. 
Penrose [26] pointed out that the gravity of a small object is not strong enough 
to pull different states into one location. On the other hand, the gravity of large 
object pulls different quantum states into one location to become miscible space. 
Therefore, a small object without outside interference is always in binary parti-
tion space, while a large object is never in binary partition space. 

The information in miscible space is contributed by the miscible combination 
of both attachment space and detachment space, so information can no longer 
be non-localized. Any value in miscible space is definite and deterministic. All 

https://doi.org/10.4236/jmp.2019.1011087


D.-Y. Chung 
 

 

DOI: 10.4236/jmp.2019.1011087 1322 Journal of Modern Physics 

 

observations in terms of measurements bring about the collapse of wavefunction, 
resulting in miscible space that leads to eigenvalue as definite quantized value. 
Such collapse corresponds to the appearance of eigenvalue, E, by a measurement 
operator, H, on a wavefunction, Ψ. 

Ψ = ΨH E                             (10) 

In miscible space, attachment space is miscible to detachment space, and there 
is no separation of attachment space and detachment space. In miscible space, 
attachment space contributes zero speed, while detachment space contributes 
the speed of light. For a moving massive particle consisting of a rest massive part 
and a massless part, the massive part with rest mass, m0, is in attachment space, 
and the massless part with kinetic energy, K, is adjacent to detachment space. 
The combination of the massive part in attachment space and massless part in 
detachment leads to the propagation speed in between zero and the speed of 
light. To maintain the speed of light constant for a moving particle, the time (t) 
in moving particle has to be dilated, and the length (L) has to be contracted rela-
tive to the rest frame. 

2 2
0 0

0
2 2

0 0

1 ,
,

γ
γ

γ

= − =

=

= + =

t t v c t
L L

E K m c m c

                   (11) 

where ( )1 22 21 1γ = − v c  is the Lorentz factor for time dilation, and length 
contraction, E is the total energy, and K is the kinetic energy. Binary lattice space, 
(1 0)n, as the space of virtual gauge rishon boson in quantum field theory will be 
described in Section 4. 

4. Cosmology 

The paper posits that the cyclic universe cosmology in the multiverse involves 
the split of the membrane 11D spacetime into the 1D eleventh dimension orbi-
fold interval space to form gravity, the 6D discrete interior rishon space 
(TTT-VVV for positron-neutrino or TTV-TVV for u-d ̅ quarks) to form the 
Standard Model, the 3D Higgs space (attachment space to attach matter or de-
tachment space to detach matter) to form the Higgs or reverse Higgs field, and 
1D Einstein time to be shared by all spaces. 

4.1. The Multiverse 

This paper posits that the origin of the split is derived from the cyclic universe 
cosmology in the multiverse. The multiverse consists of the zero-energy in-
ter-universal void with 4D detachment space and the multiple 11D posi-
tive-energy membrane and negative-energy anti-membrane dual universes with 
11D attachment space which has zero total energy. Detachment space in the in-
ter-universal void prevents the collision of the 11D dual universes, while at-
tachment space in the dual universe allows the existence of mass-energy in the 
space of the dual universe. The dual universe with zero total energy can emerge 
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from the zero-energy inter-universe. Each of the positive-energy 11D universe 
and the negative-energy 11D universe does not conserve the energy-mass con-
servation, but the energy sum of the positive-energy 11D universe and the nega-
tive-energy 11D universe is zero which conserves the energy-mass conservation. 

The cyclic universe cosmology starts with the zero-energy inter-universal void 
and the positive-negative energy 11D membrane dual universe which is split into 
four 10D string branes as the dual two-string branes, including the posi-
tive-energy weak-gravity string brane, the negative-energy weak-gravity string 
brane, the positive-energy strong-gravity string brane, and the negative-energy 
strong-gravity string brane in the 11D dual universe bulk. The positive-energy 
weak string brane contains matter, while the negative-energy string brane con-
tains antimatter. The matter-antimatter balance occurs in the balance between 
the matter in the positive-energy weak-gravity string brane and the antimatter in 
the negative-energy weak-gravity string brane as in Figure 6. Each brane has the 
matter-antimatter imbalance initially. Afterward, all subsequent events in each 
brane have the matter-antimatter balance for CP symmetry. The strong string 
branes are dominated by gravity. All four branes have equal mass-energy. The 
1D interval space is between the 10D strong-gravity string brane and the 10D 
weak-gravity string brane in the 11D membrane bulk. 

In conventional physics, space-time dimension numbers are fixed. Compacti-
zation is required to account for the observed 4D [2]. As described previously 
[19] [20], the space-time dimension numbers oscillate reversibly between 10D 
and 4D reversibly dimension by dimension without compactization. The oscil-
lating space-time numbers from 10D to 4D relate to varying speed of light. Va-
rying speed of light has been proposed to explain the horizon problem of cos-
mology [27] [28]. J. D. Barrow [29] proposes that the time dependent speed of 
light varies as some power of the expansion scale factor a in such way that 

( ) 0= nc t c a ,                           (12) 

 

 
Figure 6. The reversible cyclic universe. 
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where c is the speed of light and n are constants. The increase of speed of light is 
continuous. 

In this paper, the speed of light is invariant in a constant space-time dimen-
sion number, and the speed of light varies with varying space-time dimension 
number from 4 to 11 as follows. 

D 4
D α −=c c ,                        (13) 

where c is the observed speed of light in the 4D space-time, cD is the quantized 
varying speed of light in space-time dimension number, D, from 4 to 10, and α is 
the fine structure constant for electromagnetism. The speed of light increases 
with the increasing space-time dimension number D. Since the speed of light 
for >4D particle is greater than the speed of light for 4D particle, the observation 
of >4D particles by 4D particles violates casualty. Thus, >4D particles are hidden 
particles with respect to 4D particles. Particles with different space-time dimen-
sions are transparent and oblivious to one another, and separate from one 
another if possible. 

As described previously [19] [20], the particle oscillation between 10D and 
10D through 4D involves mass dimension (denoted as d) to represent the mass. 
In the initial condition for the oscillation, D + d =14 where D and d are between 
4 and 10. For an example, a dimension has a dual spacetime-mass dimension 
numbers of 10D4d or 4D10d. The transformations for oscillating dimension 
number between 10D and 4D consist of the varying speed of light dimensional 
(VSLD) transformation for spacetime dimension D and the varying supersym-
metry dimensional (VSD) transformation for mass dimension d. For the VSLD 
transformation for D, E = M0c2 modified by Equation (13) is expressed as 

( )( )2 D 42 2
0 D 0 ,α −= = ⋅E M c M c                    (14) 

2
0,D,d 0,D ,d ,α− += n

n nM M                      (15) 

2
vacuum,D 0,D ,= −E E M c                      (16) 

( ) ( )VSLD transformationD,d D , d→ ± n n                (17) 

where cD is the quantized varying speed of light in space-time dimension num-
ber, D, from 4 to 10, c is the observed speed of light in the 4D space-time, α is 
the fine structure constant for electromagnetism, E is energy, M0 is rest mass, D 
is the space-time dimension number from 4 to 10, d is the mass dimension 
number from 4 to 10, n is an integer, and Evacuum = vacuum energy. From Equa-
tion (14), 10D has the lowest rest mass, and 4D has the highest rest mass. Ac-
cording to the calculation from Equation (15), the rest mass of 4D is 1/α12 ≈ 
13712 times of the mass of 10D. From Equation (16), 10D has the highest vacuum 
energy, while 4D particle has zero vacuum energy. A particle with 10D is trans-
formed to a particle with 4D from Equation (17) through the VSLD transforma-
tion. Spacetime dimension number decreases with decreasing speed of light, de-
creasing vacuum energy, and increasing rest mass. The 4D and the 10D have ze-
ro and the highest vacuum energies, respectively. 
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In the normal supersymmetry transformation, the repeated application of the 
fermion-boson supersymmetry transformation carries over a boson (or fermion) 
from one point to the same boson (or fermion) at another point at the same 
mass, resulting in translation without changing mass. Under the varying super-
symmetry dimensional (VSD) transformation, the repeated application of the 
fermion-boson supersymmetry transformation carries over a boson from one 
point to the boson at another point at different mass dimension number at dif-
ferent mass, resulting in translation and fractionalization or condensation. The 
repeated VSD transformation carries over a boson Bd into a fermion Fd and a 
fermion Fd to a boson Bd-1, which can be expressed as follows. 

d,F d,B d,B ,α=M M                        (18) 

d 1,B d,F d,F ,α− =M M                       (19) 

where Md,B and Md,F are the masses for a boson and a fermion, respectively, d is 
the mass dimension number, and αd,B or αd,F is the fine structure constant that is 
the ratio between the masses of a boson and its fermionic partner. where Md,B 
and Md,F are the masses for a boson and a fermion, respectively, d is the mass 
dimension number, and αd,B or αd,F is the fine structure constant that is the ratio 
between the masses of a boson and its fermionic partner. Assuming α’s are the 
same, it can be expressed as 

2
d,B d 1,B d 1α+ +=M M .                      (20) 

The varying supersymmetry transformation involves the translation and frac-
tionalization from d to d − 1 or condensation from d to d + 1 at the same D. The 
translation and fractionalization-condensation account for the cosmic expan-
sion-contraction for the oscillating universes. 

The transformation during the oscillation between 10D particle and 4D par-
ticle involves the stepwise two-step transformation consisting of the VSLD 
transformation and the VSD transformation. The VSLD transformation involves 
the transformation of spacetime dimension, D whose mass increases with de-
creasing D for the decrease in vacuum energy. The VSD transformation involves 
the transformation of the mass dimension number, d whose mass decreases with 
decreasing d for the fractionalization of particle. The oscillating dimension 
number transformation between 10D4d and 10D4d through 4D4d involves both 
the VSLD transformation and the VSD transformation as the stepwise two-step 
transformation as follows. 

( ) ( )
( )

VSLD transformation

VSD transformation

stepwise two-step varying transformation

(1)   D,d D 1 , d 1

(2)   D,d D, d 1

←→ ±

←→ ±

                 (21) 

The repetitive stepwise two-step dimension number oscillation between 
10D4d and 10D4d through 4D4d as follows. 

10D4d 9D5d 9D4d 8D5d 8D4d 7D5d 7D4d 6D5d
6D4d 5D5d 5D4d 4D5d 4D4d 5D4d 5D5d 6D4d
6D5d 7D4d 7D5d 8D4d 8D5d 9D4d 9D5d 10D4d

→ → → → → → →
→ → → → → → → →
→ → → → → → → →

(22) 
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As described previously [19] [20], the oscillation between 10D and 4D results 
in the reversible cyclic fractionalization-contraction for the reversible cyclic ex-
pansion-contraction of the universe. 

4.2. The Home Universe 

To form the home universe where we inhabit, the 10D positive-energy 
weak-gravity string brane with attachment space absorbed the zero-energy 4D 
inter-universal void with 4D detachment space, resulting in the home universe 
which contains the Higgs space with both attachment space for rest mass and 
detachment space for kinetic energy. The home universe resulted from the 
transformation from a 10D spacetime brane into a 4D spacetime universe by 
transforming 6D connected exterior space into 6D discrete interior rishon space. 
The other three 10D string branes did not absorb detachment space. From 10−36 
seconds after the entrance of detachment space to the time between 10−33 and 
10−32 seconds after the entrance of detachment space, four important events oc-
curred to transform the 10D positive-energy weak-gravity string brane into the 
4D home universe where we inhabit. The four events are cosmic inflation de-
rived from the transformation from 10D4d to 4D10d, the rishon space forma-
tion by transforming 6D connected exterior space into 6D discrete interior ri-
shon space, the Higgs space formation by the combination of attachment space 
and detachment space, and the Extend Standard Model from the periodic table 
of elementary particles based on the seven mass dimensions. 

4.2.1. Cosmic Inflation 
Cosmic inflation is derived the transformation from 10D4d to 4D10d imme-
diately. Calculated from Equation (15), the rest mass of 4D10d is 

( )2 10 4 ? 12
0,10 0,4 137α −= ≈M M  times of the rest mass of 10D4d, resulting in cos-

mic inflation as the exponential expansion of space from the high vacuum ener-
gy 10D4d to the zero vacuum energy 4D10d as follows. 

quick VSLD transformation

inflation

10D4d spacetime 1D interval space for gravity
4D10d spacetime 1D interval space for gravity

+ →
+

   (23) 

4.2.2. The Rishon Space Formation 
The home universe resulted from the transformation from a 10D spacetime 
brane into a 4D spacetime universe by transforming 6D connected exterior space 
into 6D discrete interior rishon space as follows. 

( )

from 10D to 4D10D connected exterior spacetime for string
4D connected exterior spacetime 6D discrete interior rishon 
space TTTVVV for e- or 4D connected exterior spacetime

6D discrete interior rishon spac

ν

→
+

+ ( )e TTVTVV for u-d

TTT for e and VVV for or TTV for u and TVV for d
in 4D connected exterior spacetime

ν

→
    (24) 

https://doi.org/10.4236/jmp.2019.1011087


D.-Y. Chung 
 

 

DOI: 10.4236/jmp.2019.1011087 1327 Journal of Modern Physics 

 

The rishon space formation produces the discrete space in addition to con-
nected space. All elementary particles are in discrete space in addition to con-
nected space, while gravity in the interval space continues to be in connected ex-
terior space without discrete interior space for flavor, charge, isospin, and color.  

4.2.3. The Higgs Space Formation 
As discussed in Section 3, the space structures as the mixed Higgs spaces as the 
combinations of n units of attachment space (denoted as 1 from the posi-
tive-energy weak-gravity string brane) and n units of detachment space (denoted 
as 0 from the inter-universal void) consist of binary partition space, (1)n(0)n, as 
the space of wave-particle duality, binary miscible space, (1+0)n, as the space of 
relativity, and binary lattice space, (1 0)n, as the space of virtual gauge boson in 
quantum field theory. Section 3 describes binary partition space and binary 
miscible space, and binary lattice space is described as follows. 

Binary lattice space is derived from the slicing of mass dimension. Bounias 
and Krasnoholovets [30] propose that the reduction of dimension can be done 
by slicing dimension, such as slicing 3 space dimension object (block) into infi-
nite units of 2 space dimension objects (sheets). Cosmic inflation involves the 
transformation from 10D4d with high vacuum energy into 4D10d with zero va-
cuum energy at once. 4D10d particle was sliced into six different particles: 4D9d, 
4D8d, 4D7d, 4D6d,4D5d, and 4D4d equally by mass. Baryonic matter is 4D4d 
which is the lowest spacetime-mass dimension from Equation (22), while dark 
matter consisted of the other five types of particles (4D9d, 4D8d, 4D7d, 4D6d, 
and 4D5d) as follows. 

( ) ( )

cosmic inflation the slicing10D4d 4D10d
baryonic matter 4D4d dark matter 4D5d,4D6d,4D7d, 4D8d, 4D9d

→ →

+
 (25) 

As a result, the mass ratio of dark matter to baryonic matter is 5 to 1 in excel-
lent agreement with the observed 4.98 to 1 derived from the observed 4.56% and 
22.7% for baryonic matter and dark matter, respectively [19] [31]. 

The 10d (mass dimension) particle in attachment space denoted as 1 was 
sliced by detachment space denoted as 0. For example, the slicing of 10d particle 
into 4d particle is as follows. 

( )
10

slicing
10 4 4 4 ,d

d 5
1 1 0 1

10d particle 4d core particle binary lattice space
=

→ ∑ n         (26) 

where 110 is 10d particle, 14 is 4d particle, d is the mass dimension number of the 
dimension to be sliced, n as the number of slices for each dimension, and (04 14)n 
is binary lattice space with repetitive units of alternative 4d attachment space 
and 4d detachment space. For 4d particle starting from 10d particle, the mass 
dimension number of the dimension to be sliced is from d = 5 to d = 10. Each 
mass dimension is sliced into infinite quantized units (n = ∞) of binary lattice 
space, (04, 14)∞. For 4d particle, the 4d core particle is surrounded by 6 types 
(from d = 5 to d = 10) of infinite quantized units of binary lattice space. Such in-
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finite quantized units of binary lattice space represent the infinite units (n = ∞) 
of separate energy virtual orbitals (probabilities) for virtual particles in a gauge 
force field. There are six gauge fields from d = 5 to d =10. The three force fields, 
electromagnetism, the strong force, and the weak force are represented by d = 5, 
6, and 7, respectively. For dark matter, d =5 for electromagnetism is not sliced, 
so dark matter does not have electromagnetism at d = 5, resulting in the dark-
ness due to the absence of photon from electromagnetism. 

The Higgs space produces the Higgs mechanism and the space structures. 
Quantum mechanics is derived from the Higgs space, so the simultaneous oc-
currence of cosmic inflation and quantum mechanism produced cosmic quan-
tum fluctuation in the home universe. 

4.2.4. The Extend Standard Model 
The Extend Standard Model includes leptons, quarks, gauge bosons, gravity, 
dark matter, and dark energy. 

The Seven Mass Dimensions 
The masses in the Extend Standard Model are based on the seven mass di-

mensions. Cosmic inflation produced 4D10d spacetime and 1D interval space 
for gravity which were transformed into 4D4d spacetime as the lowest space-
time-mass dimension from Equation (22) + 1D interval space for gravity + 6 
mass dimensions for non-gravity + 1mass dimension for gravity. The combina-
tion results in 4D4d spacetime + 1D interval space for gravity + 7 mass dimen-
sions as Equation (27) and in Figure 7. 

cosmic inflation10D4d 1D interval space for gravity

4D10d spacetime 1D interval space for gravity 4D4d spacetime
1D interval space for gravity 6 mass dimensions for non-gravity

1 mass dimension

+ →

+ →
+ +

+ combinasion for gravity 4D4d spacetime
1D interval space for gravity 7 mass dimensions

→
+ +

  (27) 

The seven mass dimensions are arranged as F5 B5 F6 B6 F7 B7 F8 B8 F9 B9 F10 B10 
F11 B11, where Fd and Bd are mass dimensional fermion and mass dimensional 
boson, respectively. Under the varying supersymmetry dimensional (VSD) 
transformation, the mass of mass dimensional fermion and the mass of mass 
dimensional boson are related to each other with three simple formulas as fol-
lows. 

d,B d,F dα=M M                          (28) 

d 1,F d, d 1α+ += BM M                        (29) 

2
d 1,B d,B d 1α+ +=M M ,                      (30) 

where d is the mass dimension number, F is fermion, and B is boson. Each di-
mension has its own αd, and all αd’s except α7 (αw) of the seventh dimension 
(weak interaction) are equal to α, the fine structure constant of electromagnetism. 

For baryonic matter, with electromagnetism at d = 5, electron appears in ad-
dition to neutrino. Without electromagnetism at d = 5, dark matter does not  
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Figure 7. The 7 mass dimensions. 

 
have charge particle. For baryonic matter, to represent the mixed rishon space 
(TTV-TVV) for charge u-d ̅ quarks, the additional seven mass dimensions as the 
“auxiliary mass dimensions” (a’s) to represent quarks and unstable leptons in 
addition to the seven “principal mass dimensions” (d’s) to represent neutri-
no-electron and gauge bosons as in Figure 8.  

The Periodic Table of Elementary Particles 
The periodic table of elementary particles [21] [22] is based on the seven prin-

cipal mass dimensions (d’s) for stable baryonic matter leptons (electron and 
neutrinos), gauge bosons (all forces), gravity, and dark matter (five sterile dark 
matter neutrinos) and the seven auxiliary mass dimensions (a’s) for unstable 
leptons (muon and tau) and quarks (d, u, s, c, b, and t) as in Figure 8 and Table 
3. 

In the periodic table of elementary particles, the five dark matter particles are 
derived from Equation (24). Without electromagnetism at d = 5, dark matter 
does not have charge particle, and has to be neutrinos. Initially derived from 
Equation (25) and the symmetry between dark matter and baryonic matter, 
there were five dark matter massive right-handed neutrinos and one baryonic 
matter massive left-handed neutrino. Through the reverse Higgs mechanism as 
Equation (6), the left-handed neutrino becomes massless, while the right-handed 
neutrinos as sterile dark matter neutrinos remain massive. The reverse Higgs 
boson was observed [21]. All neutrinos and electron as well as gauge bosons are 
in the principal mass dimensions. All quarks and unstable leptons are in the aux-
iliary mass dimensions. The three generations of baryonic matter lepton-quark is 
the maximum generations allowed for the seven principal dimensions and the 
seven auxiliary dimensions. 

Gauge Bosons 
In the periodic table of elementary particles, the given observed masses are the 

mass of electron for F6 and the mass of Z boson for B7. From Equations (28) and 
(30), 7α α α= =w  of week interaction = ( )6 7

1 2

B BM M  = ( )6 7

1 2

F BαM M  = 
( )1 2αe ZM M  = 0.02771. Therefore, the masses of gauge bosons are as in Ta-
ble 4. 

The lowest energy gauge boson (B5) at d = 5 is the Coulomb field for electro-
magnetism. The second gauge lowest boson (B6) at d = 6 is basic gluon (g* = 70 
MeV ≈ one half of pion) is the strong force as the nuclear force in the pion 
theory [32] where pions mediate the strong interaction at long enough distances 
(longer than the nucleon radius) or low enough energies. B6 is denoted as basic 
gluon, g*. At short enough distances (shorter than the nucleon radius) or high  
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Figure 8. The seven principal mass dimensions (solid lines) denoted by the 
principal mass dimension number d and the seven auxiliary mass dimensions 
(dash-dotted lines) denoted by the auxiliary mass dimension number a. 

 
Table 3. The periodic table of elementary particles for baryonic matter and dark matter d = principal mass dimension number, a = 
auxiliary mass dimension number, DM = dark matter, BM = baryonic matter. 

d a = 0 a = 0 1 2 1 2 3 4 5 a = 0 

 
Stable Baryonic  
Matter Leptons 

Dark Matter 
Leptons 

Unstable 
Leptons 

Quarks Bosons 

5 νe νDM5        B5 = A electromagnetism 

6 e νDM6        B6 = g* strong (basic gluon) 

7 νµ νDM7 µ7 τ7 d7/u7 s7 c7 b7 t7 
0

7 LB Z=  left-handed BM weak 

8 ντ νDM8 µ8 (absent)  
b8 

(absent) 
t8    0

8B ZR=  right-handed DM weak 

9 ν’τ  (high-mass ντ) νDM9        B9 = BM-DM separation 

10          
B10 = matter-antimatter separation 
B10 = home universe-dark energy separation 

11 gravitino         B11 = gravity (interval space) 

 
Table 4. The masses of the principal mass dimensions (gauge bosons). 

Bd Md GeV (calculated) Gauge boson Interaction 

B5 eM a  3.7 × 10−6 A = photon Electromagnetic 

B6 eM a  7 × 10−2 (70.02 MeV) g* = basic gluon Strong 

B7 6

2
B α=Z wM M  91.1876 (given) ZL weak (left) for baryonic matter 

B8 
22

7 ZM a M α=  1.71 × 106 ZR weak (right) for dark matter 

B9 
2 4

8 ZM a M α=  3.22 × 1010  baryonic matter-dark matter separation 

B10 
2 6

9 ZM a M α=  6.04 × 1014  
matter-antimatter separation 

home universe-dark energy separation 

B11 
2 8

10 ZM a M α=  1.13 × 1019 G Gravity (interval space) 

 
enough energies, gluons emerge to confine fractional charge quarks. Fractional 
charge quarks are confined by gluons in QCD (quantum chromodynamics). No 
isolated fractional charge quark is allowed, and only collective integer charge 
quark composites are allowed. In general, collective fractional charges are con-
fined by the short-distance confinement force field where the sum of the collec-
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tive fractional charges is integer [33]. As a result, fractional charges are confined 
and collective. The confinement force field includes gluons for collective frac-
tional charge quarks in hadrons and the magnetic flux quanta for collective frac-
tional charge quasiparticles in the fractional quantum Hall effect (FQHE) [34] 
[35] [36]. 

The third lowest boson (B7) at d = 7 is ZL for the left-handed weak interaction 
among leptons and quarks. Spontaneous symmetry breaking produces massive 
weak bosons, massless photon and the Higgs boson as Equation (5). Massive 
weak bosons produce short-distance interaction. B8 at d = 8 is ZR for the 
right-handed weak interaction among dark matter neutrinos as dark matter 
neutrino oscillation. The symmetry between ZR and ZL provides the neutrino os-
cillation for both baryonic matter neutrinos [37] and dark matter neutrinos. 

At B9, baryonic matter and dark matter are separated. Above B9, there is no 
baryonic matter and dark matter before the slicing as in Equation (25). B9 as the 
gauge boson represents the weak short-distance repulsive Yukawa force [38] 
between baryonic matter and dark matter. Long-distance attractive gravity 
among all particles in a random mixture of dark matter particles and baryonic 
matter particles overcomes the weak short-distance repulsive force between dark 
matter particles and baryonic matter particles. However, a large amount of ho-
mogeneous dark matter particles repulses a large amount of homogeneous ba-
ryonic matter particles in the short-distance interfacial region between a large 
amount of homogeneous dark matter particles and a large amount of homoge-
neous baryonic matter particles. This repulsive force is same as the Yukawa force 
for baryonic matter [39] [40] in the Moffat's Modified Gravity (MOG) theory, 
and explains the evolution of galaxy [41]. This repulsive force prevents the catch 
and the direct detection of dark matter particles on earth with a large amount of 
homogeneous baryonic matter particles. 

B10 at d = 10 is for the matter-antimatter separation. At B10, matter is in our 
home universe as the positive energy 10D string brane, while antimatter is in the 
negative energy 10D string brane. Above B10, there is no string brane as in Fig-
ure 6. As in Figure 6, B10 at d = 10 is also for the home universe-dark energy se-
paration. Above B10, there is no separation between the home universe and the 
three string branes. B10 as the gauge boson represents the repulsive force between 
matter in the home universe and antimatter in the negative-energy weak gravity 
brane and between the home universe and dark energy in the three branes. 

B11 is for gravity in the interval space. F11 (8.275 × 1016 GeV) relates to spin 3/2 
gravitino, while B11 (1.134 × 1019 GeV) relates to spin 2 graviton. In supersym-
metry, gravitino and graviton mediate the supersymmetry between fermion and 
boson in space dimension and gravitation. There are 11 space dimensions in the 
11 spacetime dimensional membrane. As a result, the supersymmetry involves 
11 F11 + B11, which is equal to 1.225 × 1019 GeV in excellent agreement with the 
Planck mass (1.221 × 1019 GeV) derived from observed gravity as (ћc/G)1/2 where 
c is the speed of light, G is the gravitational constant, and ħ is the reduced Planck 
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constant. Electromagnetism and gravity are long-distances forces, and all other 
forces are short-distance. 

Leptons and Quarks 
The lepton mass formula and the quark mass formula are derived from the 

incorporation of basic gluon (g* = B6 = 70 MeV) to electron. The incorporation 
of basic gluon as flux quanta follows the the composite fermion theory for the 
FQHE (fractional quantum Hall effect) [42] [43]. In the composite fermion 
model for FQHE, the formation of composite fermion is through the attachment 
of an even number of magnetic flux quanta to electron, while the formation of 
composite boson is through the attachment of an odd number of magnetic flux 
quanta to electron. In the same way, the formation of composite fermion is 
through the attachment of an even number of basic gluons to electron, while the 
formation of composite boson is through the attachment of an odd number of 
basic gluons to electron. The formation of composite boson is equal to the for-
mation of composite di-leptons, so the formation of composite lepton is through 
the attachment of one half of an odd number of basic gluons to electron. As a 
result, the muon (µ) mass formula is as follows. 

7 g*3 2 3 2 105.5488 MeVµ α= + = + =e e eM M M M M ,        (31) 

which is in excellent agreement with the observed 105.6584 MeV [44] for the 
mass of muon. The masses of leptons follow the Barut lepton mass formula [45] 
as follows. 

4
lepton

0

3
2α =

= + ∑
n

e
e

a

M
M M a ,                  (32) 

where a = 0, 1, and 2 are for e, μ7, and τ7, respectively. The calculated mass of τ7 
is 1786.2 MeV in good agreement with the observed mass as 1776.82 MeV. Ac-
cording to Barut, the second term, 4

0=
∑

n

a
a  of the mass formula is for the 

Bohr-Sommerfeld quantization for a charge-dipole interaction in a circular orbit. 
The more precise calculated mass of τ for the tau lepton mass formula is as fol-
lows. 

43
2

2
3

17 17
2

1777.47 MeV

τ α

α

 = + − 
 
 = + − 
 

=

∑e
e e

e
e e

M
M M M

M
M M                   (33) 

which is in excellent agreement with observed 1776.82 MeV, and means that 
during this dipole-interaction in a circular orbit forτ, an electron with total mass 
of 17Me is lost. 17Me is shown as the observed 17 MeV for 34Me in the light bo-
son (17ee ) [46] [47]. 

Quark has fractional charge (±1/3 or ±2/3), 3-color gluons (red, green, and 
blue) for 3g*, and both the principal mass dimensions and axillary mass dimen-
sions, so similar to Equation (31), d and u in the principal mass dimension in-
volves e/3 or 2e/3 and 3g* as follows. 
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( )

( )6

g*
principal

B

principal mass dimensional oribital at d 6

3 31 or 2
3 2

3 31 or 2
3 2

1 or 2 9
3 2α

=

= +

= +

= +

e
q

e

e e

MM
M

MM

M M

               (34) 

For quarks in the auxiliary mass dimensions, 3-color basic gluons (3g*) be-
come 3-color auxiliary basic gluons (3g*a7) at d = 7. Based on Equation (29), 
auxiliary basic gluon is derived from muon as follows. 

7g* 7µ α=
a wM M                           (35) 

Similar to Equation (31), the masses of quarks in the auxiliary mass dimension 
are as follows. 

( )7

7

* 74 4
auxiliary

1 1

auxiliary mass dimensional orbital at d 7

3 3 9
2 2

µ α

= =

=

= =∑ ∑a
n ng w

q
a a

M M
M a a

           (36) 

The quark mass formula at d = 7 is the combination of Equations (34) and (36) 
as follows. 

7

7 4

1

91 or 2 9
3 2 2

µ α
α =

= + + ∑
n

we e
q

a

MM M
M a              (37) 

where a = 1, 2, 3, 4, and 5 for u7/d7, s7, c7, b7, and t7, respectively. 
The quark mass at a = 5 for the auxiliary mass dimension at d = 7 is the 

maximum mass below the mass of B7, so the next auxiliary mass dimension has 
to start from B7. There are b and t at d = 8, so it is necessary to have μ8 for the 
masses of b and t. Like μ7 in Equation (31), the mass of μ8 is as follows. 

0 78

0

g*

B7

Z

2 3 2

2 3 2
2 3 2

136.78 GeV

µ
= +

= +

= +

=

e

e

e

M M M

M M
M M

                       (38) 

Since at d = 7, there are 3-color basic gluons, at d = 8, 3-color basic gluons are 
not needed, and only one basic gluon (g*7) at d = 7 is used. Similar to Equations 
(34) and (36), the quark mass formulas for the principal and auxiliary mass di-
mensions are as follows. 

7 7principal quark *

principal mass dimensional orbital at d 7
3 2 3 2 3 2

=
= = =g B ZM M M M             (39) 

( )8
0

* 4 48
auxiliary quark

1 1

auxiliary mass dimensional orbital at d 8

3 3
2 2

µ α′ ′

′ ′= =

=

′ ′= =∑ ∑a
n ng

a a

M
M a a

          (40) 

The quark mass formula at d = 8 is the combination of Equations (37) and (39) 
as follows. 
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0
8 4

8
1

33
2 2

µ
α ′

′=

′= + ∑
n

Z
q

a

MMM a                     (41) 

where a' = 1 and 2 for b8 and t8 , respectively. 
Combining Equations (37) and (41), the quark mass formula is as follows. 

0
7 84 4

quark
1 1

391 or 2 9 3
3 2 2 2 2

µ µ
αα

α

′

′= =

′= + + + +∑ ∑
n n

we e Z

a a

MMM M MM a a     (42) 

where a =1, 2, 3, 4, and 5 for d/u. s, c, b, and t, respectively, and a' = 1 and 2 for b 
and t respectively. The calculated masses for d, u, s, c, b, and t are 328.4 MeV, 
328.6 MeV, 539 MeV, 1605.3 MeV, 4974.6 MeV, and 175.4 GeV, respectively. In 
the standard model, there are three generations of leptons. Extra-muon μ8 is 
outside of the three generations of leptons in the standard model, so μ8 is absent 
as shown in Table 2. As shown in Table 2, to be symmetrical to the absent µ8, b8 
quark is also absent. The calculated mass of top quark is 175.4 GeV in good 
agreement with the observed 172.4 GeV [44]. The calculated masses are compa-
rable to the quark masses proposed by De Rujula, Georgi, and Glashow [48], 
Griffiths [49], and El Naschie [50]. 

The periodic table of elementary particles calculates accurately the particle 
masses of all leptons, quarks, gauge bosons, the Higgs boson, and the cosmic 
rays by using only five known constants: the number (seven) of the extra spatial 
dimensions in the observed four-dimensional spacetime from the ele-
ven-dimensional membrane, the mass of electron, the masses of Z and W bosons, 
and the fine structure constant [21] [22] [51]. The calculated masses are in ex-
cellent agreements with the observed masses. For example, the calculated masses 
of muon, top quark, and the Higgs boson are 105.55 MeV, 175.4 GeV, and 126 
GeV, respectively, in excellent agreements with the observed 105.65 MeV, 172.4 
GeV, and 126 GeV, respectively. The calculated masses of hadrons based on the 
periodic table of elementary particles are in excellent agreement with the ob-
served masses of hadrons [22]. For examples, the calculated masses of proton, 
neutron, pion (π±), and pion (π0) are 938.261, 939.425, 139.540, and 134.982 
MeV in excellent agreement with the observed 938.272, 939.565, 139.570, and 
134.977 MeV, respectively with 0.0006%, 0.01%, 0.02%, and 0.004%, respectively 
for the difference between the calculated and observed mass. 

4.3. The Three Branes 

The other three 10D string branes (negative energy weak-gravity brane, positive 
energy strong-gravity brane, and negative energy strong-gravity brane) did not 
absorb detachment space, but to synchronize the expansion of the posi-
tive-energy string brane (home universe), the other three 10D string branes un-
dergo the oscillation between 10D and 4D. 

4.3.1. The Hidden Three Branes from 10D to 5D 
The three branes undergo the transformation from 10D to 5D. 
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10D4d 9D5d 9D4d 8D5d 8D4d 7D5d
7D4d 6D5d 6D4d 5D5d 5D4d

→ → → → →
→ → → → →

        (43) 

From Equation (21), under the VSLD transformation and the VSD transfor-
mation, the three branes expand through the increasing rest mass and the trans-
lation-fractionalization from 10D4d to 5D4d. To the 4D home universe, the 
three branes from 10D to 5D are hidden, because as Equation (13), particles with 
different space-time dimensions and different speeds of light are transparent and 
oblivious to one another to avoid the violation of causality due to differences in 
the speed of light. During this time, the home 4D universe expands normally. 

4.3.2. The Three Branes as Dark Energy 
When all three branes and the home universe become 4D, the three branes be-
come dark energy as a part of the home universe. 

4D5d 4D4d→                          (44) 

The result is the accelerating expansion. Since the three branes have no de-
tachment space to produce kinetic energy, dark energy is inert as the inert cos-
mological constant. According to the theoretical calculation based on the alge-
bras cosmology, dark energy started in 4.47 billion years ago [19] in agreement 
with the observed 4.71 ± 0.98 billion years ago [52]. The maximum dark energy 
is 75% for the three out of the four regions as the spacetime of three branes be-
comes completely 4D. 

4.3.3. The Three Hidden Branes from 5D to 10D 
The three branes from 5D to 10D again become the hidden branes. 

5D4d 5D5d 6D4d 6D5d 7D4d 7D5d
8D4d 8D5d 9D4d 9D5d 10D4d

→ → → → →
→ → → → →

           (45) 

They contract by the decreasing rest mass and the translation-condensation. 
The home universe contracts through gravity. Through symmetry, all four un-
iverses contract synchronically and equally. 

4.3.4. The Three 10D Branes and the Original 4D Home Universe 
Eventually, the three branes return to the original 10D three branes. The 4D 
home universe reaches cosmic deflation to lose all detachment space to become 
10D4d. The four universes return to the step 3. 

cosmic deflation

In the home universe

4D home universe positive energy 10D4d weak gravity brane
In the three branes

9D5d branes the 10D4d branes

→

→

(46) 

The four branes can undergo another cycle of the home universe and the three 
branes or can reverse to the 11D membrane-antimembrane dual universes, and 
ultimately, to the zero-energy inter-universal void as shown in Figure 6. 

5. Summary 

In summary, the cyclic universe cosmology involves the split of the membrane 
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11D (11 dimensional) spacetime into the 1D eleventh dimension orbifold inter-
val space to form gravity, the 6D discrete interior rishon space (TTT-VVV for 
positron-neutrino or TTV-TVV for u-d ̅ quarks) to form the Standard Model, the 
3D Higgs space (attachment space to attach matter or detachment space to de-
tach matter) to form the Higgs or reverse Higgs field, and 1D Einstein time to be 
shared by all spaces. The 1D eleventh dimension interval space was the space 
between the weak-gravity string brane and the strong-gravity string brane which 
are the progenitors of the home universe and dark energy, respectively. 

The 6D discrete interior rishon space consists of the TTT-VVV or TTV-TVV 
as the discrete trivalent twisted strand braids for the spaces of positron-neutrino 
or u-d ̅ quarks, respectively, in the Rishon Space Model with 1/3 charge T and 
neutral V. The trivalent discrete rishon space is the interior space to determine 
the properties (flavor, charge, isospin, and color) of leptons and quarks, while 
the trivalent connected space is the exterior space to determine the momenta 
and positions of leptons and quarks. 

The 3D Higgs space consists of attachment space as the space precursor of the 
transitional Higgs field and detachment space as the space precursor of the tran-
sitional reverse Higgs field. Attachment space that attaches matter to the space 
related to rest mass, detachment space that detaches matter from the space re-
lates to kinetic energy. The combination of n units of attachment space (denoted 
as 1) and n units of detachment space (denoted as 0) produces binary partition 
space, (1)n(0)n, as the space of wave-particle duality, binary miscible space, 
(1+0)n, as the space of relativity, and binary lattice space, (1, 0)n, as the space of 
virtual gauge boson in quantum field theory. A particle with the rishon space is 
bound to the different Higgs spaces under different conditions. The Higgs space 
is the interior space to determine the properties (attachment and detachment to 
matter) of elementary particles, while the exterior space determines the momen-
ta and positions of elementary particles. 

Between 4D spacetime and 10D spacetime, dimension number decreases with 
decreasing speed of light, decreasing vacuum energy, and increasing rest mass. 
The 4D and the 10D have zero and the highest vacuum energies, respectively. 
Each spacetime dimension D associates with mass dimension d where D + d = 
14. 

This paper posits that the origin of the split is from the multiverse cosmology. 
The multiverse consists of the 4D zero-energy inter-universal void with detach-
ment space and the multiple 11D positive-energy membrane and nega-
tive-energy anti-membrane dual universes with 11D attachment space. The total 
energy of a dual 11D universe is zero. Detachment space in the inter-universal 
void prevents the collision of the 11D dual universes, while attachment space in 
a dual universe allows the existence of mass-energy in the space of the dual un-
iverse. A dual universe with zero total energy can emerge from the zero-energy 
inter-universe. 

The cyclic universe cosmology (Figure 6) in the multiverse starts with the ze-
ro-energy inter-universal void and the positive-energy membrane and nega-
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tive-energy antimembrane 11D dual universe which is split into four equal 10D 
string branes, including the 10D positive-energy weak-gravity brane with matter, 
negative-energy strong-gravity brane, negative-energy weak-gravity brane with 
antimatter, and positive-energy strong-gravity brane in the 11D bulk. The 1D 
eleventh dimension interval space is between the strong and the weak-gravity 
branes as in Randall-Sundrum model. 

To form the home universe where we inhabit, the 10D positive-energy 
weak-gravity brane with attachment space absorbed the zero-energy 4D in-
ter-universal void with detachment space, resulting in the combination of rest 
mass from attachment space and kinetic energy from detachment space, the 
formation of the 4D spacetime universe by transforming 6D connected exterior 
space into 6D discrete interior rishon space to form the extended Standard 
Model, and cosmic inflation from high vacuum energy (10D) to zero vacuum 
energy (4D). The other three branes did not absorb the inter-universal void, re-
sulting in the oscillating dimension branes between 10D and 4D stepwise with-
out kinetic energy. The three branes are hidden when D > 4, and they are dark 
energy when D = 4. Afterward, when D > 4 again for the three branes, the home 
universe and the three branes start to contract, and eventually return to the 
original four 10D string branes and then to the original 11D membrane dual 
universe for the cyclic universe cosmology as in Figure 6. 

Consequently, the emergences of gravity, the Standard Model, and dark ener-
gy as the three different phenomena take three steps. The Step 1 to form gravity 
involves the emergence of the 1D interval space to form gravity derived from the 
split of the 11D membrane universe into two branes with 1D interval space in 
between the two branes. The Step 2 to form the Standard Model involves the 6D 
rishon space to form the Standard Model derived from the addition of detach-
ment space to the 10D weak-gravity brane to form the home universe consisting 
of the combination of attachment space and detachment space for the Higgs 
mechanism and the 4D spacetime with 6D TTTVVV or TTVTVV for the origin 
of elementary particles. The Step 3 to form dark energy involves the 4D 
strong-gravity brane to form dark energy derived from the dimensional oscilla-
tion between 10D and 4D. The 3-step cosmic evolution from the beginning of 
the cyclic universe to the present is as Figure 9. 

All elementary particles for baryonic matter (leptons, quarks, gauge bosons, 
gravity, and the Higgs boson) and dark matter (sterile neutrinos) can be placed 
in the periodic table of elementary particles based on the two sets of the seven 
mass dimensions. The periodic table of elementary particles calculates accurately 
the particle masses of all leptons, quarks, gauge bosons, the Higgs boson, and the 
cosmic rays by using only five known constants: the number (seven) of the extra 
spatial dimensions in the observed four-dimensional spacetime from the ele-
ven-dimensional membrane, the mass of electron, the masses of Z and W bo-
sons, and the fine structure constant. The calculated masses are in excellent 
agreements with the observed masses. For examples, the calculated masses of 
muon, top quark, and the Higgs boson are 105.55 MeV, 175.4 GeV, and 126  
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Figure 9. The 3-step cosmic evolution from the beginning to the present. Step1 to form 
gravity: split the 11D membrane universe into two branes with 1D interval space in be-
tween the two branes. Step 2 to form the Standard Model: the addition of detachment 
space to the 10D weak-gravity brane to form the home universe with the combination of 
attachment space and detachment space and the 6D rishon space. Step 3 to form dark 
energy: the conversion of the strong-gravity brane to the 4D dark energy by the dimen-
sional oscillation between 10D and 4D from the strong-gravity brane. 

 
GeV, respectively, in excellent agreements with the observed 105.65 MeV, 172.4 
GeV, and 126 GeV, respectively. The calculated masses of hadrons based on the 
periodic table of elementary particles are in excellent agreement with the ob-
served masses of hadrons. For examples, the calculated masses of proton, neu-
tron, pion (π±), and pion (π0) are 938.261, 939.425, 139.540, and 134.982 MeV in 
excellent agreement with the observed 938.272, 939.565, 139.570, and 134.977 
MeV, respectively with 0.0006%, 0.01%, 0.02%, and 0.004%, respectively for the 
difference between the calculated and observed mass.  In conclusion, the split 
11D spacetime, and cyclic universe cosmology, and the periodic table of ele-
mentary particles provide the matter-antimatter imbalance and the accurate 
calculated masses for leptons, quarks, hadrons, gauge bosons, the Higgs boson, 
gravity, dark matter, and dark energy 
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Abstract 

Rare-earth ion doped crystals for hybrid quantum technologies are an area of 
growing interest in the solid-state physics community. We have earlier theo-
retically proposed a hybrid scheme of a mechanical resonator which is fabri-
cated out of a rare-earth doped mono-crystalline structure. The rare-earth ion 
dopants have absorption energies which are sensitive to crystal strain, and it 
is thus possible to couple the ions to the bending motion of the crystal canti-
lever. This type of resonator can be useful for either investigating the laws of 
quantum physics with material objects or for applications such as sensitive 
force-sensors. Here, we present the design and fabrication method based on 
focused-ion-beam etching techniques which we have successfully employed 
in order to create such microscale resonators, as well as the design of the en-
vironment which will allow studying the quantum behavior of the resonators. 
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1. Introduction 

The study of mechanical resonators coupled to light belongs to the field of op-
tomechanics [1], which emerged experimentally about a decade ago, when sev-
eral groups started to investigate the techniques required to actively cool a ma-
croscopic mechanical oscillator down to its quantum ground state. The combi-
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nation of active and traditional cryogenic cooling techniques was intensively 
pursued and allowed in 2011 for the very first time to place a mechanical system 
in its quantum ground state [2] [3]. One way to study the resonators in or close 
to the quantum ground state, is to couple it to a two-level system, and interact 
with the resonator via this system. One particularly interesting way to achieve 
this is to use “strain-coupling”, first demonstrated in 2014 with a 
semi-conductor nanowire [4]. In such a resonator, the vibrations, which can be 
induced deliberately by means of a piezo actuator or result from the Brownian 
motion due to a finite temperature (or even from the zero-point energy position 
fluctuations), generate a mechanical strain, as illustrated in Figure 1. This strain 
influences the electronic properties of the impurity, as a consequence of the 
modification of the electronic orbital distributions, and thus the energy levels of 
the impurities. The oscillations of the crystal are therefore mapped onto the 
energy levels of the impurity, which in turn gives rise to a change in the optical 
frequency of the photons absorbed and emitted. The corresponding strain me-
diated coupling strength can be higher, and is potentially more stable, than what 
can be achieved with any realistic external forces (such as magnetic gradient 
forces [5]). What is particularly appealing about these integrated hybrid me-
chanical systems is that some of them may approach or even enter the strong 
coupling regime [6]. In this regime, the hybrid coupling strength exceeds the 
decoherence rates of both the mechanical resonator and the impurity (which, 
according to context, is the decoherence rate of either an electronic transition or 
a transition between spin states). 

This strain-coupling can also be exploited in a rare-earth ion doped crystal 
resonator, which is particularly interesting due to the exceptional coherence 
properties of the rare-earth ion dopants. We suggested a theoretical protocol for 
 

 
Figure 1. When a mechanical resonator vibrates, the strain inside the 
material is periodically modulated. In this example, the color range from 
blue (compression) over green (non-strained) to red (extension) of the 
material is obtained from a COMSOL simulation. The anchoring point 
(not shown) of the resonators is in foreground of the drawing (toward 
the reader). To the right, the resonator oscillates in the first excited 
mode whereas to the left, a higher order excited mode is shown. 
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creating and operating such a strain-coupled system [7]and for cooling the re-
sonator down to the near the quantum groundstate [8]. In the following, we will 
discuss how to design the physical system allowing performing such experiments, 
with particular attention given to the fabrication of the microscale resonators. 

2. Preliminary Theoretical Considerations 

In order to develop a resonator design based on Eu3+ doped Y2SiO5 for studying 
strain-coupled optomechanics, several challenges must be faced. First, the atom-
ic structure makes it very challenging to observe single ions [9] due to the nar-
row absorption linewidth, weak oscillator strength, and the fact that there are 
often no closed transitions [10]. We therefore decided to investigate the possibil-
ity of using not single ions, but spectral holes imprinted in the structure to which 
couple the mechanical motion. This is indeed possible, but the fact that an en-
semble of ions is involved, adds an inhomogeneous broadening of the lineshape 
(and not just a linear shift) due to the strain arising from vibrations [7]. In other 
words, the spectral hole broadens under applied strain. In order to overcome 
this challenge, our protocol is based on a dispersive coupling between the edge 
of a spectral hole and a detuned laser. More precisely, when the resonator vi-
brates, the slope of the edge of the spectral hole will oscillate periodically. The 
coupling can be read-out by observing a phase shift of a laser traversing the re-
sonator. The details of the coupling mechanism are given in Ref. [7], including a 
protocol for “functionalizing” the spectral hole in order to enhance the coupling. 

Parameters Obtained from Simulations 

One of the practical consequences of coupling to an ensemble of ions is that laser 
needs to interact with a large number of ions, making a micrometre scale reso-
nator more suitable than a nanoscale one, at least for the initial experiments 
during which the detection efficiency has not yet been fully optimized. For the 
first prototypes, based on the simulations, we therefore opted for the following 
parameters: a single-clamped cantilever with the dimensions 100 × 10 × 10 μm3 
interacting with a laser beam traversing the cantilever near its fixed end (anc-
horing point) for maximum strain. The cantilever which consists of Y2SiO5 
(which has a Young Modulus of 135 GP) with an effective mass of 1.1 × 10−11 kg, 
and of which the first excited mechanical mode vibrates at 890 kHz (value ob-
tained from COMSOL simulations). The cantilever contains a 0.1% doping of 
Eu3+ ions, with a 7F0 → 5D0 transition centered at 580 nm and potentially with a 
linewidth as low as Γ = 2π × 122 Hz (at T = 1.4 K and 10 mT magnetic field 
[10]). For our simulations, we used a power of 1 mW and a hole width of 6 
MHz. In this configuration, the static displacement of the tip of the resonator 
due to the light field amounts to 0.4 pm and the corresponding phase shift of the 
laser (the carrier) equals 0.2 mrad. This shift is easily observable as, for the 1 
mW laser power, the shot noise limited phase resolution is 0.45 microradian 
within the allowed detection time, before “hole-overburning” becomes 
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non-negligible (approximately 16 ms for the 122 Hz linewidth). For comparison, 
a direct reflection of a 1 mW laser on the resonator (creating a force on the re-
sonator due to the momentum delivered by the photons) would give rise to a 
much smaller static displacement (20 fm), justifying the efficiency of this disper-
sive approach. 

Calculations performed in Ref. [7] also showed that the amplitude of the 
Brownian motion at 3 K is 0.2 pm, and the spectral sidebands of the detection 
laser contain an integrated phase of 0.11 mrad due to this thermal excitation. For 
an integration time equal to the inverse of the thermal line width (25 microse-
conds), the shot-noise limited phase-resolution is 14 microradian. The thermally 
excited sidebands are therefore readily observed, even within such short integra-
tion time. Moreover, by increasing the integration time up to the maximum be-
fore over-burning, it is possible to observe and measure accurately the detailed 
shape and size of the sidebands. Zero-point motion of the resonator, averaged 
over the measurement, induces a small excess integrated phase of 0.4 microra-
dian in the sidebands. As this value is close to the phase resolution achieved 
within the maximum integration time before hole-over burning, the shot noise 
limited resolution is therefore sufficient to observe the effect of the zero-point 
motion of the mechanical resonator. By using either dilution fridge or an active 
laser cooling mechanism (or a combination of these), the temperature can be 
lowered near a point where the thermal excitation does not hide the effect of ze-
ro point fluctuations. For example, at 30 mK, the zero-point fluctuation induces 
approximately 10−3 relative excess integrated phase over the effect of Brownian 
fluctuations alone. Such a deviation seems measurable, provided sufficient 
knowledge of the relevant parameters (temperature, Q factor,...). Several mea-
surements at different temperatures may also be used to estimate the various re-
levant parameters with the necessary accuracy. Note that the resolution can be 
further increased by repeating the full hole imprinting and measurement se-
quence several times, or use optical repumpers to preserve the spectral hole [11]. 
As the current setup is based on a 3 Kelvin cryostat, the zero-point motion 
measurement is not immediately feasible, but we have here included the num-
bers as this is one of the next major modifications. 

A potentially perturbing effect arises due to fluctuations of the laser power. As 
the static displacement corresponding to 1 mW of laser power is approximately 
0.4 pm, this laser power must be stable to within 10−4 to ensure a perturbation 
much smaller than the zero point fluctuations (approx. 1 fm), a power stability 
requirement well within reach of standard stabilization techniques. In addition, 
the laser frequency must also be carefully controlled. The zero-point motion in-
duces a frequency shift of the ions closest to the edge of the resonator of ap-
proximately 37 Hz. The probe laser must therefore have a frequency stability 
substantially better than that, which is well within reach of nowadays commer-
cially available ultra-high finesse Fabry-Perot cavity stabilized lasers (which typ-
ically have sub-Hz frequency stability). Note that probing the Brownian motion 
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alone at 3 K exhibits a much less stringent frequency stability requirement at the 
sub-kHz level, and this will be one of the first measurements we plan to perform 
using the resonators. In order to anticipate the zero-point motion measurement, 
a new commercial ultrastable cavity (Stable Lasers) has recently been integrated 
in the setup, see Section 4 below. 

3. Microfabrication of Resonators 

In this section, we will discuss the fabrication of the resonators, of which the de-
sign is based on the above considerations. The bulk crystals are grown at the 
Paris Institute for Chemical Research (Institut de Recherche de Chimie Paris), 
and the microfabrication of the resonators in a cleanroom facility in Grenoble 
(Nanofab Institut NEEL). 

3.1. Growing of the Bulk Crystals 

A single Y2SiO5 crystal of 0.1 percent at Eu3+ (Eu:YSO) was grown using a ho-
memade RF induction Czochralski apparatus using Ir crucible to contain the 
melt and ZrO2 and Al2O3 as refractory materials. The growth of the single crystal 
was performed under flowed nitrogen introduced as a protective atmosphere. 
During the growth the shape of the crystal is controlled with a feedback loop on 
the RF generator power by monitoring the weight of the crystal. The crystal was 
pulled at 0.5 mm/h from the melt in the [010] direction, which minimizes the 
defects due to the anisotropy of the expansion coefficients. The resulting 
one-inch diameter single crystal is transparent, colorless with a regular shape. 
The crystal is then oriented by the Laue method with an accuracy of ±2 degrees. 
Finally, the samples were polished with a Logitech PM5. More details on the fa-
brication of the bulk crystals can be found in Ref. [12]. 

3.2. Fabrication of Microresonators 

The bulk crystal samples have dimensions of the order of millimeters. In order 
to reach quantum regimes, resonators with micro- and nanoscale dimensions 
are required. These designs can be realized by subsequently using Focused Ion 
Beam (FIB) techniques to shape the crystal. Etching a Y2SiO5 crystal using FIB 
techniques is challenging, as the crystal is an oxide and thus not conducting, 
leading to rather low etching rates. The literature on the subject is sparse, and a 
major effort has been required in order to calibrate the procedure and achieve a 
good etching efficiency. We will in the following outline the essential steps and 
parameters. 

We use a FIB-SEM system (Zeiss NVision) with a gallium liquid ion source. 
Due to the absence of conductivity of the Y2SiO5 it is necessary to first deposit a 
thin (100 - 150 nm) metal layer (aluminium) on the crystal prior to etching the 
structures. This layer prevents the charges from building up, which otherwise 
would cause the ion-beam to be deviated from the desired target. Due to the 
hardness of the crystal, a rather high voltage is required to etch the structures, 
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and we operate the gallium ion source at 30 kV (maximum voltage). At this vol-
tage amorphizing of the material can happen, but due to the nature and hardness 
of the crystal, this turns out not to be an issue for our samples. The current used 
is approximately 6 nA. We obtain an etching rate of the order of 1 μm3/nA/s. 

Once the calibration completed, we turn to the fabrication of the resonators. 
The major challenge is to etch deep enough into the material in order to detach 
the resonator from below (we wish to obtain a free-standing resonator, only at-
tached to the crystal at one anchoring point). This requires a large angle of the 
incoming gallium ion beam, and the ability to remove a large amount of materi-
al. As the etching rate is slow, and the extent of orientation of the sample relative 
to the ion beam is limited, this way of proceeding turns out not to be ideal. 

Figure 2(a) shows an example of a resonator of which the contour lines have 
been easily etched, but illustrates the difficulty of liberating the resonator from 
below. In addition to the difficulty of removing material and obtaining the right 
angle for the gallium ion beam, etching deep trenches are also problematic due 
to the fact that the metal layer (deposited for removal of accumulated charges) 
becomes spatially further and further separated from the part of the structure to 
be etched. By modifying the angle of the gallium ion beam, we managed to libe-
rate most of the resonator from the substrate (see Figure 2(b)), but the exerted 
force of the gallium beam and built-up residual charges distort the shape of the 
resonator, and when proceeding to liberate the resonator near its anchoring 
point, it breaks off, as illustrated in Figure 2(c). 

A solution which circumvents the need for etching below the resonator, con-
sists in creating the resonator on the edge of a corner the crystal, and this is the 
technique that has turned out to be the most successful, as it requires the mi-
nimal etching of material. Moreover, by turning the crystal 90 degrees the 
ion-beam can be perpendicular to the crystal at all times. This has been carried 
out on the crystal shown in Figure 3(a). We have etched a part of the bulk crys-
tal at an angle of 45 degrees below the resonator. By coating this surface with 
aluminum, we have realized a mirror which allows a laser beam to be reflected 
onto it and pass through the resonator alone, without interacting with the bulk 
material of the crystal. We have chosen to position the mirror below the part of 
the resonator which is nearest the anchoring point in order to maximize the 
material strain, for an optimum coupling. 

An alternative option consists in polishing the edge of the crystal down to ob-
tain a very thin layer prior to applying the FIB. As shown in the example in Fig-
ure 3(b), the crystal has been polished to an angle of 3.2 (±0.1) degrees (meas-
ured with a DEKTAK profilometer and a calibrated microscope). This allows 
one to create the resonator by applying the FIB perpendicular to the surface of 
the crystal along a single direction. This has the advantage of allowing the laser 
beam to pass directly through the resonator in a straight line, without having to 
integrate a mirror to deviate the beam to avoid the bulk part of the crystal. 
Moreover, it also represents the advantage of not having to use the FIB on the 
top and bottom surface of the resonator, and thus conserve the initially polished  
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Figure 2. In (a) we show the resonator etched on the sides, but not liberated from below. 
In (b) and (c) we have increased the angle of the gallium ion beam, which allows to etch 
below the structure. In (c) the resonator breaks during an attempt to liberate it from be-
low. In all 3 images, the voltage used for SEM imaging is 2.00 kV. 

 

 
Figure 3. In (a) we show the SEM image of the resonator etched on the corner of the 
crystal. A mirror at an angle of 45 degrees is integrated in order to make the laser beam 
traverse only the resonator and thus avoiding the bulk part of the crystal. In (b) the edge 
of the crystal have been polished so thin that the resonator is formed by a single vertical 
cut with the FIB. The scale indicated in (b) applies to both images. 

 
surfaces. In that way, we also avoid surface effects of the FIB due a non-desired 
implementation of the gallium ions, although this has been shown not to 
represent major degradation of the coherence properties of other species of 
rare-earth ions in the YSO matrix [13]. If however, the triangular shape of the 
resonator turns out to be a limiting factor (as it increases the resonator’s stiff-
ness) it is also possible to reshape it into a rectangular form using the FIB, by 
removing a much smaller amount of material than when starting out from the 
bulk crystal. 

In both resonators, the crystal has been oriented such that the laser beam is 
parallel to the crystal b-axis (corresponding the [010] growth axis of the crystal) 
which optimizes the absorption of the Eu3+ ions for the crystal site 1 (there exists 
2 non-equivalent crystal site for the ions). The polarization of the laser beam is 
roughly along the D1 direction, but is fine-tuned manually by maximizing the 
absorption of the europium ions [14]. 

4. Optics Environment 

The optical system which will be used to probe the europium ions inside the re-
sonators is based on an extended cavity diode laser at 1160 nm (Toptica DLPro), 
delivering 65 mW. It is coupled and frequency doubled in PPLN waveguides 
with free space outputs to reach 580 nm, corresponding to the wavelength of 
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absorption of the 7F0-5D0 transition in Eu3+:Y2SiO5. The laser at 1160 nm is fre-
quency locked by the Pound-Drever-Hall method to a commercial reference 
cavity (Stable Laser Systems). Both the diode laser current and a piezo actuator 
acting on the external cavity length are used for feedback, with a bandwidth 
around 500 kHz. After the optical frequency doublers, approximately 10 mW of 
580 nm light is obtained. Details on the laser system can be found in Ref. [15]. 

Optics Mount for Studying the Resonator 

We present our setup for focusing a laser beam onto the micrometric resonator, 
taking into account the constraints of the cryogenic environment. Our cryostat 
(OptiDry200 from MyCryoFirm) has a fairly large (approximately 35 cm in ex-
ternal diameter) vacuum chamber, with a hermetically sealed inner vacuum 
chamber to allow for the possibility of cold buffer gas at around 4 K. Together 
with a thermal shield at 50 K, there are in total three view ports (fused silica of 
varying thickness between 4 to 10 mm) in series between the outer wall and the 
sample holder where the resonator will be installed. In order to minimize aber-
rations, it is preferable to propagate a collimated laser beam through these win-
dows and focus down to a spot of <5 μm (RMS spot size) near the resonator, the 
width of which is 10 μm. The beam after passing through the resonator will thus 
be highly diverging, and will be collimated again in the cryostat before exiting 
and reaching the detection optics. In addition, an afocal telescope of unit magni-
fication (Thorlabs LA1131A, f = 50 mm) is placed before the cryostat to allow 
for potential fine adjustment of the collimation. 

We simulate using OSLO (ray tracing software from Lambda Research Cor-
poration) the RMS spot size of a Gaussian beam (1/e2 radius of 2.75 mm) and its 
ensquared energy within a square of 10 μm × 10 μm at the position of the reso-
nator. We also consider a defocus of ±5 μm to account for the thickness of the 
resonator). In an ideal situation, i.e. the resonator (10 μm × 10 μm in cross sec-
tion) is placed exactly at the focal point of lenses C, Thorlabs asphere 
C280TMD-A, f = 18.4 mm, the RMS spot size of the laser beam remains below 2 
μm, to be compared with a diffraction limited Airy radius 2.9 μm. The total 
ensquared energy is more than 93% for distance of ±5 μm from the focal point. 
In other words, there will be little stray light elsewhere that may contribute to a 
background noise. 

A first optomechanical mount has been realised for the resonator (which is 
depicted in Figure 3(a)), containing the lenses C and D. The geometry of this 
resonator requires an additional mirror (Thorlabs prism MRA05-E02) at 45˚ to 
deflect the outgoing laser beam in order to use the view ports in a straight 
through configuration. For this purpose, the optical axes of the focusing (C) and 
collimating (D) lenses are displaced. Besides the focal position of the lenses, 
there is no adjustment available once the resonator is fixed. We modify our si-
mulation to investigate the effect of 1) a possible defocus (from longitudinal po-
sitioning and thermal contraction of the mount during the cooling cycle), and 2) 
a transverse displacement (mainly due to finite positioning accuracy). 
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Figure 4. A schematic of the optical set up: an afocal telescope (lenses A and 
B) of unit magnification, the 3 windows of the cryostat, the focusing lens (lens 
C), the resonator, and the collimating lens (lens D). Lens B is allowed to move 
in the following simulations to compensate for any possible defocus. Note that 
the detailed structure of the cryostat, the exit view ports, and the detection op-
tics are not represented in this figure. 

 
Given that the integrated fractional thermal contraction of copper from room 

temperature down to 4 K is about 3 × 10−3, a lens-resonator distance (longitu-
dinal) on the order of 20 mm would vary about 60 microns. We verify that the 
afocal telescope can conveniently accommodate a defocus of ±100 μm on axis. 
Typically, a defocus of 10 μm requires to adjust the position of lens B by about 
hundreds of microns, easily achievable with a manual translation stage possess-
ing a 5 mm course. After compensation, the RMS spot size remains below 2 μm 
and the ensquared energy is above 90%. 

We also consider a transverse positioning error of ±50 μm, both at the best 
focus and with a defocus of ±100 μm but compensated by repositioning lens B as 
described in the previous paragraph. In the worst case, i.e. at the maximal trans-
verse positioning error and defocus = −100 μm, the RMS spot size remains about 
2 μm and the ensquared energy is above 80%. 

The planned optical setup (see Figure 4) is therefore simple, robust and 
promising for our future experiments, as it can focus most of the light down to a 
size compatible with the microresonator and is able to accommodate ±100 μm of 
longitudinal position error and ±50 μm of transverse position error. It will re-
quire a pre-alignment at room temperature and pressure prior to its installation 
in the cryostat. We are confident that the thermal effects of the cooling cycle 
should not prevent us from obtaining the desired signal from the resonator. 

5. Conclusion and Outlook 

In this article, we have motivated why rare-earth doped materials in shapes of 
resonators might hold promise for quantum optomechanics experiments. We 
have provided a description, including the most essential physical parameters, 
allowing one to successfully fabricate such resonators. We have also briefly de-
scribed the experimental environment including optics and cryogenic setup 
which meet the requirements for studying the resonators near the quantum re-
gime. We are currently able to observe the desired spectral features in bulk crys-
tals, with a signal to noise level sufficiently high to potentially be able to observe 
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similar signals in the microresonators, which constitutes our next step. Once this 
achieved, by exciting the resonator with a piezo drive, it should be straightfor-
ward to observe the strain-coupling between resonator and europium ions in the 
classical regime, before proceeding to apply the cooling protocol described in 
Ref. [8] allowing reaching the quantum ground state. 
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Abstract 

An exciting prospect is the use of antimatter as a fuel source due to its ability 
to convert mass energy to kinetic energy. Upon annihilation of antimatter 
with matter, tremendous amounts of energy are carried away by charged and 
neutral particles. By redirecting the charged particles through an exhaust us-
ing a non-uniform magnetic field, an impulse can be generated capable of 
supplying thrust to an engine. Using the Geant 4 simulation toolkit developed 
by CERN, we simulate this process using a beam core engine design. By ana-
lyzing charged pions that result from antiproton-proton annihilation, we op-
timize the engine parameters and derive a specific impulse for antiproton fuel 
as used in the beam core configuration. A specific impulse of (2.49 ± 0.08) × 
106 s was determined. This value is significantly higher than specific impulses 
of current chemical rocket fuels which range from 240 - 400 s. 
 
Keywords 
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1. Introduction 

Ever since its proposed existence in 1922, antimatter has held a fascinating place 
in both the sciences and science fiction. Antimatter’s potential to liberate mas-
sive amounts of energy has made it an interesting prospect as a fuel source for 
interstellar travel. One proposed method for utilizing antimatter as a fuel source 
is the antimatter beam core engine. The beam core design generates a thrust by 
redirecting charged particles from an antiproton-proton annihilation through an 
exhaust using a magnetic field. According to Newtons third law, the change in 
momentum of the particles being pushed towards the exhaust will generate an 
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equal impulse on the magnetic field in the opposite direction which will in turn 
be imparted on the entire engine and any vessel connected to the engine. 

Antimatter has the remarkable ability to convert rest mass to kinetic energy 
through annihilation events. For an antiproton-proton annihilation event, Fris-
bee states that approximately 64% of the rest mass in the annihilation is con-
verted to kinetic energy. The remaining 36% of the rest mass constitutes the 
mass of the daughter particles [1]. However, since we generate thrust from the 
momentum of particles moving through an exhaust, the annihilation allows full 
utilization of the mass energy as the mass contributes to the particles momen-
tum and, therefore, the thrust produced. 

In order to quantitatively analyze the effectiveness of antimatter as a fuel 
source, it is useful to calculate the specific impulse, a common measurement 
used in rocket science for comparative analyses of fuel sources. The specific im-
pulse, given in units of seconds, is a measure of the amount of impulse generated 
by a certain weight of fuel where a higher specific impulse corresponds to more 
impulse generated by a lesser mass of fuel. Basic rocket physics dictates that in 
order to maximize the amount of velocity gained by a rocket, the mass of the 
rocket must be as low as possible. For this reason, a fuel with high specific im-
pulse is important as more thrust can be produced with a lesser amount of fuel 
mass. 

Keane and Zhang first utilized a modern version of Geant to simulate and op-
timize the antimatter beam core engine design in 2012 [2]. The simulation built 
by Keane and Zhang provided a rudimentary construction of the basic beamed 
core design for an antimatter engine. The research presented here aims to ex-
pand upon the work done by Keane and Zhang by refining elements of the ana-
lyses and making greater use of Geant’s extensive capabilities. Keane and Zhang 
optimized based on pion efficiencies and cited pion exhaust velocities from a 
previous publication in order to determine a maximum effective exhaust velocity 
which they defined as the efficiency times the average pion velocity. As opposed 
to Keane and Zhang’s simulation, our simulation tracks velocities for each par-
ticle within the simulation which allows us to calculate an average pion velocity 
within the simulation at both the exhaust and the pions point of production at 
the annihilation. Furthermore, we track vector momenta for all particles and re-
fine the optimization to not only consider the efficiency at which pions reach the 
exhaust, but also the magnitude of each pions momentum in the desired direc-
tion of thrust. Ultimately, we calculate a value for specific impulse of the anti-
matter as a comparative measure to other fuel sources. 

In subsequent sections we will discuss the general design of the engine as well 
as the simulation construction. Optimization plots for each parameter are shown 
as well as relevant kinematic data for the final optimized state. From this data, an 
argument is made for the effectiveness of an antimatter powered engine com-
pared to traditional and other theoretical propulsion techniques as well as a 
comparison to the previous simulation done by Keane and Zhang. 
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2. The Simulation 

The simulation is built using Geant 4.10.03 [3] with FTFP_BERT physics list 
which allows for the simulation of magnetic fields and hadronic interactions 
among other processes. Geant is a Monte Carlo based toolkit developed and 
maintained by CERN that simulates the passage of particles through matter. One 
of the focuses of our approach is to simulate realistic structures and materials 
necessary to construct such an engine. 

Within the simulation, the engine is designed so a solenoid forms the outer 
cylindircal shell of the engine and produces a non uniform magnetic field that 
becomes weaker closer to the exhaust. Solenoids can produce non uniform 
magnetic fields in various ways; for example, by varying the radius which would 
give the solenoid a conical shape or by maintaining a cylindrical shape but vary-
ing the number of turns per length or current that flows through the solenoid. 
For this simuation, the latter option is chosen in order to give the particles the 
most room to propagate through the magnetic field and be redirected. The sole-
noid is placed in a Cartesian coordinate system so that the radius of the solenoid 
extends in the x and y directions while the length of the solenoid runs along the 
z-axis. Furthermore, the solenoid is given realistic material properties within the 
simulation in order to interact with particles that may come in contact with or 
pass through the solenoid and potentially produce additional annihilations. The 
solenoid is given a 10 cm thickness as well as niobium-titanium alloy material, a 
common material used in the particle physics industry to produce solenoids with 
strong magnetic fields [4]. 

The non-uniform magnetic field model produced by the solenoid follows [2], 
where the field has both radial and axial components given by 

( ) ( )max 1zB z B gz= −  and ( ) max
1
2rB r B r= , where g is a gradient parameter that  

determines how quickly the field strength varies along the z-axis. For this study, 
we construct the gradient term to produce a linear decline in the magnetic field 
from the forward-end to the exhaust. 

Within the solenoid, a liquid hydrogen target is positioned along the z-axis, 
which corresponds to the longitudal axis of the solenoid. The liquid hydrogen is 
encased in 1 mm thick stainless steel, grade 301, in order to simulate a realistic 
scenario in which the incoming antiproton beam would need to pass through a 
container to reach the liquid hydrogen target. At the forward end of the engine, 
an antiproton ( p ) beam is simulated with a gaussian width of 1x yσ σ= =  mm. 
Additionally, four stainless steel rods of radius 10.0 mm are modeled to act as 
supports for the liquid hydrogen target container as well as an aluminum beam 
pipe that runs from the forward end to the center of the solenoid. The structure 
of the engine, as well as a typical annihilation event, can be seen in Figure 1. In 
the figure, blue and red tracks represent charged particles, as made evident by 
the redirection of the particle paths by the magnetic field, whereas green tracks 
correspond with neutral particle, as can be seen by the straight, undeflected 
paths since the neutral particles are not affected by the magnetic field. 
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Figure 1. An isometric view of the basic core design. 

 
The simulation allows for control over several parameters which are used for 

optimization as given by Table 1. These are the same parameters explored by 
Keane and Zhang for engine optimization though the ranges for optimization 
differ slightly. We scan these parameters with the updated analysis structure and 
engine geometry in an attempt to reproduce the results of Keane and Zhang’s 
simulation. The optimization is performed by varying a single parameter using 
the ranges and step sizes given by Table 1 while all other parameters are held 
constant. For each parameter set, 100,000 events are generated where an event 
corresponds to an antiproton fired at the liquid hydrogen target. Data is ga-
thered on a particle by particle basis and is analyzed in an ntuple structure with-
in ROOT [5]. Once each parameter is optimized, an additional 100,000 events 
are generated with each parameter set to its optimized value. 

3. Results 
The simulation produces a myriad of various daughter particles as shown in 
Figure 2. The most abundant particles are gammas and charged leptons. Since 
gammas are electrically neutral, they cannot be redirected by the magnetic field 
and therefore make a negligible contribution to the impulse imparted to the en-
gine. These gammas do pose a significant concern in terms of radiation which 
can be solved with significant radiation shielding, though extensive considera-
tion of gamma radiation is beyond the scope of this paper. Additionally, charged 
leptons prove to be very inefficient in being redirected through the exhaust as 
only ≈ 8% of charged leptons produced make it to the exhaust. The next most 
abundant particles are charged pions which have a significant number of par-
ticles reaching the exhaust compared to the number produced. For this reason, 
this analysis focuses on charged pions as these particles are the most abundant 
particles found at the exhaust. 

We define the engine efficiency for each particle type by the ratio of the num-
ber of particles reaching the exhaust plane to the number created by the p   

annihilation, #exhaust
#production

= . As seen in Figure 3 there is a significant  
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Table 1. Summary of parameters explored for engine optimization. 

Parameter Max Value Min Value Step Size 

p  KE 30 MeV 1 MeV 1 MeV 

maxB  20 T 0 T 0.5 T 

minB  0 T 1 T 0.1 T 

Solenoid Length 5 m 1 m 0.25 m 

Solenoid Radius 2.5 m 0.5 m 0.25 m 

Target Position (percentage of total length) 95% 50% 5% 

 

 
Figure 2. Shows the breakdown of the type of particles produced by the annihilation. 

 
efficiency dependence on charged pion speed. After seeing this dependence, 
questions are raised as to what the proper efficiency number should be, specifi-
cally [2] quotes an efficiency of nearly 80%, however this appears to be the effi-
ciency for the most probable π ±  speed, not an average, which is indicated by 
their nomenclature. Therefore, we quote two efficiencies, an average calculated 
from ( )β=   and max  found at the most probable pion speed (≈ 0.95c). 
We define most probable pion speed as the speed at which most pions are travel-
ling at the point of production. 

We calculate the impulse from the standard definition of = ∆I p . Specifically 
we calculate the z-component of the impulse on a particle per particle per event 
basis, therefore, for the ith particle in an event, the z-component of the impulse 
is given by, .

, , ,
exhaust prod

z i z i z iI p p= − . It is the z-component of the impulse that sup-
plies forward momentum to the engine as the exhaust is aligned along the z axis. 
This is evident in Figure 4 as a clear shift in the z-component of the momentum 
can be seen from production to exhaust whereas the x and y components  
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Figure 3. Figure shows the speed distributions for charged pions at production and at the 
exhaust plane as well as their efficiency as a function of their production speed, ( )β . 

 
average close to zero indicating a negligible change in momentum in the x and y 
directions, as expected. 

In calculating the impulse imparted on the engine we can calculate a specific 
impulse for the antiproton-proton annihilation, thus giving a value which we 
can compare to other fuel sources. Specific impulse is determined by the equation 

equation z
sp

II
mg

=  where zI  is the effective impulse, and m is the mass of the  

reactants, a proton and p . 
Our optimization is based on the product of average impulse and average effi-

ciency, zI ⋅ , generated by 100,000 events per parameter setting as previously 
shown in Table 1. The parameter is optimized when zI ⋅  is maximized indi-
cating that the optimal balance of impulse and particles carrying the momentum 
through the exhaust has been achieved. Final optimized values of the parameters 
are given by Table 2. Furthermore, the variances in  , zI , and zI ⋅  for each 
parameter can be seen in Figures 5-10. 

In its optimized state, the engine produces an impulse of 182.6 ± 0.5 MeV/c 
per event for charged pions which corresponds to (9.78 ± 0.03) × 10−20 Ns in SI 
units and a specific impulse of (2.49 ± 0.08) × 106 s. This specific impulse is 
much greater than those of current chemical processes which range from 240 to 
400 s [6] and theoretical nuclear processes on the order of 3000 s [7]. These val-
ues suggest that for every kilogram of antiprotons and protons, approximately 1 
million kilograms of chemical fuel would be needed to produce an equivalent 
amount of thrust. 
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Figure 4. Figure shows the components of charged pion momentum at production and at 
the exhaust plane. 
 
Table 2. Value of optimized engine parameters. 

Parameter Optimized Value 

p  KE 23 MeV 

maxB  18.0 T 

minB  0.5 T 

Solenoid Length 2.25 m 

Solenoid Radius 2.25 m 

Target Position (percentage of total length) 85 % 

4. Conclusions 

This simulation has shown that antimatter has exceedingly great potential as a 
fuel source for interstellar travel. The high specific impulse of (2.49 ± 0.08) × 106 
s calculated in this simulation is orders of magnitude larger than that of current 
chemical rocket fuels which are usually between 240 - 400 s, as well as theoretical 
nuclear propulsion systems that are estimated to achieve upwards of 3000 s.  
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Figure 5. Figure shows the optimization for the kinetic energy of the 
incoming antiproton. 

 

 
Figure 6. Figure shows the optimization of the Bmax parameter. 

 

 
Figure 7. Figure shows the optimization of the Bmin parameter. 
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Figure 8. Figure shows the optimization of the solenoid length pa-
rameter. 

 

 
Figure 9. Figure shows the optimization of the solenoid radius pa-
rameter. 

 

 
Figure 10. Figure shows the optimization of the liquid hydrogen 
target position parameter. Target position is given as a ratio of the 
total length of the solenoid. 
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Specific impulse as calculated here, however, merely indicates a maximum po-
tential performance as the actual performance of the engine is limited by the rate 
at which fuel can be supplied to the reaction point. 

The difficulty in utilizing antimatter in an engine as proposed here lies in the 
ability to produce enough antiprotons to fuel a spaceship. With current state of 
the art beam densities at 107 antiprotons/s [8], the engine would only produce a 
thrust of 9.78 × 10−13 N. When this thrust is applied to a 500 ton spacecraft, the 
resulting acceleration would be equal to 2.16 × 10−18 m/s2. At this rate it would 
take 4.41 × 1020 years to reach half the speed of light. If the beam density was in-
creased to 1028 antiprotons/s, the spacecraft would reach half the speed of light in 
just 1.6 days. Current proton beam densities produced for experiments con-
ducted at Fermilab can supply protons to a target at a rate as high as 9.6 × 1013 
protons/s [9]. If enough antiprotons were produced to create comparable p  
beams, it would still take an extraordinarily long time to reach half the speed of 
light at 4.59 × 1011 years. Chemical rockets, however, can supply fuel to the reac-
tion point at much higher rates, allowing for more reactions in a given period of 
time which results in a higher thrust. As a result, these rockets compensate for a 
lower specific impulse by a high mass flow rate whereas antimatter fuel is heavily 
restricted by the low rate at which antiprotons are supplied to the reaction point 
despite a high specific impulse. 

Obviously, in order to construct a practical antimatter engine there is a need 
for much denser p  beams, but in order to produce denser beams p  produc-
tion rates need to be improved. Frisbee offers a positive outlook on the increase 
in antimatter production stating that in 45 years, p  production increased on 
the order of 106 [1] and that it is not unreasonable to believe that a similar in-
crease in magnitude of production may occur in the following 45 years. Fur-
thermore, the addition of multiple beams within a single engine would increase 
the rate at which antiprotons are delivered to the target; however, 10 p  beams 
would be needed just to increase the beam density by one order of magnitude. 

Other issues in utilizing an antimatter fueled engine come from the naturally 
dangerous nature of antimatter due to its annihilation upon contact with ordi-
nary matter. For this reason, use of an antimatter engine may only be feasible in 
outer space where an absence of atmosphere will allow antiprotons to propagate 
through the engine without being annihilated before reaching the desired anni-
hilation point. The reaction of antimatter with matter also makes storing anti-
protons difficult. Although storage of antiprotons has been achieved for long pe-
riods of time through magnetic suspension within a vacuum, there are greater 
challenges in being able to store enough antiprotons needed to fuel a space ship 
in a safe manner. Considering these factors, it is very unlikely that antimatter 
will ever completely replace chemical fuels but rather be used in conjunction 
with chemical rocket for deep space missions in the distant future. 

In this simulation, we have also determined an average pion velocity of 0.85c, 
a slightly higher value than the value of 0.81c cited by Keane and Zhang [2]. 
Whereas Keane and Zhang optimized based on pion efficiency in order to 
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maximize the effective exhaust velocity, we have optimized efficiency and im-
pulse in order to maximize the impulse imparted on the engine. We feel this is a 
more effective approach to optimizing the antimatter engine as impulse is re-
sponsible for the thrust and acceleration of the engine whereas effective exhaust 
velocity is more useful in determining the maximum achievable velocity of the 
engine. As we have discussed previously, the difficulty in utilizing an antimatter 
engine lies in the ability to achieve a large enough acceleration to make a prac-
tical antimatter engine. 
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Abstract 
Thirty seven years after the discovery of quasicrystals, their diffraction is 
completely described by harmonization between the sine wave probe with 
hierarchic translational symmetry in a structure that is often called quasipe-
riodic. The diffraction occurs in geometric series that is a special case of the 
Fibonacci sequence. Its members are irrational. When substitution is made 
for the golden section τ by the semi-integral value 1.5, a coherent set of ra-
tional numbers maps the sequence. Then the square of corresponding ratios 
is a metric that harmonizes the sine wave probe with the hierarchic structure, 
and the quasi-Bragg angle adjusts accordingly. From this fact follows a con-
sistent description of structure, diffraction and measurement. 
 

Keywords 
Quasicrystal, Icosahedra, Hierarchic, Harmonization, Metric, Geometric  
Series 

 

1. Introduction 
“Physical” theories degenerate easily to common myth when the basic norms of 
physical practice are ignored. These include not only verification by exclusion of 
falsifiable hypotheses, but also rigorous implementation of the formal and in-
formal logic that has been endorsed by scientists for over two millennia [1] [2]. 
Self-styled quasicrystallographers claim (e.g. [3] p. 82) that the diffraction ob-
served in quasicrystals is Bragg diffraction. The claim might have either a weak 
or a strong meaning, though they evidently mean it in the strong sense. The 
weak sense is that the diffraction is due to a 3-dimensional scatterer rather than 
a 2-dimensional grating. When a reflection grating is rotated by a small angle α, 
the diffracted beam rotates specularly by 2α; whereas the diffraction from a 3-D 
crystal switches sharply on and off as it rocks about the Bragg condition. In this 
strong sense, diffraction is described by Bragg’s law: at wavelength λ, light is re-
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flected from regular interplanar spacings of width d at the Bragg angle θ (the 
complement to the angle of incidence) which is constrained such that nλ = 
2dsin(θ), where n represents the diffraction order. This law describes diffraction 
in crystals. Quasicrystals provided a new and unique type of diffraction. 

2. Quasicrystal Diffraction 
2.1. Diffractive Order n 

In crystals, the order is positive integral: 0,1,2,3n =  ; whereas in the quasi-
crystal; the order is represented in powers of the golden section τm, where      
τ = (1 + 51/2)/2 and m is positive or negative, , 1,0,1, 2,3m = −∞ −   corres-
ponding to 2 30,1 ,1, , , .n τ τ τ τ=   The quasi-Bragg law is a new law in physics: 

( )2 sinm dτ λ θ′ ′= , where the apostrophes indicate compromise superpositions 
of many Bragg values. The geometric series is a special case of the Fibonacci se-
quence: in the former case, the ratio between successive terms is constant; in the 
latter case the ratio oscillates about τ. Such oscillations are not observed in the 
quasicrystal diffraction pattern.  

2.2. Quasiperiodicity 

The discovery of Shechtman et al. [4] was entitled “a metallic phase with long 
range order an no translational symmetry”. Imaging showed multiple interpla-
nar spacings irregularly jumbled. Bragg’s specific dhkl for an indexed beam (hkl) 
is therefore neither unique in the quasicrystal nor periodic, so the wonder that 
has to be explained is how the diffraction due to such a structure can be sharp. 
In the following discussion, we show precisely how that occurs and how the 
model is verified by measurement. Meanwhile neither n nor d obey Bragg’s law. 

2.3. The Quasi-Bragg Angle 

Since d is not unique, the Bragg angle is not defined and does not obey Bragg’s 
law either. However, we will show how the quasi-Bragg angle θ ′  is calculated, 
and it is certainly not the Bragg angle. There is no Bragg diffraction. 

2.4. What Do We Know? 

Given the composition Al6Mn, we know that Al has the atomic number 13 and 
Mn 25. The scattering power for electrons used in transmission electron micro-
scopy is four times greater for the transition metal. In phase-contrast optimum 
defocus [5] Mn is readily specified and located [3] [6] [7]. The image demon-
strates a hierarchic icosahedral structure that is four tiers deep and apparently 
expansive indefinitely. Every atom is specified, located and measured for size. 

The unit cell is edge sharing. This results in the 13 atom unit cell having the 
stoichiometry Al6Mn (Figure 1). It is extremely dense owing to the precise ratio 
of the central Mn atom to outer Al atoms. All diatomic quasicrystals share the 
same ratio. 

Knowing the structure, we can simulate the diffraction pattern; but it is ne-
cessary first to correct indexation. 
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Figure 1. Dense, icosahedral, unit cell (right) and dimensions of the logarithmi-
cally periodic structure (left) with stretching factor τ2. This is the ratio of the edge 
of the icosahedral cluster to the edge of the unit cell. 

2.5. Indexation 

The stereogram of principal axes of the icosahedral structure is 3-dimensional, 
in geometric series, simple, and complete [8] [9]. So also are the principal dif-
fraction planes that are normal to the axes. Following William of Ockham, di-
mensions should not be multiplied without necessity. Inventing dimensions does 
not solve physical problems1. All of the beams in the original data [4] have been 
indexed on this basis ([6] and refs.) and their quasi-structure factors (QSFs) cal-
culated [3] [6] [7] and summarized as follows. 

2.6. Quasi-Structure Factors (QSFs) 

The sites of atoms and cell centers in icosahedral clusters are known [7] [9] [10], 
including sites in higher order p of supercluster, where indices multiply by τ2p: 

( ) ( )
( ) ( ) ( )

Unit cell :  Mn   0,0,0

                        Al     1 2 ,0, 1 ,1 2 0, 1, ,1 2 1, ,0
ur

τ τ τ± ± ± ± ± ±
     (1) 

and 

( ) ( ) ( ) ( )2 2 2Cell or cluster centers    1 2 ,0, ,1 2 0, , ,1 2 , ,0 ,ccr τ τ τ τ τ τ± ± ± ± ± ± (2) 

The QSF formula is adapted from classical crystallography with two differ-
ences: 

( )( )
all atoms

1
cos 2 .hkl i s hkl i

i
F f c h rπ

=

= ⋅∑                 (3) 

Firstly, because the diffraction is sharp in spite of multiple interplanar spac-
ings d, a coherence factor cs is inserted. Its value will be derived analytically be-
low. Initially the factor is used as a scanned variable (Figure 2) to illustrate the 

 

 

1Crystallographers know that the hexagonal close packed structure is sometimes indexed with four 
digits; sometimes with three. Equally they know that the structure is 3-dimensional R3—in this it is 
like the quasicrystal. 
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variance of quasi-Bragg diffraction from Bragg diffraction in crystals. 
Secondly, because the unit cells are not periodic as in crystals, the summation 

is made over all atoms in the quasicrystal; not just the unit cell. The summation 
is taken in two steps: over the unit cell and cluster, and iteratively over the su-
perclusters in hierarchic order p. Write the vector from the origin to each atom 
in a cluster clr  as the sum of a unit cell vector ur , with a vector to the cell 
centers in the cluster :cc cl cc ur r r r= + . Then since 

( ) ( ) ( )
Ncluster 12 13

exp exp exphkl cl hkl cc hkl u
i i i

h r h r h r⋅ = ⋅ × ⋅∑ ∑ ∑          (4) 

with corresponding summations over unit cell sites and cell centers, and know-
ing that cluster cc uN N N= ⋅ , the QSF for the cluster may be calculated: 

( )( )
12

1
cos 2cluster cell

hkl s hkl cc hkl
i

F c h r Fπ
=

= ⋅ ⋅ ⋅∑                 (5) 

and repeating iteratively over superclusters by using the known stretching factor 
τ2p: 

( )( )
all atoms

2 1

1
cos 2p p p

hkl s hkl c
i

c hklF c h r Fπ τ
=

−= ⋅ ⋅ ⋅∑                (6) 

The example in the figure is for the simple geometric series, but all beams in 
the original data [4] have been calculated to match. All structure factors, i.e. at 
the Bragg condition cs = 1, are zero. In the quasicrystal there is no Bragg diffrac-
tion: all beams peak at the quasi-Bragg condition cs = 0.894. As we shall see, this 
value is the result of harmonization of the incident, sine wave probe with the 
aperiodic, hierarchic structure. 

2.7. Quasi-Bloch Waves 

In crystals, Bloch waves [11] [12] can be observed as lattice images observed, for 
example, in the two beam Bragg condition. The waves occur as interference be-
tween incident and reflected waves. Two are simulated as the red trace for the 
quasicrystal (Figure 3 with cs = 0.894), for comparison with the blue, anhar-
monic, (100), pseudo-Bragg condition, cs = 1. 

The quasi-Bloch wave harmonizes with the hierarchic structure; the pseu-
do-Bragg wave does not diffract. 

2.8. Principal Planes 

The golden triad contains three orthogonal golden rectangles. There are three 
principal planes, one for each dimension of the golden triad (Figure 4). The tri-
ad scales within the hierarchy for each order of unit cell, cluster and superclus-
ter. The listing of interplanar spacings illustrates the origin of the geometric se-
ries in the quasicrystal diffraction pattern. 

For each order of cluster, golden triads mark principal planes that locate sub-
cluster centers at corners. These centers operate as principal scatterers for the 
hierarchic structure. The diffraction occurs by reflection between hierarchic 
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Figure 2. A selection of QSF displays obtained by scanning cs. Indexed 
lines are shown for an i-Al6Mn supercluster order 2 (~104 atoms). The 
lines peak consistently when cs = 0.894 [6] with similar intensities 
(FWHM). By contrast QSFs for the Bragg condition (cs = 1 and 

0,1,2,3n =  ) are unregulated, with more or less random QSF struc-
tures, spread out and very weak. All structure factors at the Bragg con-
dition are ~zero. There is no Bragg diffraction. 

 

 
Figure 3. Plotted across principal planes (red upper grid) in geometric series in 
the hierarchic structure, are a red quasi-Bloch wave (cs = 0.894) and a blue pseu-
do-Bragg wave (cs = 1). The former is harmonic consistent with coherent diffrac-
tion; the latter is anharmonic and does not diffract. The metric harmonizes the 
quasi-Bloch wave with the hierarchic structure. The long vertical blue would mark 
the Bragg (200) line if it were allowed. Notice that a contraction in d, dilates a 
Bloch wave; so does cs in sd d c′ = ⋅  in the quasicrystal. 
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centers of unit cells, clusters and superclusters. Each reflection is weighted by 
parallel reflections from the bodies of respective sub-clusters or sub-superclusters. 
That is why, in Figure 2, the line widths narrow with increasing power on the 
index, consistent with increasing numbers of scattering atoms. The diffraction 
consists in coherent scattering from hierarchic bodies of the same order. 
 

 
Figure 4. Principal atomic planes are located by red lines. The golden 
triad scales to represent hierarchic orders of: unit cell, cluster and super-
clusters. Notice the interplanar spacings in geometric series 

2 30,1, , ,τ τ τ   that correspond to diffraction pattern series. Coherent 
diffraction occurs by scattering of corresponding sub-cluster bodies 
centered on the corners of the golden rectangles. 

2.9. Analytic Derivation for the Metric 

The principal planes determine the coherence factor and metric (Table 1). The 
planes lie in geometric series. This series is irrational but a rational approxima-
tion may be constructed by the substitution of the rational fraction 3/2 for τ as 
shown in the table. It is obvious that atoms located on the half-integral set of “co-
herent values” (column 7) could diffract coherently according to Bragg’s law if such 
a structure could be constructed. It follows that, owing to the systemically de-
rived value for the ratio r, atoms located on the “real” geometric-series lattice 
will likewise diffract coherently, but with the metric displacement cs ~ 0.894, as 
in Figure 2. This fact is confirmed by the numerical QSF calculations. Coherent 
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Table 1. The metric is derived approximately from principal planes (bold column 10 with underlines) as follows: Bold column 6 
shows irrational real values for the geometric series and Fibonacci equivalents on the same row; coherent values are rationalized 
by substitution for τ in the Fibonacci equivalent (columns 1-2) by the fraction 3/2 (as in the formula on the 3rd row). The harmony 
in the hierarchic scattering by the incident sine wave results in coherent diffraction. The square of the ratio of Rational value/Real 
value, on principal planes, is close to the numerical value for cs given by QSF simulations from various supercluster orders (under-
lined in column 10). Column 10 is otherwise semi-empirical. 

Geometric series Irrational Rational Ratio r2 cs QSF 

a 
 

b 
    

value approx. r 
 

estimates supercluster 

        
a+b*1.5 rat/irr 

 
1 − 2*(1 − r) (order) 

0 
   

= 0 = 0 0 0 0 0 
 

1 
   

= 1 = 1 1 1 1 1 
 

   t = t = 1.61803 1.5 0.927 0.859 0.854 
 

1 + 
 

t = t2 = 2.61803 2.5 0.955 0.912 0.91 
 

1 + 2 t = t3 = 4.23607 4 0.944 0.891 0.888 
 

2 + 3 t = t4 = 6.8541 6.5 0.948 0.899 0.896 
 

3 + 5 t = t5 = 11.0902 10.5 0.947 0.897 0.894 
 

5 + 8 t = t6 = 17.9443 17 0.947 0.897 0.894 
 

8 + 13 t = t7 = 29.0344 27.5 0.947 0.897 0.894 
 

13 + 21 t = t8 = 46.9787 44.5 0.947 0.897 0.894 sc(2) 

21 + 34 t = t9 = 76.0132 72 0.947 0.897 0.894 
 

34 + 55 t = t10 = 122.992 116.5 0.947 0.897 0.894 sc(3) 

55 + 89 t = t11 = 199.005 188.5 0.947 0.897 0.894 
 

89 + 144 t = t12 = 321.997 305 0.947 0.897 0.894 
 

144 + 233 t = t13 = 521.002 493.5 0.947 0.897 0.894 
 

233 + 377 t = t14 = 842.999 798.5 0.947 0.897 0.894 
 

377 + 610 t = t15 = 1364 1292 0.947 0.897 0.894 
 

610 + 987 t = t16 = 2207 2090.5 0.947 0.897 0.894 sc(6) 

r*r+: (  Intensities α QSF2) here calculated for principal planes only; #: values simulared QSFs including ALL planess, and these match estimates; and 
elementary estimates: cs = 1/(1 + (t − 1.5)) and cs = 1/(1−(t2 − 2.5)). 

 
diffraction occurs by the QSF selection of sd d c′ = ⋅  and consequently of

sq cθ ′ =  under the quasi-Bragg law. Consistent with the measured value for 
the lattice parameter to be discussed below, the metric cs is the ratio of corres-
ponding terms: (coherent value)2/(real value)2. The square on the ratio is due to 
wave mechanics, where the intensities of the beams are—for centrosymmetric 
structures—squares of corresponding amplitudes. 
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Figure 5. Models for biplanar Bragg diffraction (red rays) compared with 
multiplanar quasi-Bragg diffraction (green rays for first order; blue for 
second order), where all atoms scatter. Notice the multiplanar quasi-Bragg 
angle θ' is larger than the corresponding biplanar pseudo-Bragg angle θ. 

2.10. The Model for Quasicrystal Diffraction 

All atoms scatter. Whereas the uniqueness of d and its periodicity forces Bragg 
diffraction in crystals to reflect as biplanes; quasiperiodicity forces multiplanar 
reflections in hierarchic quasicrystals (Figure 5). Their superposition is de-
scribed by the QSFs. 

On the well-known model, the path difference between two reflections from 
adjacent Bragg planes is equal to the wavelength of the light, with cs = 1. QSFs 
imitate the corresponding interference of the quasi-Bragg rays from multiple 
planes at the quasi-Bragg condition (i.e. when cs = 0.894). Notice that the filled 
green quasi-Bragg angle is larger than the corresponding filled red Bragg angle. 

In Bragg diffraction, when d contracts θ dilates; in quasi-Bragg diffraction, 
when cs (and d’) contract, θ ′  dilates. The dilatation is enforced by a construc-
tive interference requirement for harmonic reflections. Actually, the better mod-
el for quasicrystal diffraction is shown in Figure 4: the diffraction consists in 
coherent scattering from sub-cluster centers rather than Bragg biplanes. 

3. Summary 

The correlating roles of quasi-structure factors and quasi-Bragg law are summa-
rized in Table 2, where they are compared with Bragg diffraction in crystals. The 
QSF simulates the metric, the compromise interplanar spacing and indexation. 
With these parameters, the quasi-Bragg law measures the compromise qua-
si-Bragg angle. The summary shows how the measured lattice parameter is cor-
rected for metric and indexation. The result is consistent in both structure and 
diffraction: they are measured, and verified. 

From these measurements the reciprocal lattice can be derived [3] [6] [13]. 
The original data show two superposed lattices owing to subgroups in the  
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Table 2. Comparison of parameters used to describe Bragg diffraction with parameters 
for quasi-Bragg diffraction in hierarchic structures. The quasi-structure factor is used to 
calculate the metric cs, the lattice parameter a and the compromise inter planar spacing 
d’. The quasi-Bragg Law is used to calculate the compromise quasi-Bragg angle 

hkl hkl sq q c′ ′= . The lattice parameter, that previously has been measured under Bragg as-
sumptions, is corrected for cs and indexation. The measurement is verified by consistency 
between atomic size, diffraction, and structure. 

Comparison of Bragg parameters in crystals, with quasi-Bragg parameters in quasicrystals 

Bragg Quasi-Bragg Comment 

( )2 sinn d q λ=  ( )  2 sinm dτ θ λ′ ′=  
Harmonic laws 

Give us     scθ θ′ =  

( )  cos 2hkl i hkl iF f h rπ= ⋅∑  ( )( )  cos 2hkl i s hk l iF f c h rπ′ = ⋅∑  

including iteration 

Structure factors 
Give cs, a and   sd d c′ = ⋅  

d a h=    sd ac h′ =  scθ θ′ =  

     0.205  nmsa cτ=  [1] 

  2a p a∗ =  
Measured lattice parameter 

a ≈ Diameter of Al 

  Measured and verified 

n: Bragg order; m: Quasi-Bragg order; d: Bragg interplanar spacing; θ: Bragg angle; λ: wavelength; τ: golden 
section; prime: quasi-Bragg compromise; F: Structure factors; fi: atomic scattering factor for atom i; cs: me-
tric; ri: atom position; hhkl: plane normal for indices h, k, l; a: lattice parameter (cubic) ~ Al diameter; reci-
procal: lattice vector a*= 2π/a. 

 
icosahedral point group symmetry. The dual lattice is also consistent with the 
analysis. Moreover, the hierarchic translational symmetry is the obvious reason 
for the “long range order” [4] in what are typically called “quasiperiodic solids”. 

Moreover, the QSF simulations, when combined with harmonic analysis, 
demonstrate that the diffraction occurs on a scale that is a contraction of the ir-
rational hierarchic scale of the structure. In consequence, all structural mea-
surements that are derived from the diffraction pattern, are subject to the meas-
ured metric. 

In particular, the fact that the lattice parameter was previously tentatively 
measured by wrongly assuming Bragg’s law [14] [15], now has a corrected value 
(Table 2) equal to both the diameter of the Al atom and the width of the unit 
cell. This is necessary verification for the consistent theory. 

4. Conclusion 

The analytic metric completes the union of structure with diffraction. The hie-
rarchic structure transforms the plane incident wave into geometric space. It is 
time to append the context. In comparatively recent times Senechal wrote for the 
American Mathematical Society a paper titled, “What is a quasicrystal?” The 
paper began, “The short answer is no one is sure” [16]. This was not true; the 
analytic metric shows why. The long path has been delayed by stray paths and 
some of them can be listed. Dimensions should not be multiplied without neces-
sity—they do not solve physical problems. Mathematical axioms are chosen; 
physical hypotheses require verification (or more strictly falsification). While 
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theorems must be consistent with chosen axioms; consistency is not required in 
physical hypotheses because they are equal as “logically true” until one is “falsi-
fied” (referee preference is no ground for refusing publication). Categories have 
been erroneously applied. For example, the sub-editor of Acta Crystallographica 
wrote that you don’t measure the lattice parameter, “You just have to choose 
‘dh’” ([3] p. 82). This is like saying, “You don’t measure the speed of light; you 
choose it,” or, “You don’t calculate the speed of light; you choose it.” He contin-
ued by writing, “Bragg’s equation cannot be applied if we do not know how to 
handle the term dh.” He chose an untested law that never applies. It is not nor-
mal to comment on necessities of physical practice, nor on formal and informal 
logic; but 37 years are a long delay. 
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Abstract 
In quantum mechanics, there is a profound distinction between orbital angu-
lar momentum and spin angular momentum in which the former can be as-
sociated with the motion of a physical object in space but the latter cannot. 
The difference leads to a radical deviation in the formulation of their corres-
ponding dynamics in which an orbital angular momentum can be described 
by using a coordinate system but a spin angular momentum cannot. In this 
work, we show that it is possible to treat spin angular momentum in the same 
manner as orbital angular momentum by formulating spin dynamics using 
Schrödinger equation in an intrinsic coordinate system. As an illustration, we 
apply the formulation to the dynamics of a hydrogen atom and show that the 
intrinsic spin angular momentum of the electron can take half-integral values 
and, in particular, the intrinsic mass of the electron can take negative values. 
We also consider a further extension by generalising the formulation so that 
it can be used to describe other intrinsic dynamics that may associate with a 
quantum particle, for example, when a hydrogen atom radiates a photon, the 
photon associated with the electron may also possess an intrinsic dynamics 
that can be described by an intrinsic wave equation that has a similar form to 
that for the electron. 
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Spin Angular Momentum, Spin Dynamics, Orbital Angular Momentum, 
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1. Introduction 

In quantum physics, together with the wave-particle duality, spin angular mo-
mentum of an elementary particle is a novel dynamical feature that makes 
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quantum mechanics stand out and be distinguished from those that are estab-
lished in classical mechanics, such as the familiar orbital angular momentum. 
We will show in Section 2 that the profound distinction between orbital angular 
momentum and spin angular momentum is that the former can be associated 
with the motion of a physical object in space but the latter can only be formu-
lated in terms operators that are used to formulate the mathematical background 
for quantum physics. The difference leads to a radical deviation in the formula-
tion of their corresponding dynamics in which an orbital angular momentum 
can be described by using a coordinate system but a spin angular momentum 
cannot. In this work, we show that it is possible to treat spin angular momentum 
in the same manner as orbital angular momentum by representing a formulation 
of spin dynamics using Schrödinger equation in an intrinsic coordinate system. 
As an illustration, we will apply the formulation that is established in Section 4 
to the dynamics of a hydrogen atom and show that the intrinsic spin angular 
momentum of the electron can take half-integral values when the dynamics is 
described by Schrödinger equation in two-dimensional space. However, in order 
to show that such space can in fact exist, we show in Section 3 a formulation of 
two-dimensional dynamics of a quantum particle using Dirac equation. In Sec-
tion 5, we will generalise the formulation so that it can be used to describe other 
intrinsic dynamics that may associate with a quantum particle, and as an another 
illustration, we will consider the physical process in which when a hydrogen 
atom radiates a photon, the photon associated with the electron may also possess 
an intrinsic dynamics that can be described by an intrinsic wave equation that 
has a similar form to the wave equation that describes the dynamics of the elec-
tron. 

2. Dynamical Nature of Spin Angular Momentum in  
Quantum Mechanics 

In quantum mechanics, despite the fact that spin angular momentum has been 
shown to play an almost identical role to orbital angular momentum, especially 
in relation to interaction with magnetic fields, spin has distinctive properties that 
make it profoundly different from the normal orbital angular momentum. And, 
probably, the most prominent feature that establishes the seemingly true quan-
tum character of spin is that it cannot be described in terms of the classical dy-
namics because there is no such classical analogue. Since the main topic that we 
will discuss in this work involves the concepts of both orbital and spin angular 
momentum in quantum mechanics and accordingly the application of Schrödinger 
equation to formulate spin dynamics therefore we now show more details how 
these two concepts have been introduced and formulated in quantum mechanics. 
Besides the fundamental concepts, the general results obtained in this section 
will also be implemented to different applications in later sections of this work. 
In classical mechanics, the orbital angular momentum L  of a particle is de-
fined as = ×L r p , where r  and p  are the position and momentum of the 
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particle, respectively. In quantum mechanics, however, the orbital angular mo-
mentum is interpreted as an operator in which the momentum is defined via a 
differential operator in the form i= −p ∇ , hence the orbital angular momen-
tum can be rewritten as ( )i= − ×L r ∇ . The Cartesian components of the or-
bital angular momentum are obtained as ( )xL i y z z y= − ∂ ∂ − ∂ ∂ ,  

( )yL i z x x z= − ∂ ∂ − ∂ ∂ , ( )zL i x y y x= − ∂ ∂ − ∂ ∂ . Even though they do not 
mutually commute, therefore they cannot be assigned definite values simulta-
neously, the Cartesian components of the orbital angular momentum commute 
with the operator 2L  and this allows a construction of simultaneous eigenfunc-
tions for 2L  and one of the Cartesian components of the orbital angular mo-
mentum L  [1]. Similarly, the spin angular momentum can be introduced into 
quantum mechanics as an operator with the same mathematical formulation as 
the orbital angular momentum, except for the fact that the spin angular mo-
mentum does not have a comparable object in classical physics therefore it can-
not be depicted as spinning around an axis or associated with some form of mo-
tion in space. Since spin angular momentum is considered as a truly quantum 
mechanical intrinsic property associated with most of elementary particles, it has 
been suggested that spin must possess some form of intrinsic physical property 
that is needed to be explained, and one possibility for its explanation is to use a 
non-local hidden variable theory [2]. The most distinctive property that makes 
spin different from the normal orbital angular momentum is that spin quantum 
numbers can take half-integral values. It is also believed that the internal degrees 
of freedom associated with the spin angular momentum cannot be described 
mathematically in terms of a wavefunction. In order to incorporate the spin an-
gular momentum of a quantum particle into quantum mechanics, Dirac devel-
oped a relativistic wave equation that admits solutions in the form of mul-
tiple-component wavefunctions as imµ

µγ ψ ψ∂ = − . Dirac equation is a system 
of complex linear first order partial differential equations [3]. Even though Dirac 
equation has been regarded as a quantum wave equation that is used to describe 
spinor fields of half-integral values, we have shown that in fact Dirac equation, 
as well as Maxwell field equations of the electromagnetic field, can be derived 
from a system of linear first order partial differential equations therefore Dirac 
equation can be used to describe classical fields when it is rewritten as a system 
of real equations. In fact, we have also shown that many fundamental potential 
forms that involve weak and strong interactions can be deduced from Dirac eq-
uation [4]. To avoid confusion, in this work whenever we mention Maxwell or 
Dirac equation we mean a Maxwell-like or Dirac-like equation that can be de-
rived from a system of linear first order partial differential equations. 

Now, contrary to the belief that the spin angular momentum cannot be de-
scribed mathematically in terms of a wavefunction, we will show in Section 4 
that spin angular momentum with half-integral values can be formulated similar 
to the case of orbital angular momentum by simply using Schrödinger equation 
in quantum mechanics. Since the following method and results will be used in 
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later sections therefore we need to give a brief account how the Schrödinger eq-
uation is applied to the hydrogen atom. Normally Schrödinger equation is writ-
ten as a single wave equation with respect to a particular coordinate system that 
describes a spinless particle with no intrinsic properties, except for their charge 
and mass. The time-independent Schrödinger wave equation for a point-like 
particle of mass m and charge q moving in a potential ( )V r  in  
three-dimensional Euclidean space R3 is given as follows 

( ) ( ) ( ) ( )
2

2

2
V Eψ ψ ψ

µ
− ∇ + =r r r r                  (1) 

where µ  is the reduced mass in the centre of mass coordinate system [5]. In 
the three-dimensional continuum, if the potential ( )V r  is spherically symme-
tric, then Equation (1) can be written in the spherical polar coordinates ( ), ,r θ φ  
as [6] 

( ) ( ) ( ) ( )
2 2

2
2 2

1
2

r V E
r rr r

ψ ψ ψ
µ
 ∂ ∂ − − + =  ∂ ∂  

L r r r r          (2) 

where the orbital angular momentum operator 2L  is given by 
2

2 2
2 2

1 1sin
sin sin

θ
θ θ θ θ φ

 ∂ ∂ ∂ = − +  ∂ ∂ ∂  
L 

              (3) 

Solutions to Equation (2) can be found using the separable form  
( ) ( ) ( ),El El lmR r Yψ θ φ=r  where ElR  is radial function and lmY  is spherical 

harmonic. Then the wave equation given in Equation (2) is reduced to the fol-
lowing system of equations 

( ) ( ) ( )2 2, 1 ,lm lmY l l Yθ φ θ φ= +L                     (4) 

( ) ( ) ( ) ( )
22 2

2 2

1d 2 d
2 dd 2 El El

l l
V r R r ER r

r rr Drµ
 + 
− + + + =     



          (5) 

In the case of the hydrogen atom for which ( ) 2
04V r Zq rεπ= , solutions to 

Equations (4) and (5) can be obtained, respectively, as follows 

( ) ( ) ( )( )
( ) ( )

1
22 1

, 1 cos e
4 !

m m im
lm l

l l m
Y P

l m
φθ φ θ

 + −
= −   + π

           (6) 

( ) ( )2 2 1e l l
nl n lR r C Lρ ρ ρ− +

+= −                   (7) 

where ( )cosm
lP θ  is Legendre functions, ( )1 228DE rρ = −  , ( )2 1l

n lL ρ+
+  is the  

associated Laguerre polynomial. The bound state energy spectrum is also found 
as 

22

2 2
0

1
42n
ZqE

n
µ

επ
 

= −  
 

                   (8) 

According to the present formulation of quantum mechanics, the energy dif-
ference between the two levels of the energy spectrum equals the energy of the 
photon that is emitted or absorbed by a hydrogen atom, and the radiating 
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process is due to an instantaneous quantum transition of the corresponding 
electron that interacts with the photon. We will show in Section 5 that the 
process of radiation of photons may also be accompanied by an intrinsic dy-
namics similar to the process of spin dynamics that we will discuss in Section 4. 
However, we will also show that such spin dynamics can be observable only if 
the photon has an inertial mass. 

As being shown in Section 4, the most important feature that relates to our 
discussion on the formulation of spin dynamics by using Schrödinger equation 
is the quantisation of an orbital angular momentum in a two-dimensional Euc-
lidean space. In spherical coordinates ( ), ,r θ φ , simultaneously to the equation 
given in Equation (4), the operator zL  and its corresponding normalised ei-
genfunctions ( )φΦ  can be found as follows 

( ) 1, e
2

im
z mL i φφ

φ
∂

= − Φ
π

=
∂
                   (9) 

where , 1, , 1,m l l l l= − − + −  with the quantum numbers l are integers. As a 
consequence, the quantum number m can only take integer values. However, 
there are many physical phenomena that involve the magnetic moment of a 
quantum particle cannot be explained using the quantisation of orbital angular 
momentum with integer values. For example, in order to interpret the 
Stern-Gerlach experiment the quantum number m must be assumed to take 
half-integral values, and this is inconsistent with other experimental results that 
can be explained by assuming integral values for the orbital angular momentum. 
Therefore, the spin angular momentum operator S  was introduced similar to 

Equation (4) for the orbital angular momentum as ( )2 21
s ssm smS s sχ χ= +  , in  

which the spin angular momentum s takes half-integral values. However, unlike 
the orbital angular momentum, the spin angular momentum has no direct rela-
tionship with the coordinates that define the coordinate system for mathematical 
investigations. 

3. Formulating Two-Dimensional Dynamics Using Dirac  
Equation 

In this section we show that the spin dynamics of a quantum particle may also 
have a classical character by recalling our work on the fluid state of Dirac quan-
tum particles that Dirac equation can in fact be derived from a general system of 
linear first order partial differential equations, and from Dirac equation we can 
obtain a physical structure for quantum particles that can be endowed with a 
spin angular momentum that takes half-integral values [7]. As a general remark, 
it should be mentioned here that normally in formulating physical theories in 
classical physics we either apply purely mathematical equations into physical 
problems or formulate mathematical equations according to dynamical laws es-
tablished from experiments. It may be said that this mutual relationship between 
mathematics and physics was initiated by Newton’s work on classical mechanics 
when he himself invented the mathematics of differential calculus to describe the 
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dynamics of natural laws in his three books on the mathematical principles of 
natural philosophy [8]. It has been known that Maxwell field equations of the 
electromagnetic field were derived mainly from experimental laws. On the other 
hand, it can be said that essentially Dirac derived his relativistic equation to de-
scribe the dynamics of quantum particles from an established physical law which 
is a consequence of Einstein’s theory of special relativity [9]. In general, a com-
mon method in mathematical physics is to apply the same differential equation, 
such as Laplace or Poisson’s equation, into different physical systems, and by 
following this method we have shown in our works on formulating Maxwell and 
Dirac equations that both Maxwell and Dirac equations can be derived from an 
established system of mathematical equations instead of experimental laws or 
established physical theories [10] [11]. The established system of mathematical 
equations in our formulation is a general system of linear first order partial dif-
ferential equations given as follows 

1 2
1 1 1

, 1, 2, ,
n n n

r r ri
ij l l

i j lj

a k b k c r n
x
ψ

ψ
= = =

∂
= + =

∂∑∑ ∑ 

           (10) 

The system of equations given in Equation (10) can be rewritten in a matrix 
form as 

1 2
1

n

i
i i

A k k J
x

ψ σψ
=

 ∂
= + ∂ 

∑                   (11) 

where ( )T
1 2, , , nψ ψ ψ ψ=  , ( )T

1 2, , ,i i i n ix x x xψ ψ ψ ψ∂ ∂ = ∂ ∂ ∂ ∂ ∂ ∂ , iA , 
σ  and J are matrices representing the quantities k

ija , r
lb  and rc , and 1k  and 

2k  are undetermined constants. Now, if we apply the operator 

1
n

i ii A x
=

∂ ∂∑  on the left on both sides of Equation (11) then we obtain 

( )1 2
1 1 1

n n n

i j i
i j ii j i

A A A k k J
x x x

ψ σψ
= = =

    ∂ ∂ ∂
= +     ∂ ∂ ∂    

∑ ∑ ∑          (12) 

If we assume further that the coefficients k
ija  and r

lb  are constants and 

i iA Aσ σ= , then Equation (12) can be rewritten in the following form 

( )
2 2

2 2 2
1 1 2 22

1 1 1

n n n n

i i j j i i
i i j i ii j ii

JA A A A A k k k J k A
x x xx

ψ σ ψ σ
= = > =

 ∂ ∂ ∂
+ + = + +  ∂ ∂ ∂∂ 

∑ ∑∑ ∑ (13) 

In order for the above systems of partial differential equations to be used to 
describe physical phenomena, the matrices iA  must be determined. It is ob-
served that in order to obtain Maxwell and Dirac equations the matrices iA  
must take a form so that Equation (13) reduces to the following equation 

2
2 2 2

1 1 2 22
1 1

n n

i i
i i ii

JA k k k J k A
xx

ψ σ ψ σ
= =

 ∂ ∂
= + + 

∂∂ 
∑ ∑              (14) 

To obtain an equation similar to Dirac equation for free quantum particles, we 
identify the matrices iA  with the gamma matrices iγ  given as 

https://doi.org/10.4236/jmp.2019.1011091


V. B. Ho 
 

 

DOI: 10.4236/jmp.2019.1011091 1380 Journal of Modern Physics 
 

1 2

3 4

1 0 0 0 0 0 0 1
0 1 0 0 0 0 1 0

,
0 0 1 0 0 1 0 0
0 0 0 1 1 0 0 0

0 0 0 0 0 1 0
0 0 0 0 0 0 1

,
0 0 0 1 0 0 0

0 0 0 0 1 0 0

i
i

i
i

γ γ

γ γ

   
   
   = =
   − −
   

− −   
−   

   −   = =
   −
   
−   

            (15) 

If we set 1k imσ = −  and 2 0k J =  then Equation (11) reduces to Dirac equ-
ation [12] 

( ) 0i mµ
µγ ψ∂ − =                      (16) 

For references and to show that Maxwell field equations of the electromagnet-
ic field can also be derived from a system of linear first order partial differential 
equations, in the appendix we give a detailed formulation of Maxwell field equa-
tions with specified forms of the matrices iA . Now, by expanding Equation (16) 
using Equation (15), we obtain 

31
1 4im i

t x y z
ψψ

ψ ψ
∂ ∂ ∂ ∂

− − = − + ∂ ∂ ∂ ∂ 
                 (17) 

2 4
2 3im i

t x y z
ψ ψ

ψ ψ
 ∂ ∂∂ ∂

− − = + − ∂ ∂ ∂ ∂ 
                (18) 

3 1
3 2im i

t x y z
ψ ψ

ψ ψ
∂   ∂∂ ∂

− = − + − ∂ ∂ ∂ ∂ 
                 (19) 

4 2
4 1im i

t x y z
ψ ψ

ψ ψ
 ∂ ∂∂ ∂

− = − − + ∂ ∂ ∂ ∂ 
                 (20) 

From the form of the field equations given in Equations (17-20), we may in-
terpret that the change of the field ( )1 2,ψ ψ  with respect to time generates the 
field ( )3 4,ψ ψ , similar to the case of Maxwell field equations in which the 
change of the electric field generates the magnetic field. With this observation it 
may be suggested that, like the Maxwell electromagnetic field, which is com-
posed of two essentially different physical fields, the Dirac field of massive par-
ticles may also be viewed as being composed of two different physical fields, 
namely the field ( )1 2,ψ ψ  and the field ( )3 4,ψ ψ . The similarity between 
Maxwell field equations and Dirac field equations can be carried further by 
showing that it is possible to reformulate Dirac equation as a system of real equ-
ations. When we formulate Maxwell field equations from a system of linear first 
order partial differential equations we rewrite the original Maxwell field equa-
tions from a vector form to a system of first order partial differential equations 
by equating the corresponding terms of the vectorial equations. Now, since, in 
principle, a complex quantity is equivalent to a vector quantity therefore in order 
to form a system of real equations from Dirac complex field equations we equate 
the real parts with the real parts and the imaginary parts with the imaginary 
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parts. In this case Dirac equation given in Equations (17-20) can be rewritten as 
a system of real equations as follows 

3 31 4 2 4,
t x z t x z

ψ ψψ ψ ψ ψ∂ ∂∂ ∂ ∂ ∂
− = + − = −

∂ ∂ ∂ ∂ ∂ ∂
              (21) 

3 2 1 4 1 2,
t x z t x z
ψ ψ ψ ψ ψ ψ∂ ∂ ∂ ∂ ∂ ∂

− = + − = −
∂ ∂ ∂ ∂ ∂ ∂

             (22) 

34 2 1
1 2 3 4, , ,m m m m

y y y y
ψψ ψ ψ

ψ ψ ψ ψ
∂∂ ∂ ∂

= = − = − =
∂ ∂ ∂ ∂

        (23) 

If the wavefunction ( )T
1 2 3 4, , ,ψ ψ ψ ψ ψ=  satisfies Dirac field equations given 

in Equations (21-23) then we can derive the following system of equations for all 
components 

2
2

2 0i
im

y
ψ

ψ
∂

− =
∂

                       (24) 

2 2 2

2 2 2 0i i i

t x z
ψ ψ ψ∂ ∂ ∂

− − =
∂ ∂ ∂

                    (25) 

Solutions to Equation (24) are 

( ) ( )1 2, e , emy my
i i ic x z c x zψ −= +                    (26) 

where 1ic  and 2ic  are undetermined functions of ( ),x z . The solutions given 
in Equation (26) give a distribution of a physical quantity along the y-axis. On 
the other hand, Equation (25) can be used to describe the dynamics, for example, 
of a vibrating membrane in the ( ),x z -plane. If the membrane is a circular 
membrane of radius a then the domain D is given as { }2 2 2D x z a= + < . In the 
polar coordinates given in terms of the Cartesian coordinates ( ),x y  as 

cosx r θ= , sinz r θ= , the two-dimensional wave equation given in Equation 
(25) becomes 

2 2 2

2 2 2 2 2

1 1 1 0
r rc t r r

ψ ψ ψ ψ
θ

∂ ∂ ∂ ∂
− − − =

∂∂ ∂ ∂
                 (27) 

The general solution to Equation (27) for the vibrating circular membrane 
with the condition 0ψ =  on the boundary of D can be found as [13] 

( ) ( )( )

( )( ) ( )( )
0 0 0 0 0 0

1

, 1

, , cos sin

cos sin cos sin

m m m m m
m

n nm nm nm nm nm nm nm
m n

r t J r C ct D ct

J r A n B n C ct D ct

ψ θ λ λ λ

λ θ θ λ λ

∞

=

∞

=

= +

+ + +

∑

∑
(28) 

where ( )n nmJ rλ  is the Bessel function of order n and the quantities nmA , 

nmB , nmC  and nmD  can be specified by the initial and boundary conditions. It 
is also observed that at each moment of time the vibrating membrane appears as 
a 2D differentiable manifold which is a geometric object whose geometric struc-
ture can be constructed using the wavefunction given in Equation (28). Even 
though elementary particles may have the geometric and topological structures 
of a 3D differentiable manifold, it is seen from the above descriptions via the 
Schrödinger wave equation and Dirac equation that they appear as 3D physical 
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objects embedded in three-dimensional Euclidean space. Interestingly, we have 
shown that the solution given in Equation (28) can be used to describe a stand-
ing wave in a fluid due to the motion of two waves in opposite directions. At its 
steady state in which the system is time-independent, the system of equations 
given in Equations (21-22) reduces to the following system of equations 

2 1 1 20, 0
x z x z
ψ ψ ψ ψ∂ ∂ ∂ ∂

+ = − =
∂ ∂ ∂ ∂

                  (29) 

3 34 40, 0
x z x z

ψ ψψ ψ∂ ∂∂ ∂
+ = − =

∂ ∂ ∂ ∂
                  (30) 

In this case Dirac equation for steady states consisting of the field ( )1 2,ψ ψ  
and the field ( )3 4,ψ ψ  satisfies the Cauchy-Riemann equations in the ( ),x z
-plane. We have shown in our work on the fluid state of Dirac quantum particles 
that it is possible to consider Dirac quantum particles as physical systems which 
exist in a two-dimensional fluid state as defined in the classical fluid dynamics. 
In the next section we will show that when Schrödinger wave equation is applied 
into the dynamics of a physical system in two-dimensional space the angular 
momentum associated with the system can take half-integral values which may 
be identified with the intrinsic spin angular momentum of a quantum particle. 
The results also show that the spin angular momentum can also be introduced 
through a coordinate system, similar to that of the orbital angular momentum. 

4. Formulating Intrinsic Spin Dynamics Using Schrödinger 
Equation 

As we have discussed in the previous sections that the profound difference be-
tween orbital angular momentum and spin angular momentum is that the for-
mer can be associated with the motion of a physical object in space but the latter 
cannot. This difference has led to another profound difference in the formula-
tion of their corresponding dynamics in which an orbital angular momentum 
can be described by using a coordinate system but a spin angular momentum 
cannot. In this section we show that it is possible to treat spin angular momen-
tum in the same manner as orbital angular momentum by introducing a coor-
dinate system to describe spin angular momentum. However, it is obvious that 
the coordinate system that is used to describe a spin angular momentum must 
be an intrinsic coordinate system which is independent of the coordinate system 
that is used to describe an orbital angular momentum. Therefore, instead of in-
troducing a spin operator, we introduce a differential operator that depends on 
an intrinsic coordinate system and can be used to formulate a spin dynamics. 
Furthermore, since spin angular momentum and orbital angular momentum are 
similar in nature therefore it is possible to suggest that the spin operator in the 
intrinsic coordinate system should also have similar form to that of the orbital 
angular momentum operator formulated in quantum mechanics. From this 
perspective we now write a Schrödinger wave equation that is used to describe 
both the orbital and spin dynamics as follows 
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( ) ( ) ( ) ( ) ( ) ( )

( )

2 2
2 2, , , ,

2 2
,

s s s s s s s
s

s

V V

E
µ µ

− ∇ Ψ + Ψ − ∇ Ψ + Ψ

= Ψ

r r r r r r r r r r

r r

 

  (31) 

The quantity µ  can be identified with a reduced mass. However, since we 
are treating spin angular momentum as a particular case of angular momentum 
therefore we retain the Planck constant and the quantity sµ  also retains the 
dimension of mass. We call the quantity sµ  an intrinsic mass and it could be 
related to the curvature that determines the differential geometric and topologi-
cal structure of a quantum particle, as in the case of Bohr model, or charge. On 
the other hand, while the quantity ( )V r  can be identified with a normal po-
tential, such as Coulomb potential, the quantity ( )s sV r  represents an intrinsic 
potential that depends on intrinsic physical properties associated with the spin 
angular momentum of a quantum particle. Since the two dynamics are inde-
pendent, the wave equation given in Equation (31) is separable and the total wa-
vefunction ( ), sΨ r r  can be written as a product of two wavefunctions as 

( ) ( ) ( ), s sψ χΨ =r r r r . Then Equation (31) is separated into two equations as 
follows 

( ) ( ) ( ) ( )
2

2
02

V Eψ ψ ψ
µ

− ∇ + =r r r r               (32) 

( ) ( ) ( ) ( )
2

2
12 s s s s s s

s

V Eχ χ χ
µ

− ∇ + =r r r r              (33) 

where 0 1E E E+ = . 
Now, we consider the particular case in which the Schrödinger equation given 

in Equation (32) describes the dynamics of a hydrogen atom and the Schrödin-
ger equation given in Equation (33) describes the spin dynamics of the electron 
of the hydrogen atom. In this case the wavefunctions and the corresponding 
energy spectrum for Equation (32) have been obtained and given in Section 2 
therefore we only need to show how half-integral values for the spin angular 
momentum can be obtained from Equation (33). In fact we have shown in our 
previous works that elementary particles possess an intrinsic angular momen-
tum that can take half-integral values by considering Schrödinger wave equation 
in two-dimensional Euclidean space in which a quantum particle can be viewed 
as a planar system whose configuration space is multiply connected [14] [15] 
[16]. If we also assume that the potential ( )s sV r  that holds the quantum par-
ticle together has the form ( )s s s sV A r=r , where sA  is a physical constant 
that is needed to be determined, then using the planar polar coordinates in an 
intrinsic two-dimensional space, the Schrödinger wave equation given in Equa-
tion (33) takes the form 

( ) ( ) ( )
2 2

12 2

1 1 , , ,
2

s

s

A
r r r E r

r r r rr
χ φ χ φ χ φ

µ φ
 ∂ ∂ ∂ − + − =  ∂ ∂ ∂  

       (34) 

For simplicity in Equation (34) we have written r instead of sr  as indicated 
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in Equation (33). Solutions of the form ( ) ( ) ( ),r R rχ φ φ= Φ  reduce Equation 
(34) to two separate equations for the functions ( )φΦ  and ( )R r  as follows 

2
2

2

d 0
d sm
φ
Φ
+ Φ =                          (35) 

22

12 2 2

2d 1 d 0
dd

s s sm AR R R E R
r r rr r

µ  + − + + = 
 

             (36) 

where sm  is identified as the intrinsic angular momentum of the quantum par-
ticle. Equation (35) has solutions of the form 

( ) e simC φφΦ =                           (37) 

where C is a constant. Normally, the intrinsic angular momentum sm  must 
take integral values for the single-valuedness condition to be satisfied. However, 
if we consider the configuration space of the quantum particle to be multiply 
connected and the polar coordinates have singularity at the origin then the use 
of multivalued wavefunctions is allowable. As shown below, in this case, the in-
trinsic angular momentum sm  can take half-integral values. If we define, for 
the case 1 0E < , 

( )
( )

1 21 2
1

2 2
1

8
,

2
s s sE A

r
E

µ µ
ρ λ

 − 
= =     −    

                (38) 

then Equation (36) can be re-written in the following form 
22

2 2

d 1 d 1 0
d 4d

smR R R R Rλ
ρ ρ ρρ ρ

+ − + − =                    (39) 

If we seek solutions for ( )R ρ  in the form ( ) ( ) ( )exp 2 smR Sρ ρ ρ ρ= −  
then we obtain the following differential equation for the function ( )S ρ  

2

2

1
2 1d d 21 0

dd

s
s

mmS S S
λ

ρ ρ ρρ

 − − + 
+ − + =  
    

 

               (40) 

Equation (40) can be solved by a series expansion of ( )S ρ  as  

( ) 0
s

s

n
nnS aρ ρ∞

=
= ∑  with the coefficients na  satisfying the recursion relation 

( )( )1

1
2

1 2 1s s

s s

n n
s s s

n m
a a

n n m

λ
+

+ + −
=

+ + +
                   (41) 

The energy spectrum 1E  obtained from Equation (38) can be written expli-
citly as follows 

1 2
2 12

2

s s

s s

A
E

n m

µ
= −

 + + 
 



                      (42) 

Even though it is not possible to specify the actual values of the intrinsic an-
gular momentum sm , however, if the result given in Equation (42) can also be 

https://doi.org/10.4236/jmp.2019.1011091


V. B. Ho 
 

 

DOI: 10.4236/jmp.2019.1011091 1385 Journal of Modern Physics 
 

applied to the hydrogen-like atom in two-dimensional physical system similar to 
Bohr model of the hydrogen atom then the intrinsic angular momentum sm  
must take half-integral values. For the case of the hydrogen atom then the total 
energy spectrum can be found as the sum of two energy spectra given in Equa-
tions (8) and (42) as 

( )
22

2 2 2
0 2

1, ,
42 12

2

s s
s s

s s

AZqE n n m
n

n m

µµ
ε

 
= − − 

   + + 


π







          (43) 

It is seen that the total energy spectrum has a fine structure depending on the 
intrinsic quantum numbers sn  and sm . Furthermore, the total energy spec-
trum also depends on the undetermined physical quantities sµ  and sA  that 
define the intrinsic properties of a quantum particle, which is the electron in this 
case. Without restriction, the quantity sµ  can take zero, positive or negative 
values. Then, we can have three different levels of energy as follows 

0sµ = , ( )
22

2 2
0

1, ,
42s s
ZqE n n m

n
µ

ε
 

= −  
 π

           (44) 

0sµ > , 0sn = , 
1
2sm = , ( )

22

2 2 2
0

1, ,
42 2

s s
s s

AZqE n n m
n

µµ
ε

 
= − − π  

  (45) 

0sµ < , 1sn = , 
1
2sm = − , ( )

22

2 2 2
0

1, ,
42 2

s s
s s

AZqE n n m
n

µµ
ε

 
= − + π  

 (46) 

If we assume the splitting energy is the Zeeman effect caused by the interac-
tion between the magnetic moment associated with the spin of the electron and 
an external magnetic field B, which results in a magnetic potential energy of 

2BU g Bµ= ± , where g is the electron g-factor and 2B ee mµ =   is the Bohr 
magneton, then the quantity sA  can be determined by the following identifying 
relation 

2

1
2 42

s s
B

e

A geg B B
m

µ
µ= =





                   (47) 

As shown in Figure 1, the splitting of energy levels due to the intrinsic dy-
namics is similar to the Zeeman effect with the energy difference of 

BU g Bµ∆ = . 
Furthermore, if we also identify the intrinsic mass with the inertial mass of the 

electron, s emµ = , then the quantity sA  can be determined by all known 
physical quantities as 

3

22s
e

ge BA
m

=
                        (48) 

The quantity sA  depends not only on the intrinsic properties associated with 
the electron but also on the external magnetic field B. This result shows that, un-
like the elementary charge, the intrinsic quantity sA  is a dependent property of 
a quantum particle which changes its magnitude when the particle interacts with  
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Figure 1. Splitting of energy levels by intrinsic spin dynamics. 

 

an external field. The dependence of quantity sA  on an external field is similar 
to the case of the inertial mass of an elementary particle that depends on the 
speed of the particle relative to a coordinate system formulated in Einstein’s spe-
cial relativity as 2 2

0 1m m v c= − . It is interesting to mention here that in 
fact we have shown in our work on the fluid state of an electromagnetic field that 
the electric field and the magnetic field can also be identified as velocity fields of 
a fluid [17]. 

5. A Generalised Formulation of Intrinsic Dynamics Using 
Schrödinger Equation 

From our discussion of the possibility to describe the spin angular momentum 
of a quantum particle as an intrinsic dynamics using the Schrödinger wave equa-
tion, we may consider further extension by generalising the equation given in 
Equation (31) to a more general form so that it can be used to describe other in-
trinsic dynamics that associate with a quantum particle, such as when a hydro-
gen atom absorbs a photon, the photon may be considered to be correlated with 
the electron and accordingly behaves as an intrinsic dynamics of the electron. A 
general equation that include possible intrinsic dynamics associated with an 
elementary particle can be written as 

( ) ( ) ( )

( ) ( ) ( )

( )

2
2

1 1

2
2

1 1
1

1

, , , ,
2

, ,

, ,

, ,, ,

, ,

2

,

n n

N

s n s s n
s s

n

V r

V

E

µ

µ=

− ∇ Ψ + Ψ

 
+ − ∇ Ψ + Ψ 

 
= Ψ

∑

r r r r r r

r r r r r r r

r r r

 

 





          (49) 

where each potential ( )s sV r  is needed to be determined for a particular dy-
namics associated with the quantum particle under investigation. Even though 
the quantities sm  have the dimension of mass they should be considered as 
parameters of the equation because they are related to the intrinsic dynamics 
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that must be determined based on the characteristics of the motion under con-
sideration. If all intrinsic dynamics are independent then Equation (49) can be 
separated into a system of equations as follows 

( ) ( ) ( ) ( )
2

2
02

V Eψ ψ ψ
µ

− ∇ + =r r r r                (50) 

( ) ( ) ( ) ( )
2

2
1 1 1 1 1 1 1

12
V Eχ χ χ

µ
− ∇ + =r r r r               (51) 

  

( ) ( ) ( ) ( )
2

2

2 N N N N N N N
N

V Eχ χ χ
µ

− ∇ + =r r r r            (52) 

where 1 2 NE E E E+ + + = . For example, if we assume that there are 1N  
two-dimensional and 2N  three-dimensional intrinsic dynamics so that 

1 2N N N+ = , and all intrinsic dynamics have the intrinsic potentials of the form 
( )s s s sV A r=r  then using Equations (8) and (42) we would obtain an expres-

sion for the total energy spectrum as 

( )
1 2

2 2 22

2 2 2 2 2
1 10 2

1, ,
42 212

2

N N
s s s s

s s
s s s

s s

A AZqE n n m
n n

n m

µ µµ
ε = =

 
= − − − 

   + +
π

 
 

∑ ∑
 



   (53) 

As an example for the case of a three-dimensional intrinsic dynamics, let us 
consider an intrinsic dynamics that can be described as a spin dynamics of a 
photon when it is absorbed and then emitted from a hydrogen atom. If the pho-
ton exhibits a three-dimensional intrinsic dynamics then we would obtain not 
only the normal three-dimensional Schrödinger wave equation for the hydrogen 
atom but also an intrinsic three-dimensional Schrödinger wave equation for the 
photon, similar to the system of equations given in Equations (32) and (33). In 
this case the total energy spectrum can be found as 

( )
2 22

2 2 2 2
0

1,
42 2

s s
s

s

AZqE n n
n n

µµ
ε

 
= − − π  

               (54) 

When the electron of the hydrogen atom at the energy level 𝑛𝑛 absorbs a 
photon and moves to a higher energy level n′ , we may suggest that the photon 
also changes its energy levels from the level sn  to the level sn′ . We then obtain 
the new total energy level 

( )
( ) ( )

2 22

2 2 22
0

1,
42 2

s
s

s sAZqE n n
n n

µµ
ε

 
′ ′ = − − 

′π ′ 



              (55) 

If we also assume that the energy difference ( ) ( ), ,s sE n n E n n′ ′ −  equals the 
Planck energy hν  then we obtain 

( ) ( )

2 22

2 2 2 2 2 2
0

1 1 1 1
42 2 s s

s sAZqh
n nn n

µµν
ε

   
  = − + −     ′ ′    π  

         (56) 

The quantity sµ  may be identified with the mass of a photon. It is seen that, 
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unless the photon is massive, i.e. 0sµ ≠ , Equation (56) reduces to the familiar 
energy spectrum of the hydrogen atom as shown in quantum mechanics. 

6. Conclusion 

We have shown in this work the possibility to formulate the spin dynamics asso-
ciated with a quantum particle using Schrödinger equation in quantum me-
chanics. Contrary to the general assumption that spin dynamics belongs to the 
domain of relativistic quantum mechanics that cannot be represented by a wa-
vefunction, we have shown that spin dynamics can be formulated by a 
non-relativistic Schrödinger wave equation by considering possible intrinsic dy-
namics conferred on quantum particles. Similar to the normal dynamics, intrin-
sic dynamics can also be expressed in terms of Schrödinger wave equation by 
using intrinsic coordinates. Since intrinsic coordinates are independent to ex-
ternal coordinates, the total Schrödinger wave equation can be separated into a 
system of Schrödinger wave equations each of which can be solved separately to 
obtain exact solutions and their corresponding eigenvalues for the energy. To il-
lustrate, we have applied the formulations to the spin angular momentum for 
the electron of a hydrogen atom and shown that the quantum numbers asso-
ciated with the spin angular momentum can take half-integral values, and these 
results can be used to explain the Stern-Gerlach experiment and other experi-
ments that involve the electron spin resonance. Furthermore, we have also ap-
plied the formulation to a possible spin dynamics associated with the radiation 
of a photon from a hydrogen atom. 
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Appendix 

In this appendix we show in details the formulation of Maxwell field equations 
from the system of linear first order partial differential equations given in Equa-
tion (10) of Section 3. The system of equations given in Equation (10) can be 
written the following matrix form 

0 1 2 3 4A A A A A J
t x y z

ψ
 ∂ ∂ ∂ ∂

+ + + = ∂ ∂ ∂ ∂ 
              (1) 

where ( )T
1 2 3 4 5 6, , , , ,ψ ψ ψ ψ ψ ψ ψ= , ( )T

1 2 3, , ,0,0,0J j j j=  and the matrices iA  
are given as follows 

0 1

2 3

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 1
0 0 1 0 0 0 0 0 0 0 1 0

, ,
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 1 0 0 0
0 0 0 0 0 1 0 1 0 0 0 0

0 0 0 0 0 1 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0
0 0 0 1 0 0

,
0 0 1 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0

A A

A A

−   
   − −   
   −

= =   
   
   −
      
   

− 
 
 
 −

= = 
 
 
  − 

4

1 0 0
0 0 0 0 0 0

,
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

A

µ
µ

µ

 
 
 
 
 

− 
 
  
 

 
 
 
 

=  
 
 
  
 

   (2) 

The system of equations given in Equation (1) becomes 

6 51
1jt y z

ψ ψψ
µ

∂ ∂∂
− + − =

∂ ∂ ∂
                   (3) 

62 4
2jt z x

ψψ ψ
µ

∂∂ ∂
− + − =

∂ ∂ ∂
                   (4) 

3 5 4
3jt x y

ψ ψ ψ
µ

∂ ∂ ∂
− + − =

∂ ∂ ∂
                   (5) 

34 2 0
t y z

ψψ ψ∂∂ ∂
+ − =

∂ ∂ ∂
                    (6) 

5 31 0
t z x
ψ ψψ∂ ∂∂

+ − =
∂ ∂ ∂

                    (7) 

6 2 1 0
t x y
ψ ψ ψ∂ ∂ ∂

+ − =
∂ ∂ ∂

                    (8) 
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Using the identification ( )1 2 3, ,ψ ψ ψ=E  and ( )4 5 6, ,ψ ψ ψ=B , the above 
system of equations can be rewritten in the familiar form given in classical elec-
trodynamics as 

eρ⋅ =E


∇                           (9) 

0⋅ =B∇                          (10) 

0
t

∂
× + =

∂
BE∇                       (11) 

et
µ µ∂

× − =
∂
EB j∇                    (12) 

where the charge density eρ  and the current density ej  satisfy the conserva-
tion law 

0e
e t

ρ∂
⋅ + =

∂
j∇                      (13) 

From the matrices iA  given in Equation (2) we obtain 

2 2
0 1

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 1 0 0 0

, ,
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0 1

A A

   
   −   
   −

= =   
   
   −
      −   

 

2 2
2 3

1 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0

, ,
0 0 0 1 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0 0

A A

− −   
   −   
   −

= =   
− −   

   −
      −   

 

2

2

2
2
4 1 2 2 1

0 1 0 0 0 00 0 0 0 0
1 0 0 0 0 00 0 0 0 0
0 0 0 0 0 00 0 0 0 0

,
0 0 0 0 1 00 0 0 0 0 0
0 0 0 1 0 00 0 0 0 0 0
0 0 0 0 0 00 0 0 0 0 0

A A A A A

µ
µ

µ

   
   
   
   

= + =   
   
   
        

 

1 3 3 1 2 3 3 2

0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 1 0 0 0 0

,
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 0 1 0

A A A A A A A A

   
   
   
   

+ = + =   
   
   
      
   

 

0 0 0 for 1,2,3i iA A A A i+ = =                       (14) 
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Now, if we apply the differential operator  
( )0 1 2 3A t A x A y A z∂ ∂ + ∂ ∂ + ∂ ∂ + ∂ ∂  to Equation (1) then we arrive at 

2 2

2 2

2

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 0 0 0 1

1 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1

t x

   
   −   
   −∂ ∂

+   
∂ ∂   

   −       −   
− 
 
 
 − ∂

+ 
− 

 
  − 

2

2 2

2 2

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0

0 1 0 0 0 0 0 0 1 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0

y z

x y x z

− 
 − 
  ∂

+  
−∂ ∂ 

 −
  
 

   
   
   
   ∂ ∂

+ +   
∂ ∂ ∂ ∂   

   
      
   

+
2

0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0

J
y z t

µ
µ

µ
ψ

     
     
     
     ∂ ∂

= −     
∂ ∂ ∂     

     
               

    (15) 

From Equation (15), we obtain the following system of equations for the elec-
tric field ( ) ( )1 2 3, , , ,x y zE E E ψ ψ ψ= =E  

2 2 2
31 1 1 2 1

2 2 2

j
x y z tt y z

ψψ ψ ψ ψ
µ

∂ ∂ ∂ ∂ ∂ ∂∂
− − + + = − ∂ ∂ ∂ ∂∂ ∂ ∂  

              (16) 

2 2 2
32 2 2 1 2

2 2 2

j
y x z tt x z

ψψ ψ ψ ψ
µ

∂∂ ∂ ∂ ∂ ∂∂  − − + + = − ∂ ∂ ∂ ∂∂ ∂ ∂  
              (17) 

2 2 2
3 3 3 31 2

2 2 2

j
z x y tt x y

ψ ψ ψ ψ ψ
µ

∂ ∂ ∂ ∂ ∂ ∂∂
− − + + = − ∂ ∂ ∂ ∂∂ ∂ ∂  

              (18) 

If the electric field also satisfies Gauss’s law 

31 2 e

x y z
ψ ρψ ψ ∂∂ ∂

⋅ = + + =
∂ ∂ ∂

E


∇                     (19) 

then we obtain the following relations 
2

32 1 1
2

e e

x y z x x xx
ψ ρ ρψ ψ ψ∂ ∂ ∂ ∂∂ ∂ ∂   + = − = − +     ∂ ∂ ∂ ∂ ∂ ∂∂      

         (20) 
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2
31 2 2

2
e e

y x z y y yy
ψ ρ ρψ ψ ψ∂  ∂ ∂ ∂∂ ∂ ∂   + = − = − +    ∂ ∂ ∂ ∂ ∂ ∂∂     

         (21) 

2
3 31 2

2
e e

z x y z z zz
ρ ψ ψ ρψ ψ ∂ ∂ ∂ ∂∂ ∂ ∂   + = − = − +     ∂ ∂ ∂ ∂ ∂ ∂∂      

         (22) 

From Equations (16-18) together with relations given in Equations (20-22), 
we obtain, in vector form, the wave equation for the electric field as 

2
2

2
e e

tt
ρ

µ
∂∂  −∇ = ∇ −  ∂∂  

JE E


                    (23) 

where ( )1 2 3, ,e j j j=J . Similarly for the magnetic field  
( ) ( )4 5 6, , , ,x y zB B B ψ ψ ψ= =B  we obtain the following equations and relations 

2 2 2
5 64 4 4

2 2 2 0
x y zt y z

ψ ψψ ψ ψ ∂ ∂ ∂ ∂ ∂ ∂
− − + + = ∂ ∂ ∂∂ ∂ ∂  

               (24) 

2 2 2
5 5 5 64

2 2 2 0
y x zt x z

ψ ψ ψ ψψ∂ ∂ ∂ ∂∂∂  − − + + = ∂ ∂ ∂∂ ∂ ∂  
               (25) 

2 2 2
6 6 6 54

2 2 2 0
z x yt x y

ψ ψ ψ ψψ∂ ∂ ∂ ∂ ∂∂
− − + + = ∂ ∂ ∂∂ ∂ ∂  

               (26) 

5 64 0
x y z

ψ ψψ ∂ ∂∂
⋅ = + + =

∂ ∂ ∂
B∇                      (27) 

2
5 6 4

2x y z x
ψ ψ ψ∂ ∂  ∂∂

+ = − ∂ ∂ ∂ ∂ 
                      (28) 

2
6 54

2y x z y
ψ ψψ ∂ ∂∂∂  + = − ∂ ∂ ∂ ∂ 

                      (29) 

2
5 64

2z x y z
ψ ψψ ∂ ∂ ∂∂

+ = − ∂ ∂ ∂ ∂ 
                      (30) 

2
2

2 0
t

∂
−∇ =

∂
B B                           (31) 
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Abstract 
We have inquired into a means to decrease the number of charged particles 
escaping from a loss cone of a magnetic mirror reactor as many as possible. 
We previously reported the way of installing a supplemental magnetic mirror 
(which has a cyclotron heating space within) at the exit of a main magnetic 
bottle. The cyclotron heating space was set to increase a reflection-efficiency 
of the supplemental mirror. We could not suppress the loss of the escaping 
deuteron ions sufficiently even with a very long mirror and a very powerful 
electric field. Then, in this work we propose a new plan of installing another 
supplemental mirror besides the previous supplemental mirror. A new mirror 
is set perpendicularly to the center axis of the main bottle. By the addition of 
the perpendicular mirror, an efficiency of sending back of escaping deuteron 
ions is considerably theoretically improved. Also in the previous work, since 
we did not touch how to supply a high-frequency electric field to the cyclo-
tron heating space, here we consider supplying it by an extraordinary-wave 
with a cyclotron frequency. It is mentioned that propagation of an extraordi-
nary-wave with an electron cyclotron frequency depends on a magnetic field 
strength and density of escaping electrons. 
 

Keywords 
Magnetic Mirror Reactor, Control of Escaping Deuteron Ions, Electron and 
Deuteron Ion Heating by Extraordinary Waves 

 

1. Introduction 

It is considered that the most sincere problem in research with respect to a fu-
sion reactor of magnetic mirror-type is that escaping loss of charged particles 
from the loss cone is still too much [1]. We first examined a means [2] of setting 
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a supplemental magnetic mirror (with a cyclotron resonance space within) at the 
exit of a main magnetic bottle. The principal aim in Ref. [2] was to reduce the 
half-vertical angle (called the loss angle) of the loss cone by the cyclotron reson-
ance heating [3]. However, we could not sufficiently suppress the loss of escap-
ing deuteron ions even with a very powerful electric field and a very long mag-
netic mirror. So, we proposed introduction of a means for replenishing a large 
quantity of deuteron ions from the outside. But in this work, we mention an idea 
that, by setting another supplemental magnetic mirror (called Perp-mirror) 
perpendicularly to the center line of the supplemental mirror (called Pa-
ra-mirror) which is set in parallel with the center line of the main bottle, we may 
be able to induce “most of charged particles escaping from the exit (plane 

1 0 4d d d  in Figure 1) of Para-mirror” outside the loss cone of Perp-mirror. Based 
on this idea, we mention in §3 a new plan to reclaim escaping charged particles 
themselves. 

We did not touch in Ref. [2] how to supply a high frequency electric field to 
the cyclotron resonance heating space. Then, in this work we consider transmit-
ting an extraordinary wave with an electron cyclotron frequency or with a cyclo-
tron frequency for a deuteron ion D+ to a heating space. It is mentioned in §2 
that propagation of an extraordinary wave with an electron cyclotron frequency 
depends on plasma density and magnetic field strength. 

2. Heating by an Extraordinary Wave 

The refractive index xn  [4] [5] [6] [7] for an extraordinary wave (called 
X-wave) with a frequency ω  is given by 

( )( ) ( )
( )( ) ( )

2 2 2 4
2

2 2 2

1 1 2 1

1 1 1
i e i e

x
i e i e

n
β β α β β α

β β α β β

− − − − +
=

− − − −
             (1) 

Here, 

,    ,e c i iβ ω ω β ω ω= =  

c eqB mω  , an electron cyclotron frequency 
(B: a magnetic field strength, q− : the electron charge, em : the rest mass of 

an electron), 

i iqB mω  , a cyclotron frequency for a deuteron ion D+ (a deuteron mass 
3680i em m ), 

2 2
2 pe piω ω

α
ω ω

   
= +   
   

 

1 22

0

e
pe

e

n q
m

ω
ε

 
=  
 

 a plasma frequency for electrons ( en : electron density, 0ε : 

the dielectric constant of vacuum), 
1 22

0

i
pi

i

n q
m

ω
ε

 
=  
 

 a plasma frequency for ions ( in : deuteron ion density = en ) 
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Figure 1. A supplemental magnetic mirror (called Para-mirror) for reclaiming 
charged particles to escape from the exit (plane (a)) of the main bottle. Con-
stant electric fields ±E1 V/m are for making charged particles go near the cen-
tral plane perpendicular to the z-axis, B is a magnetic field which is a function 
of position. 

https://doi.org/10.4236/jmp.2019.1011092


M. Nagata 
 

 

DOI: 10.4236/jmp.2019.1011092 1397 Journal of Modern Physics 
 

We examine whether two kinds of X-wave with frequencies cω  and iω  can 
pass through a plasma. 

2.1. About X-Wave with ω = ωc 

Since 1eβ =  and 1i i c e im mβ ω ω= =   we have 
2 4

2 2 2
2

2 2 0   or   2xn α α α α
α

− +
= − > <

−
               (2) 

When a value of B is set, an upper limit of en  is determined from (2). We 
consider a supplemental mirror (Para-mirror) as shown in Figure 1. X-wave 
with cω ω=  is supplied between planes (c) and (c)’. Then, we have 

4T,B =  
12 10.704 10 seccω

−= × , 

( )22 12 20 32   o  r   10 , 3 10 m .pe c pe enα ω ω ω −< ∴ ×        (3) 

Since it is presumed that a target density for electron density in a main bottle 
is 21 310  m− , we have set an electron heating space behind mirror (b)-(c). 

2.2. About X-Wave with ω = ωi 

We set a heating space for deuteron ions D+ between planes (a)-(b). Since 
2 2α > , 1iβ =  and 1,e c i i em mβ ω ω= =   we have from (1) 

2 4
2

2

2
0e

x
e

n
α β α
α β

+
>                         (4) 

There is no essential restriction for values of 2α  and eβ . 

3. Sending Back of Escaping Deuteron Ions by a  
Perpendicular Mirror 

Even if Para-mirror of such a large scale as shown in Figure 1 is used, it is clear, 
based on the examination in Ref. [2], that the escaping loss of charged particles 
is still too large. Then, we propose a means of installing another magnetic mirror 
(Perp-mirror) perpendicularly to the center line of the Para-mirror, as shown in 
Figure 2. Using Perp-mirror, we plan to reclaim charged particles themselves 
escaping from Para-mirror. In Figure 2, plane 1 0 4d d d  is the exit of Pa-
ra-mirror. It is assumed that most of the magnetic force lines coming out of 
plane 1 0 4d d d  enter into surfaces 1 2a a  and 3 4a a  of the ferromagnetic sub-
stance. Our plan to reclaim deuteron ions (called the test ions) escaping from 
plane 1 0d d  and going to surface 1 2a a  is through the following procedure: 

1) Under the force in the direction of 1 1×E B  ( 1E : a constant electric field, 

1B : a magnetic field which is a function of position), the test ions get out of re-
gion 1 0 2 1d d a a , pass through plane 2 3a a  and go to plane 2 3b b . Here, it is ex-
pected that each incident angle of the test ions when passing plane 2 3b b  (each 
inclination from the direction parallel to the centerline) is considerably smaller 
than 90˚. 
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Figure 2. A schematic diagram of an apparatus (called Perp-mirror) to reclaim the escaping deuteron ions. 
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2) Magnetic fields in the central part and the exit of Perp-mirror are 0.1 T, 0.1 
× 4 × 4 T, respectively. The loss angle of this mirror is 14.5˚. Then, the test ions 
having entered within region 2 3 3 2b b c c  will begin roundtrip motions between 
the upper and lower reflection-parts of Perp-mirror. 

3) In the above situation, when a constant electric field 2E  is supplied within 
the central part 2 3 3 2b b c c , as shown in Figure 2, the test ions drift in the direc-
tion of 22 ×E B  ( 2B : a magnetic field which is a function of position) and fi-
nally jump out in the right-hand side of plane 2 3b b . These test ions are expected 
to return to plane 1 0 4d d d . It should be noted that a part of particles may collide 
with planes 1 2a a , 3 4a a , 2 2a b , 3 3a b  and may become loss particles. 

Since it can be expected that deuteron ions will not rush to the exits of 
Perp-mirror, an electric wave can be transmitted in parallel with the center line 
of Perp-mirror, by diverting aside the directions of the strong magnetic force 
lines from the mirror axis, as shown in Figure 2. The wave with the frequency 
ω  which satisfies 1iω ω   ( )2 2, 0.1 Ti iq mω = =B B  can pass through 
Perp-mirror. The left-circularly polarized wave contributes to heating of deute-
ron ions. From the examination in Ref. [2], in order to shorten the length be-
tween planes (a) and (b) in Figure 1 but to heat heavy deuteron ions sufficiently, 
another heating region is necessary. 

In this plan, the troublesome problem is that a necessary magnitude for 1E  
and a necessary length for 0 2d a  are extremely large. A ratio of 

( )2
1 1 1 1 1× ⊥E B B E B  to the mean thermal velocity ( )62 10 m siυ ×  of deu-

teron ions at temperature 84 K10  ×  is given by, for instance, when 1 16 T=B  
and 4

1 20 V m10= ×E , 
4

620 10: : 2 10 1:160
16iυ
×

= × =1

1

E

B
                (5) 

Even if such a powerful electric field is used, a necessary length for 0 2d a  is 
about ( )1 0160 d d . However, this problem can be solved by setting constant elec-
tric fields 1x̂± E  also in the space with the smaller magnetic field 1 T between 
planes (a)-(b) in Figure 1. 

4. Conclusions 

We have mentioned the means for sending back most of escaping charged par-
ticles to the main bottle by the help of Para-mirror (Figure 1) and Perp-mirror 
(Figure 2). An efficiency of sending back depends on whether charged particles 
escaping from plane 1 0 4d d d  can pass through plane 2 3b b  or not. As a simple 
countermeasure, it is considered to make 1E  between planes 1 4d d  and 1 4a a  
smaller and instead to make 1E  between planes (a) and (b) of Figure 1 bigger. 
Also, it is necessary to decrease the number of charged particles escaping from 
plane 1 0 4d d d  as many as possible, because scatterings (collisions) by the Cou-
lomb forces ought to obstruct an orderly drift-movement in the direction of 

1 1×E B . 
Further, we consider that charged particles heating should be done outside the 
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main bottle in order not to disturb the stability of a plasma within the main bot-
tle. Both Para-mirror and Perp-mirror are heaters to warm charged particles 
very slowly. 
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