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Abstract 
Ultrasonic testing is a very important non-destructive method for testing components for safety of 
nuclear power plants and other security and delicate parts in other industries. Nowadays, thanks 
to the development of computer technology, it is possible to simulate processes which occur dur-
ing ultrasonic testing. That is why numerical simulations are becoming an integral part of 
non-destructive testing. Simulations are used to determine parameters of ultrasonic examination, 
especially parameters of probes and scan plan and also in the analysis of results. They are used in 
such cases, when it is necessary to verify applicability of probes and methods. This verification 
could be provided on the weld and test block which are not manufactured. It could be also pro-
vided on defects, which are not manufactured in test block, but their presence is possible in given 
weld joint. Simulations are very useful for verifying the propagation of ultrasonic signal in given 
area (e.g. weld area). If movement of probe is limited, possibility of whole volume scan should be 
verified. 
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1. Introduction 
Modeling and simulation of ultrasonic non-destructive testing is utilized in ever-increasing number of industrial 
NDT including nuclear power plants. The application is beneficial in various fields, such as evaluation and 
analysis of recorded data, modeling of ultrasonic inspection process, proposals of geometry of probes, proposals 
of inspection procedures and more [1]. 

Goal of this paper is to describe main advantages of ultrasonic simulation software and its usage in the field of 
ultrasonic examination. We find that combination of three tools (raypath, ultrasonic field computation, computa-
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tion of response from defects) is very useful and in some cases it is necessary. Simulation of NDT is an essential 
part of qualification and inspection procedures in Czech Republic. In chapter 3, these three tools are described 
with some examples made by the author of this article. 

2. Techniques of Ultrasonic Testing 
The ultrasonic principle is based on the fact that solid materials are good conductors of sound waves. Whereby, 
the waves are not only reflected at the interfaces but also by internal flaws (material separations, inclusions etc.). 
The interaction effect of sound waves with the material is stronger the smaller the wave length, this means the 
higher the frequency of the wave. 

c
f

λ =  

This means that ultrasonic waves must be used in a frequency range between about 0.5 MHz and 25 MHz and 
that the resulting wave length is in mm. With lower frequencies, the interaction effect of the waves with internal 
flaws would be so small that detection becomes questionable cases where the highest safety requirements are 
demanded (e.g. nuclear power plants, aerospace industry) [2]. 

Ultrasonic Testing uses high frequency sound energy to conduct examinations and make measurements. Ul-
trasonic inspection can be used for flaw detection/evaluation, dimensional measurements, material characteriza-
tion, and more. A typical UT inspection system consists of several functional units, such as the pulser/receiver, 
transducer, and display devices. A pulser/receiver is an electronic device that can produce high voltage electrical 
pulses. Driven by the pulser, the transducer generates high frequency ultrasonic energy. The sound energy is in-
troduced and propagates through the materials in the form of waves. When there is a discontinuity (such as a 
crack) in the wave path, part of the energy will be reflected back from the flaw surface. The reflected wave sig-
nal is transformed into an electrical signal by the transducer and is displayed on a screen [3]. 

2.1. Pulse Echo Technique 
Pulse-echo ultrasonic measurements can determine the location of a discontinuity in a part or structure by accu-
rately measuring the time required for a short ultrasonic pulse generated by a transducer to travel through a 
thickness of material, reflect from the back or the surface of a discontinuity, and be returned to the transducer. 

2.2. Phased Array Technique 
Phased array technique is currently the most advanced technique for ultrasonic testing. This technique is only an 
extension of pulse echo technique. The biggest difference compared to the pulse echo technique is in design of 
transducer. Phased array probe consists of a series of individual transducer elements placed in one house. Exci-
tation of elements is controlled electronically and it is possible to change parameters of transducer and ultrasonic 
beam, e.g. dimension of transducer, angle and focal point of ultrasonic beam, etc. 

With phased array probe it is possible to use several types of scanning, e.g. electronic scanning, sectorial 
scanning, etc. 

2.3. Time of Flight Diffraction Technique 
Time-of-flight diffraction (TOFD) method of ultrasonic testing is a sensitive and accurate method for the 
non-destructive testing of welds. 

Measuring the amplitude of reflected signal is a relatively unreliable method of sizing defects because the 
amplitude strongly depends on the orientation of the crack. Instead of amplitude, TOFD uses the time of flight 
of an ultrasonic pulse to determine the position of a reflector. This technique consists of two transducers (emitter 
and receiver oriented in opposite directions) and is used to detect and size planar flaw by observing their top 
or/and bottom edges of diffraction echoes. 

3. Simulation of Non-Destructive Testing 
It is possible to use simulations for interpretation of results obtained by examination. For imaging of results all 
basic types of US images and their transformations can be used, which can serve e.g. for imaging of results in 
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3D model. On the basis of comparison of obtained US signal images it is possible to identify echoes which are 
obtained from defects with the help of simulation software, e.g. verifying of diffraction echo existence, separa-
tion of geometric echo from echo from defect, etc. Three main tools for simulations of ultrasonic testing are de-
scribed in next chapters. 

3.1. Raypath 
Function of this tool is generating an image by tracing the path of ultrasonic waves in the test environment. Dis-
played lines represent the axis of the probe ultrasound beam with application of idealized reflection and trans-
formation properties of the ultrasound signal. Signal amplitude is not considered in this tool. This tool could take 
into account different types of waves and these waves could be color coded. This tool may also take into account 
conversion of waves during reflection. Figure 1 shows propagation of ultrasonic beam by angel probe. This 
beam is reflected on defect and on inner surface. Transformation from longitudinal to shear waves is also possi-
ble to see. Green color is for longitudinal waves and red for shear waves. This example is from our project on 
NDT qualification of nozzle to main circulation pipeline weld joint. This weld joint is located on nuclear power 
plant of VVER 440 type. 

3.2. Ultrasonic Field Computation 
Ultrasonic field computation is used to display propagation area of ultrasonic beams. On the market, there are 
some software that deal with the calculation of ultrasonic field. This tool could be used for: 
• Design of the phased array probe 

Simulation of ultrasonic field is very important for the design of ultrasonic probes, especially in the case of 
phased array probes. It is very important to design correct aperture and number of elements to avoid unwanted 
grating lobes. Figure 2 shows correct design of a phased array probe with 32 elements. There is possible to see 
clear ultrasonic beam in refraction angle 40˚ in steel material. Figure 3 shows undesirable design of phased ar-
ray probe with the same aperture like previous probe, but only with 8 elements. It is possible to see strong grat-
ing lobe a weak ultrasonic beam for refraction angle 40˚ [4]. 
• Coverage of inspected volume by acoustic pressure 

Another use of ultrasonic field simulation is when sectorial scanning is used and it is necessary to find out 
coverage of inspected volume by ultrasonic beam. Figure 4 is an example of inspection volume coverage by 
phased array probe and sectorial scanning. Range of refraction angles are between 45˚ to 70˚. This example is 
from our project on NDT qualification of steam generator collector weld, which is located on Nuclear power 
plant Temelin in Czech Republic. 

3.3. Computation of Response from Defects 
Simulations are conducted to determine the optimum measurement parameters. Such parameters should be set  
 

 
Figure 1. Example of raypath tool with wave conversion. 
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Figure 2. Phased array probe with 32 elements. 
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Figure 3. Phased array probe with 8 elements and unwanted grating lobe. 
 

 
Figure 4. Coverage of inspected volume by sectorial scanning and 
phased array probe. 

 
exact to detect defects during examination and meet with the criteria imposed for the current trial. Another ap-
plication of simulation is in the process of evaluating the results of the examination. It means helping with iden-
tification of obtained echo-signals, design of calibration or test block, verifying of test equipment parameters, 
etc. In Figure 5, it is possible to see result from real examination compared to the results from simulation. This 
response is from real lack of fusion in the weld root. We found this lack of fusion in test block, which was used 
for qualification welders. This qualification was made for preparation of weld joint in steam generator collector 
repairs on nuclear power Dukovany in Czech Republic. 
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Figure 5. Real lack of fusion defect (left top), lack of fusion in simulation (right top), response from defect in simulation 
(left bottom), response from defect in real examination (right bottom). 

4. Conclusion 
Suitable assessments of inspected areas are necessary conditions for covering of safety service of important 
components in industry, especially at nuclear power plants. Implementing the new non-destructive methods and 
other supporting activities like computer modeling ensures increasing of examination quality of selected areas. 
That is why computer modeling is becoming an integral part of non-destructive testing. Examinations are ex-
tended by other additional information with the help of computer modeling. Other benefits are the possibilities 
to predict responses from defects, which are not manufactured in test block or even a simulation of a whole test 
block, which is not manufactured; or verification of usage of certain probe or method which belongs to possibil-
ities of utilization of simulations. 
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Abstract 
This paper describes the results of a project on the inspection of visually inaccessible areas of 
nuclear containment liners and shells via the advanced Magnetostrictive sensor (MsS) Guided 
Wave (GW) nondestructive inspection technique. Full scale mockups that simulated shell and liner 
regions of interest in the containment of both a Pressurized Water Reactor (PWR) and Boiling 
Water Reactor (BWR) were constructed. Inspections were performed on the mock-ups in three 
stages to discern the signal attenuation caused by flaws and caused by concrete in the structures. 
The effect of concrete being in close proximity to the liner and shell was determined, and the ca-
pability to detect and size flaws via this GW technique was evaluated. 
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1. Introduction 
At a nuclear power plant, the containment building is of primary importance for safe operation. The primary 
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containment and other safety related structures at a nuclear plant site must be capable of maintaining their design 
features for the operating life of the plant. Demonstrating the satisfactory condition of the containment building 
and other safety related structures is required for long-term operation of the plant, particularly when plant opera-
tion beyond 60 years is considered. Many pressurized water reactors (PWRs) have liners and most of those lin-
ers have concrete poured inside of them to form a floor. ID corrosion can occur in locations where there is an 
interface between the liner and the concrete. This location where the liner goes behind the concrete is a location 
of susceptibility to corrosion that is generally inaccessible via visual inspection. Water seals are typically in-
stalled at this location and they have the potential to be damaged or degrade over time in service, resulting in 
water intrusion between the concrete and the liner. Liner corrosion in the region from the ID was noted at twenty 
three PWRs—all caused by coating failures or moisture barrier degradation [1]-[3]. Much of the corrosion from 
the OD has occurred because of foreign material that was left in the concrete during initial plant construction. 
The drywell shells of boiling water reactors (BWRs) are also susceptible to ID and OD corrosion. Corrosion has 
been noted at Oyster Creek, Dresden, Hope Creek, and other commercially operating plants [4] [5]. The OD 
areas in the sand cushion region and in the ID near concrete that has been poured are also susceptible to corro-
sion over time. This operating experience shows that PWR and BWR liners are susceptible to corrosion if for-
eign objects were left in the concrete when it was initially poured and if these foreign objects are in contact with 
the metallic liner. The motivation for the current work was to demonstrate the ability to detect and quantify de-
gradation in visually inaccessible areas of containment liners and shells, to allow informed decision making with 
regard to long-term operation of nuclear plants to be made. 

Due to the fact that these locations where corrosion has been observed are generally inaccessible via visual 
inspection, there is a need to develop data on the feasibility of nondestructive examination (NDE) techniques 
that have the possibility of a high probability of detection (POD) for flaws. Guided waves (GW) are struc-
ture-borne elastic waves that propagate along the length of plate, guided by and confined within the inner or 
outer boundary of plate. This unique feature is a very capable tool for long-range plate inspection from a single 
probe location [6] [7]. Since the wave is guided by the plate boundary, the boundary decides on the wave modes 
and propagating velocity. The Magnetostrictive sensor (MsS) generates and detects ultrasonic guided waves 
electromagnetically in the material being tested. For the generation of ultrasonic waves, the sensor relies on the 
Magnetostrictive (or Joule) effect; which is the manifestation of small changes in the physical dimensions of 
ferromagnetic materials (on the order of several parts per million in carbon steel) caused by an externally ap-
plied magnetic field [6]. For wave detection, it relies on the inverse magnetostrictive (or Villari) effect. The 
change in the magnetic induction of ferromagnetic material is caused by mechanical stress (or strain). Since the 
probe relies on the magnetostrictive effects, it is called a magnetostrictive sensor (MsS). 

A feasibility study was conducted in three stages to enable the inspection of the mockups at the following fa-
brication intervals: 1) Inspection of the liner and shell components with welds and studs but prior to concrete 
being placed and with no flaws; 2) Inspection of the mockup liner and shell components following the introduc-
tion of flaws meant to simulate potential in-service degradation but prior to placement of concrete; 3) Inspection 
of the mockup liner and shell components with flaws and with concrete placed and cured. The purpose of per-
forming the inspections iteratively in the above described manner was to attempt to quantify the effect of signal 
attenuation in the GW method as a result of both flaws and concrete. 

2. Mock-Up Design and Construction 
To demonstrate the adequacy of the magnetostrictive sensor inspection technique for inspection of inaccessible 
metallic liner and shell surfaces, a number of mock-ups were constructed at LPI Inc.’s facilities in New York 
City. The mock-ups were designed to provide a full-scale, accurate representation of a PWR containment liner 
and a BWR drywell shell. Prior to construction, CAD drawings were prepared to provide a visual rendering of 
the fully fabricated assemblies. The PWR containment liner mock-ups were represented by two different 
mock-up constructions. One was for the transition of the external wall liner into the containment floor concrete. 
This is shown in Figure 1. A second mock-up was prepared for demonstrating a degradation screening process 
for a straight wall. The straight wall was meant to simulate an area where classical manual UT could be per-
formed but would be too time consuming. This mock-up is shown in Figure 2. One of the benefits of guided 
wave UT is that since it is a technique capable for long-range plate inspection from a single probe location, it 
could be used as a “screening” process to quickly identify regions of interest for more detailed follow-up NDE  
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Figure 1. Rendering of mock-up of PWR containment wall liner. 
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Figure 2. Rendering of mock-up of PWR flat wall liner. 



B. P. Hohmann et al. 
 

 
1176 

inspection when utilized in the field at an operating plant. This NDE methodology provides redundancy to the 
overall inspection process that decreases the probability of false positives, increases the overall detection capa-
bility, and does both of the former in a cost-conscientious manner. The BWR drywell mock-up included the 
drywell shell adjacent to the sand cushion region. This is shown in Figure 3. 

The mock-up shown in Figure 1 is a replica of a typical liner design and includes liner plate butt welds, at-
tachments, and surrounding concrete. The liner plate is 3/8 (0.375) inch (0.95 cm) thick along the wall and the 
curvature into the floor where it transitions at a weld to 1/4 (0.25) inch (0.64 cm) thickness. An additional weld 
in the floor region created a triangular steel section and an irregularly shaped steel section. Testing of this 
mock-up was performed to demonstrate the extent of the coverage of the MsS guided wave inspection system 
into the embedded liner and beyond the 90 degrees curvature where significant signal attenuation was antic-
ipated due to contact with the steel embedment, welds, and concrete. The mock-up was oriented in the 
field-observed position with the containment wall concrete oriented vertically and the floor oriented horizontally. 
The potential effects of concrete bonding, concrete shrinkage, and deadweight on horizontal surfaces were then 
examined. 

The mock-up of the straight wall shown in Figure 2 represents a typical wall where the liner is exposed on 
one side and is backed by reinforced concrete on the other. The liner plate is 1/4 (0.25) inch (0.64 cm) thick. It 
contains butt welds and stud attachments on the concrete side. The mock-up of the BWR drywell shell demon-
strated the feasibility to inspect the area of a nuclear plant which is embedded in the concrete and adjacent to the 
sand cushion. The shell was 1 1/8 (1.125) inch (2.86 cm) thick, which closely represented the field observed 
shell wall thickness. This increased thickness necessitated a change in the GW inspection system parameters, 
most notably the use of a lower frequency range. 

The steel shell and liner components for the three mock-ups were fabricated at a company specializing in the 
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Figure 3. Rendering of mock-up of BWR drywell shell. 
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rolling of steel. The parts were delivered in pieces and all welding and final assembly was performed on site at 
LPI’s laboratory facilities in New York City. The mockups were assigned the following nomenclature during 
testing: “BWR” for the BWR shell mockup, “A” for the PWR straight wall mock-up, and “G” for the PWR ba-
semat mock-up. 

Following assembly of the steel liner and shell components, the three mockups were inspected with the GW 
technique prior to any flaws being machined into them and prior to any concrete being poured, in order to gain a 
baseline reading. Figure 4 and Figure 5 show the mockups prior to flaw insertion and concrete placement, 
while Figures 6-9 show the fully constructed mock-ups after flaw insertion and concrete placement. Flaws were 
placed on both the ID and OD sides. A coordinate system for each mockup was developed and the coordinates 
for all flaws was identified. Replication of all flaws was performed before concrete was poured so flaw topo-
graphy could be maintained for future inspections. 

3. Experimental Procedure 
The model MsSR3030R instrumentation and probe (Guided Wave Analyis LLC, San Antonio, TX) shown in 
Figure 10 were utilized to perform the guided wave testing. The operating software in the laptop computer con-
trolled the operating parameters of the MsSR3030R instrumentation. Data was acquired through a USB port 
between the probe and laptop. The MsS probe consisted of a thin iron cobalt (FeCo) ferromagnetic strip and 
plate probe, which was used to apply a time-varying magnetic field to the nuclear mockups being tested. The in-
strumentation captured magnetic induction changes in the steel liner and shell components caused by the guided 
waves. The directional control of the wave propagation was achieved with this system by employing a phased 
array approach with two sensors. The GW was controlled such that propagation along one direction on either 
side of the MsS probe could be distinguished and separately evaluated. 

Figure 11 shows dispersion curves that plot wave velocities at different frequencies propagating in 0.375- 
inch-thick (0.95 cm) plate. The plate has three wave modes: Symmetric Lamb wave (S), Asymmetric Lamb 
wave (A), and Shear-horizontal wave (SH). Except for the SH0 wave mode, the velocities of other wave modes 
are dispersive and vary with the wave frequency. The velocity of the SHO-wave, however, is constant (that is,  

 

     
(a)                                                       (b) 

Figure 4. (a) Front and (b) side view of the BWR mock-up prior to concrete placement. 



B. P. Hohmann et al. 
 

 
1178 

 
Figure 5. The straight wall PWR mock-up, “A”, lying with its OD side stick-
ing up following welding of the four quadrants. 

 

 
Figure 6. The PWR wall mock-up, “A”, in the upright position following 
placement of concrete. Orientation of the four mock-up quadrants, the mock- 
up coordinate system for flaw location, and location of the Magnetostrictive 
sensor (MsS) probe placement noted in red. 
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Figure 7. The PWR basemat mockup, “G”, following place- 
ment of concrete. Red arrow points to curved region of the 
liner. 

 

     
(a)                                                (b) 

Figure 8. (a) Front and (b) side views of the fully constructed “BWR” shell mockup. 
 
equal to the shear wave velocity of the plate material) and thus is independent of the frequency. This property 
means the SHO wave is non-dispersive so that its wave form does not change as the wave propagates a long 
distance. Therefore, the SHO wave mode is mostly used for the inspection of steel plate samples and was used 
for the evaluation of the nuclear mockups. 

A scan was initially performed on the three mockups (labeled “A”, “G”, and “BWR”) using the model 
MsSR3030R instrumentation prior to introduction of flaws and placement of concrete to generate a baseline 
signal response. The procedure utilized to acquire data included cleaning the steel liner and shell surfaces prior 
to testing. Any dirt or superficial corrosion was wiped off. If these tests were to be performed in the future  
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Figure 9. Appearance of the three fully constructed mock-ups. 

 

 
Figure 10. MsSR3030R equipment and MsS plate probe used for inspecting mockups. 

 
on-site at an operating plant and the test surface was rough, a wire brush or sand paper would additionally be 
used for surface preparation. Following surface preparation, FeCo strips of suitable length were prepared and 
attached at exposed steel locations via a wax bonding technique. The wax bonding technique was removable and 
did not damage the steel surface. Mechanical coupling, shear coupling or epoxy bonding are also considered 
suitable for attachment of the FeCo strip. Tape was placed over the length of the FeCo strip and position coor-
dinates were marked on the tape. The FeCo strip was then conditioned (magnetized) for shear-horizontal mode 
operation. The MsS probe was then connected to the MsSR3030R instrumentation and placed on the object un-
der test. Data was then acquired and analyzed, as shown in Figure 12. This procedure was followed on all 
mockups for all three stages of testing. 

4. Results and Discussion 
One result revealed from performing the baseline scans was that the thickness of the steel liner or shell under 
inspection affected both the allowable and the optimal test frequencies. For the “BWR” mockup, which was 1.125 
inch (2.86 cm) thick, data were acquired at nine locations along the vertical y-axis direction with the horizontal  
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Figure 11. Dispersion curves of 0.375-inch-wall (0.95 cm) steel plate. 

 

 
Figure 12. Baseline data acquisition of “G” mockup with MsS instrumentation. 

 
x-axis position being held constant following placement of the FeCo strip. Two different lengths of MsS probe, 
4 in. and 8 in. were used to acquire baseline data. Data from the 4 in MsS probe were acquired at center fre-
quencies of 64, 90, and 128 kHz and two cycles. The resulting data plots for this mockup with the probe located 
at the (−26, 12) coordinate position are shown in Figure 13 and Figure 14. The data shows one end-reflected  
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Figure 13. RF data plot acquired with 4 in. long MsS plate probe located at (−26, 12). 
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Figure 14. Spectrogram data plot of the RF data in Figure 14. 



B. P. Hohmann et al. 
 

 
1183 

signal, E1, for three different shear-horizontal wave modes (SH0, SH1, and SH2). The spectrogram data of Figure 
14 shows the dispersive characteristics of the SH1 and SH2 wave modes. The dispersion curve for the BWR 
mockup is shown in Figure 15 for shear-horizontal wave modes only. The cutoff frequencies for SH0 through 
SH4 are shown with respect to group velocity in Figure 15. The cutoff frequency is defined as the frequency at 
which the mode does not remain purely guided, or in other words, when a guided wave mode is converted into a 
radiation mode. The effectiveness of the subject NDE technique requires that the wave remain guided. The cu-
toff frequencies for the SH1 and SH2 wave modes were determined to be 57 kHz and 115 kHz. In an attempt to 
remove the dispersive SH1 and SH2 wave modes, follow-up data was acquired at lower frequencies of 32 kHz 
and 45 kHz, however the resulting data did not have a high signal-to-noise ratio (SNR) for end-reflected signals. 
It was determined that at frequencies of approximately 90 kHz and higher, the amplitude of the SH1 mode is 
approximately equal to the SH2 mode. For this reason, during subsequent inspections this higher operating fre-
quency was used and the number of cycles was increased. The two operating conditions found to generate the 
best SNR for detection of flaws were determined to be 1) 82 kHz, 5 cycles and 2) 138 kHz, 5 cycles. The liner 
mockups “A” and “G”, which were only 0.375 in. and 0.25 in. thick, did not have the same limitations with dis-
persive waves as was found with the “BWR” mockup. 

Various types of flaws were introduced into all three of the mock-ups in order to simulate flaws typical of 
in-service degradation, such as pitting and corrosion, as well as flaws typically used in the evaluation of nonde-
structive systems, including flat bottom hole (FBH) flaws and cluster-type flaws of multiple FBHs in close 
proximity. The flaws and the number of flaws were selected to determine the feasibility and sensitivity of vari-
ous inspection techniques. The flaws would have been different if they were to be used for qualification of  
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Figure 15. Shear-Horizontal mode dispersion curve for BWR mockup. 
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inspectors. In all cases, a point of origin and coordinate system were selected for each mock-up, and the exact 
location of flaw placement was noted in order to compare with future inspections after concrete placement ob-
scured visual observation of flaws. Flaws of varying depths and diameters were placed on both the ID and OD 
sides of the mock-ups, as shown in Figure 16, and a flaw map legend was developed to facilitate the quantifica-
tion of each NDE technique with respect to flaw detection. A full description of the flaw map and inspection re-
sults is provided in reference [8]. Prior to pouring of the concrete, all flaws were replicated and then filled with a 
non-conductive epoxy mount material to inhibit intimate contact of the concrete with the flaw. 

For the “BWR” mockup, six flaws were inspected from the ID side and five flaws from the OD side. The MsS 
guided wave UT system was able to detect all six flaws (6/6) on the ID side prior to concrete placement, and 
three of five flaws (3/5) on the OD side prior to concrete placement. Following placement and curing of the 
concrete, the system detected 5/6 flaws on the ID side and 2/5 flaws on the OD side. Flaws that were not de-
tected prior to concrete were not detected after concrete had been poured. The flaw type with the lowest detecta-
bility was the “scalloped” flaw, which had an irregular shape and was meant to simulate actual in-service wall 
loss. Both the diametrical size of the flaw as well as the depth of the flaw affected detection capability. 

For the “G” mockup, nine flaws were inspected from the ID side and four flaws from the OD side. The MsS 
guided wave UT system was able to detect 7/9 flaws on the ID side and 4/4 flaws on the OD side prior to con-
crete placement. Following placement and curing of the concrete, the system detected 7/9 flaws on the ID side 
and 3/4 flaws on the OD side. As was the case with the BWR mockup, flaws not detected prior to concrete were 
not detected after concrete had been poured. Flat-bottom hole (FBH) and cluster type flaws were in general 
more easily detectable than scalloped type flaws. Detection of pitting flaws depended on flaw depth. In general, 
the presence of welds significantly attenuated the signals from the NDE technique. The presence of a liner 
thickness deviation at the weld location in the basemat region of the mock-up also significantly lowered flaw 
detection capability. 

For the “A” mockup, three flaws were inspected from the ID side and 13 flaws from the OD side. The MsS 
guided wave UT system was able to detect 3/3 flaws on the ID side and 11/13 flaws on the OD side prior to 
concrete placement. Following placement and curing of the concrete, the system detected 3/3 flaws on the ID 
side and 10/13 flaws on the OD side. Flaws not detected prior to concrete were not detected after concrete had 
been poured. Sensitivity to flaw detection was decreased for flaws in close proximity to mockup features such as 
studs or leak-tight channels. 

For all three stages of testing, data was acquired and evaluated by an ASNT Level III inspector certified in 
Guided Wave UT. In general, it was demonstrated that flaws or progressive degradation such as simulated cor-
rosion could be detected with the GW technique in visually inaccessible areas of the mock-ups. Simulated 
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Figure 16. Various flaws inserted into both ID and OD side of the BWR and G mock-ups. 
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corrosion-type flaws, as small as 2 inches in diameter, were detected at a distance of several feet with the ad-
vanced NDE technique. Flaws with a scalloped-type appearance had the poorest detection capability. Significant 
GW signal attenuation was observed at weld locations, with an approximately 50 percent loss in amplitude ob-
served. It should be noted that the signal effectively passed through three welds, as fillet welds were required for 
placement of the leak-tight channels, which were found around all full-penetration butt welds. Surprisingly, the 
presence of concrete had very little effect on the detection capability of the MsS guided wave system. It is be-
lieved that shrinkage of the concrete during curing permitted a small (micrometers) air gap to be present be-
tween the concrete and the metal liners and shell. This air gap allowed wave propagation over long distances. If 
the concrete had been in intimate contact with the liner and shell regions, it is expected that wave propagation 
would have been severely inhibited. The flaw sizing capability of the MsS system was not found to have ade-
quate precision for application in operating plants, and improvement in this area is a goal of future research and 
development. 

5. Conclusion 
This research demonstrated that flaws or progressive degradation such as simulated corrosion could be detected 
with the GW technique in visually inaccessible areas of the constructed nuclear containment mock-ups. Simu-
lated corrosion-type flaws, as small as 2 inches in diameter, were detected at a distance of several feet with the 
advanced NDE technique. In general, the presence of welds significantly attenuated the signals from the GW 
technique. The presence of a liner thickness deviation at the weld location in the “G” mock-up also significantly 
lowered flaw detection capability and increased signal attenuation. Future research in optimization of the flaw 
sizing ability of the MsS instrumentation would be required before implementation of the technique could be 
pursued in an operating nuclear plant. 
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Abstract 
In this paper, a receiver model for ultrasonic ray tracing simulation is described. This is a com-
plementary part of an existing simulation model and is the next step towards a numerical solution 
to the inverse problem and thus a NDT methodology for characterization of the dendrite orienta-
tion in a weld. The establishment of the receiver model is based on the electromechanical reci-
procity principle. A concise retrospect of the weld model and the 2D model is made. The reciproc-
ity principle is applied in an original way to handle the model problem including the back wall. 
Experimental qualitative validations for both P and SV waves on a specific weld are also made for 
C-scans included in this paper. Two different cases are studied. The first is a direct incidence of an 
ultrasonic ray towards the weld, and the second is a reflection from the back surface in the base 
material followed by an incidence to the weld. Even though mode-converted rays are excluded in 
the simulations, both the P and SV probe-models show the same behavior as the experimental re-
sults. The qualitative validation though reveals that it even if a thorough time-gating of received 
information would enable exclusion of mode-conversion in the model, inaccuracy of experimental 
results is affecting the evaluation of the weld model. 

 
Keywords 
Ultrasonic Receiver Model, Reciprocity Principle, 2D Ray Tracing 

 
 

1. Introduction 
In-service inspection of components that includes welds in austenitic stainless steel and Inconel metal has re-
vealed systematic faults that are due to unpredictable paths of the ultrasound in the welded material. These 
welds exhibit not only highly anisotropic behavior but also involve inhomogeneous ultrasonic properties. This is 
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caused by the solidification process and the orientation of the dendrites (i.e. large grain structures) is governed 
by the temperature gradient in the cooling process. 

Modeling of ultrasonic non-destructive testing (NDT) is important and helpful e.g. in predicting the response 
of an NDT inspection, correctly analyzing output data or acquiring a medium’s mechanical properties. Many 
endeavors have been made to simulate this process. Among them, some special efforts are made to ultrasound 
propagation through an anisotropic weld [1]-[7]. When ultrasonic NDT is performed on a weld with strong ani-
sotropy, special phenomena may occur compared to same inspection conducted on an isotropic medium. For 
example, the group velocity does not necessarily have the same propagating direction or amplitude as the phase 
velocity. This will make ultrasound beams propagate in an unexpected or unpredictable way through a weld. 

This paper is a part of an initiative to develop a methodology that estimates grains’ orientations in an aniso-
tropic weld by using ultrasonic information in an inverse scheme. Well defined anisotropy in the simulated vo-
lume is prerequisite in order to make simulations of the forward problem, i.e. ultrasonic inspection of an aniso-
tropic weld. The framework of such an initiative consists of a weld model, a forward 2D ray tracing model, ex-
periments and an inverse problem solver. The latter justifies the limitations in the simplified model presented in 
this paper (e.g. 2D model, no mode conversion and ray tracing). The assumption of the weld being two dimen-
sional and transversely isotropic is often used [8]-[12] and has recently also been experimentally validated [13]. 
Furthermore, the grain orientation is believed to be an essential factor that affects the propagation of ultrasound. 
In most simulation cases, a simple weld model is created by studying the macrograph of an austenitic weld. Dif-
ferent algorithms are then utilized to simulate the propagation of ultrasound through weld models. There also 
exist other methodologies to deduce anisotropic weld models that are not based on information retrieved from 
macrographs from reproduced welds. Gueudre et al. [14] have created a model by considering the welding 
process. In their models, the grain’s orientation at different positions is decided by several parameters such as 
the chamfer geometry, the number of passes and the diameter of electrodes. 

Another 2D ray tracing model was recently validated by using EFIT calculations [15] with very good agree-
ment. In simulating the propagation of ultrasound through the weld model, the ultrasonic beam is approximated 
for high frequencies as a ray. The direction of the ultrasonic energy is continuously followed. Transmission and 
reflection are considered on the fusion lines between the base material and the weld, as well as on the bounda-
ries between the sub regions in the weld. In the simulation, no mode conversion between the P wave and the SV 
wave is considered. This can be experimentally assessed by gating out the received information in thoroughly 
chosen time window. As a consequence, only the wave with the same mode is traced from the transmitter to the 
receiver. 

In the present paper, a receiver model is presented, which is a continuation of a previously developed forward 
ray tracing model [16]. For the modeling of a receiver in an ultrasonic NDT system, Auld’s electromechanical 
reciprocity principle [17] [18] is the most well-known approach. In most cases, it is applied to simulate the de-
tection of a diffracted signal from a scatterer in a medium [19]-[22]. The reciprocity principle is employed to 
model the detection of the ultrasonic transmitted signal in the 2D ray tracing program. There are seven sections 
in this paper. The second section is a brief retrospect of the weld model and the forward ray tracing model. It is 
followed by a discussion of the receiver model. Simulations and validations of the receiver model are introduced 
in Sections 4 to 6. Discussions and concluding remarks are presented in Section 7. 

2. A Retrospect of the Established 2D Ray Tracing Model 
The forward model is composed of four main elements: a weld model, a transmitter model, a 2D ray tracing al-
gorithm and a receiver model. In a previous paper [16], the first three models have been presented. A brief de-
scription is repeated here. 

The weld model is established by studying the crystalline structure of a V-butt weld. The prototype is a weld 
specimen provided by Swedish Qualification Center (SQC) and defined as weld B27 in [17]. Following the 
process of creating a weld model introduced in the previous paper and based on the macrostructure identified 
in Figure 1(a) the weld model is defined as shown in Figure 1(b). There are about eighty sub-regions in it, 
which have their own particular grain orientations. Each sub-region is considered homogeneous, lossless and 
transversely isotropic. For the weld model used in this paper, the grains’ elastic constants are 11 249 GPac = , 

12 112 GPac = , 13 145 GPac = , 33 216 GPac = , 44 55 129 GPac c= =  and ( )66 11 12 2c c c= −  (with the axis of 
symmetry in the local 3x -direction) and the density is 3 38.30 10  kg/mr = ×  [17]. The base material outside the 
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weld is modeled as conventional stainless steel and is prescribed to be isotropic (Lamé constants 109 GPaLλ = , 
79 GPaLm =  and density 3 38.02 10  kg/mr = × ). The dimension of the weld is as follows. The upper width is 

assumed to be 18 mm, and the lower width is 13 mm. The height is supposed to be 22 mm. For the convenience 
of the ray tracing simulations, the curved boundaries in the original weld model is further replaced by straight 
lines, which is shown in Figure 1(c). 

The model of the transmitter is created from a truncated traction distribution representing the pressure pro-
duced by the probe on the surface of the component [16]. The traction distribution is correlated to a presumed 
plane wave propagating in a half-space with prescribe direction. Taking a plane P  wave as an example, in the 
frequency domain, it can be described by the following expression, 

( ) ( )1 3sin cos
1 3sin cos pik x x

p A e γ γγ γ ⋅ + ⋅= +u e e                          (1) 

where A  is the amplitude of the wave; γ  is the angle between the propagation direction and the 3x  axis, 
and   pk  is thewave number. A diagram describing this assumption is shown in Figure 2. 

A truncation of the corresponding traction distribution along the upper surface of the half-space is performed, 
which provides 
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Figure 1. A weld model is generated by studying the macrograph of a typical weld. 
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Figure 2. The transmitter model is generated from a presumed 
plane wave propagating in an isotropic half-space. 
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where µ  is the shear modulus and sk  is the wave number of the S  wave. 
If Fourier transform in 1x  is fulfilled, the above truncated traction distribution is 

( ) ( ) ( ) ( )3
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Hence, Equation (3) is taken as the model of the ultrasonic transmitter. 
A simple 2D ray tracing algorithm has also been developed. The ray direction, which is also the ultrasonic 

energy direction, is derived from the relationship between the phase velocity and the energy velocity (the energy 
velocity must always be normal to the slowness surface). Since the group velocity and the energy velocity are 
identical for acoustic waves in a lossless medium, an expression can be utilized to calculate the energy velocity 
[23], 

1 3
1 3

g k k
ω ω∂ ∂

= +
∂ ∂

v e e                                     (4) 

with 1k  and 3k  as the components of the wave vector in 1x  and 3x  directions [16]. Transmission and ref-
lection on the fusion lines between the weld and the base material, as well as on the boundaries between differ-
ent sub-regions in the weld model are considered, which produce both the transmitted ray direction and the rela-
tive amplitude. Mode conversion is neglected in this 2D ray tracing model, which means that only waves of a 
single type are followed continuously. If there is no transmitted body wave generated, the ray tracing algorithm 
will stop. 

3. The Receiver Model 
In the modeling process, the ultrasonic testing is assumed to be performed with a transmitter-receiver structure of 
pitch-catch configuration. According to Auld’s reciprocity principle, the response of the receiver model can be 
expressed by the change of the electrical transmission coefficient between two states that correspond to the situa-
tions with or without a scatterer. Hence, the response of the ultrasonic receiver model can be calculated as 

( )2 1 1 2 d
4
i
P
ωδ

Γ
Π = ⋅ − ⋅ Γ∫ u t u t                                 (5) 

here, ω  is the angular frequency and P  is the probe electrical power. Γ  denotes the border of a closed inte-
gration contour surrounding the scatterer, u  denotes the displacement vector, and  t  is the traction. Subscripts 
1 and 2 indicate that the field is linked to two different states, 1 and 2. It is the difference between these two dif-
ferent states that produces the change in the electrical transmission coefficient. Auld’s reciprocity argument is 
only valid for a loss-free medium (i.e. no viscous damping) which is modeled in this case. The found deviations 
between experimental and simulated results presented in next chapter could partly be explained by this diversity. 

For the receiver model in this paper, state 1 is chosen as the actual testing situation. As shown in the left part of 
Figure 3, in this state the transmitter works in the presences of the reflecting back wall and the weld. The “scat-
terer” in Auld’s formalism [18] then consists of both the weld and the lower back surface. The transmitter is lo-
cated at positions along the negative 1x  axis and outside the weld. In state 2, the scatterer, defined above, is ab-
sent. The receiver acting as a transmitter then works over a homogeneous half-space with the same elastic proper-
ties as the base material. In addition, the transmitter functions along the positive 1x  axis and outside the weld. 
When performing calculations according to Equation (5), the integration contour is selected as the dotted lines in 
Figure 3. Thus, the whole scatterer is enclosed by the integration contour and the main task in simulating the  
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Figure 3. Illustrations of state 1 and 2 in the reciprocity model. 
 
received signal is to determine the displacement u  and the traction t  along the integration contour in these two 
states. 

Since the weld’s upper border ( )3 0x =  is assumed to be traction free in both states, this part of the integration 
gives no contribution to the calculation. In addition, the borders 11Γ  and 41Γ  are traction free in state 1 because 
the lower half-space is considered to be a vacuum. While in state 2, since there is no scatterer, the borders of 12Γ  
and 42Γ  are not treated as traction free as they are part of the infinite halfspace. In addition, fields in both states 
are calculated in the isotropic media on the boundaries 11 12Γ Γ , 21 22Γ Γ , 31 32Γ Γ  and 41 42Γ Γ . 

On the side of incidence, two different cases are considered in state 1. The first case is that ultrasound impinges 
directly on the boundary 21Γ  and propagates through the weld. The second case is that the ultrasound first im-
pinges boundary on the 11Γ , and then the reflected wave impinges on boundary 21Γ  and propagates further. 
Similarly, on the other side of the weld, the transmitted wave may first reflect on the boundary 41Γ  and then 
terminate at the upper border. Or it may run directly to the upper border. Therefore, in state 1, reflected fields on 
the boundaries 11Γ  and 41Γ  are considered. 

Let us assume a P  wave being reflected on 11Γ  as an example (the P  wave reflection on 41Γ  and the SV 
wave reflection can be dealt in a similar way). The incident plane P  wave is then propagating within the iso-
tropic part and can be defined by the following expression, 

( ) ( ) ( ) ( )1 31 3sin cos
1 3 1 3sin cos pp i qx h xik x x

p p
p

AA e q h e
k

γ γγ γ +⋅ + ⋅= + = +u e e e e                  (6) 

As in Equation (1), A is the displacement amplitude of the P  wave. q  and ph  are wave numbers in the 1x  
and 3x  directions, respectively. The wave number ph  satisfies 2 2

p ph k q= − . The total displacement field 
(the reflected SV wave is neglected) becomes 
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where r
pR  is the reflection coefficient given by literature [12] 
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Reflected fields on the boundary 21Γ  are not taken into account in the model because it is believed to give 
only a small contribution to the total field. As mentioned above in the forward ray tracing program, no mode 
conversion is considered in the calculations. The traction components on the boundary are given by i ij jt nσ= , 
where jn  is the component of the inward directed normal n  of the boundary. The stress ijσ  is determined 
by Hooke’s law ij ijkl klCσ ε= . Here, ijklC  is the stiffness matrix. The strain klε  is related to the displacement by 

( ), ,
1
2ij i j j iu uε = + . In these expressions, Einstein’s summation convention is used. 

4. Experimental Setup 
Since neither mode conversion, viscous damping or any coarseness of the weld are included in the model at this 
stage, the intention with the validation is to identify necessary modifications in the experimental procedure or 
essential limitations in selecting weld, when the inverse problem in a later stage is to be addressed. The valida-
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tion only intends to qualitatively validate the variation in anisotropic properties in the welding direction, in an 
ultrasonic pitch-catch perspective. 

The experimental part of this project was performed by the Swedish Qualification Center (SQC) according to 
instruction (i.e. procedure) developed in collaboration with Chalmers. The purpose to collect data from real in-
spection objects with material structure defined by the welding specifications is to compare experimental data 
with theoretically calculated values. The three-dimensional welded volume is piecewise modeled by two dimen-
sional line scans with variation of the predefined anisotropic orientation in each individual scan. 

Collection of data has been performed by keeping one probe on a fixed distance from the weld centre line and 
moving the receiving probe perpendicular to the weld in line with the other probe (see Figure 4). This has been 
repeated along the weld with an increment of 4 mm. Further details of used equipment, welding specifications 
and information of the procedure to collect experimental are specified in [17]. 

5. Simulations 
The output of the ultrasonic NDT system, expressed by the change in the electrical transmission coefficient, is 
calculated according to Equation (5), but in a discrete form on each boundary. The expression in Equation (5) is 
approximated by 

( )
1,2,3,4

2 1 1 24
i
P
ωδ

Γ

Π ≈ ⋅ − ⋅ ∆Γ∑ u t u t                             (8) 

In the calculations, 100 discrete points are preset evenly along the fusion lines 2Γ  and 3Γ , with an interval 
of 0.2214 mm∆Γ = . The number of integration points on 1Γ  and 4Γ  is determined by 

LN =
∆Γ

                                       (9) 

where L  is the horizontal distance between the lower left corner (or the right corner) of the weld and the as-
sumed furthest scanned position. In the simulation, the scan is supposed to cover from 10 mm to 108 mm along 
the upper surface of the base material, out of the weld. Therefore, 101.5 mmL =  is adopted and then 458N ≈ . 
In order to simulate the main lobe generated by a real ultrasonic transmitter, seven rays are adopted in each si-
mulation. The simulation result of the receiver model is the superposition of the contributions from these rays. 
These seven rays are distributed evenly between β±  from the transmitter’s nominal angle (i.e. prescribed an-
gle [21]). To determine the parameter β  in the simulation, an expression in Krautkrämer and Krautkrämer [24] 
 

 
Figure 4. A picture of the experimental setup with the transmitter and re- 
ceiver in a tandem configuration. 
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is referred to. It says that, for a circular piston oscillator, the divergence of the beam αγ  is approximately 

sin k
Dα α
λγ =                                       (10) 

In this expression, kα  is a factor whose value is supplied in a reference table to suit different sizes of the 
main lobe. α  is the ratio of the sound pressure on the edge to the maximum, λ  is the wavelength, and D  is 
the aperture of the probe. 

In this paper’s calculation, kα  adopts the value of 0.37kα = . This corresponds to a main lobe whose sound 
pressure on the edge is about 84% of the maximum, almost 1.5 dB which correlates with the ray assumption in 
the model. For a P wave probe of 2.25 MHz, the wavelength is  2.56 mml =  ( )5770 m/spC = . In the 2D 
transmitter model, the aperture of the transmitter is 10 mmD =  and the calculation from Equation (10) gives 

5.44pγ = . Similarly, for an SV wave probe of 1 MHz,   6.67svγ = . Based on these values 6p svb b= =  is cho-
sen. Since the plane wave assumption is made in the modeling, the calculation of the displacement amplitude of 
a ray in the transmitter model is based on the far-field amplitude information at a fixed distance from the trans-
mitter. Moreover, when a ray impinges on a boundary, only points lying in an area with a length of l around the 
intersection by the ray and the boundary is considered influenced by the ray. Points outside this area are not af-
fected by the ray. Therefore, fields are not calculated for these points. Experiences made from the simulations 
revealed that 12 mml =  was a good choice. To simulate different sections in a C-scan display, a different 
random variation with a maximum of ±5% is introduced in the grain orientations in each run of the calculation. 
The intention is to validate the degree of variation along the welding direction and qualitatively compare with 
the C-scan plots achieved from the experiments. Grains with an orientation of 90˚ to the 1x  axis (mostly in the 
center of a weld, as shown in Figure 1(c)) are free from this random change because they are believed to be 
close to the actual situation. 

Two different groups of simulations are performed for the same weld model, one for the P  wave and 
another for the SV wave. In each group, three different cases are simulated. Parameters for each case are listed 
in Table 1 with the transmitter positions defined in Figure 5. The experiments were set up under the same con-
ditions as listed in Table 1 and executed at SQC. Simulation results, as well as the corresponding experimental 
results are shown in Figures 6-17. Figure 6, Figure 8 and Figure 10 are simulation results for the P wave. They 
correspond to a transmitter position of −18 mm, −33 mm and −67 mm (along the x1 axis), respectively. For the 
SV wave, Figure 6, Figure 12 and Figure 14 are the simulation results of three different transmitter positions of 
−18 mm, −24 mm and −36 mm, respectively. Transmitter positions in the model’s coordinate system are shown 
in Figure 3. In each figure, subplot (a) is the plot of one of the ray tracing runs. There are totally nine runs be-
cause of the adoption of nine groups of randomness in the grain orientations. Here only the last group of the si-
mulation results among the nine runs is displayed for each simulation shown in subplot (a). Subplot (b) is the 
output of the receiver model corresponding to the different randomness taken in grain orientations in the simula-
tions. Subplot (c) is also the output of the receiver model, but depicted in a surface plot (i.e. a simulated C-scan). 
The 2x  axis in this subplot indicates different sections corresponding to a C-scan, and the subplot (c) shows a 
fluctuation in the signal response due to the randomly variation in grain direction in each individual line scan. 
To facilitate the comparison, the simulation results of the P  wave receiver model in Figure 6, Figure 8 and 
Figure 10 are first normalized with the maximum in Figure 6(b), and then transformed into decibel from 0 to 
−20 dB. The figures of the SV wave calculation are dealt with in a similar manner, but normalized with the 
maximum in Figure 12(b). 

6. Validations 
Experimental results of ultrasonic C-scan are displayed in Figure 7, Figure 9 and Figure 11 for the P  wave.  

 
Table 1. Experimental parameters on a specific weld. 

Wave type Probe angle 
(˚) 

Probe frequency 
(MHz) 

Transmitter position 
1 (mm) 

Transmitter position 
2 (mm) 

Transmitter position 
3 (mm) 

P 60 2.25 −18 −33 −67 

SV 45 1 −18 −24 −36 
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Figure 5. The relationship of the coordinate systems used in 
the simulation and the experiment. 
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Figure 6. Simulation result of the P wave (probe position is −18 mm). (a) Ray tracing plot; (b) 
Receiver model output 1; (c) Receiver model output 2. 

 
Figure 13, Figure 15 and Figure 17 are experimental results of the SV wave. In the experiments, a new coor-
dinate system is adopted so as to facilitate the operations, which is shown in Figure 5. Obviously, this is differ-
ent from the coordinate system used in the model shown in Figure 3. In each run, the distance 1l  of the trans-
mitter from the center of the weld is first determined. Then, the position of the transmitter is taken as the origin. 
The receiver scans a certain distance 2l  from the transmitter, in the negative direction. This can be observed in  
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Figure 7. Experimental result of the P wave (probe position is −18 mm). 
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Figure 8. Experimental result of the P wave (probe position is −33 mm). (a) Ray tracing plot; 
(b) Receiver model output 1; (c) Receiver model output 2. 
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Figure 9. Experimental result of the P wave (probe position is −33 mm). 
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Figure 10. Simulation result of the P wave (probe position is −67 mm). (a) Ray tracing plot; 
(b) Receiver model output 1; (c) Receiver model output 2. 
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Figure 11. Experimental result of the P wave (probe position is −67 mm). 
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Figure 12. Simulation result of the SV wave (probe position is −18 mm). (a) Ray tracing plot; 
(b) Receiver model output 1; (c) Receiver model output 2. 
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Figure 13. Experimental result of the SV wave (probe position is −18 mm). 
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Figure 14. Simulation result of the SV wave (probe position is −24 mm). (a) Ray tracing plot; 
(b) Receiver model output 1; (c) Receiver model output 2. 
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Figure 15. Experimental result of the SV wave (probe position is −24 mm). 
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Figure 16. Simulation result of the SV wave (probe position is −36 mm). (a) Ray tracing plot; 
(b) Receiver model output 1; (c) Receiver model output 2. 
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Figure 17. Experimental result of the SV wave (probe position is −36 mm). 

 
each figure of the experimental result. The scales of the abscissa on the first line are all negative, from about −30 
mm to about −80 mm. For the sake of making a better comparison between the simulation results and the expe-
rimental outputs, a coordinate transformation is executed as a post processing. With this coordinate transforma-
tion, the coordinate of the receiver is switched to be associated with the weld center, rather than the transmitter. 
This is realized by 3 2 1l l l= − , which is illustrated in Figure 5. After the transformation, a new abscissa whose 
scales are in parentheses is arranged in each figure of the experimental output, under the original abscissa. The 
experimental data are evaluated with the software UltraVision and displayed in gray palette. This causes the loss 
of color information. Therefore, an approximate peak position is labeled in each experimental result as a remedy. 

When considering the simulation results, it is observed from the subplots (a) that the P wave is less affected 
by the weld than the SV wave is. For the P wave, all rays can reach the upper surface of the weld model, while 
some of the SV rays terminate in the weld without further transmission. In addition, some of the SV rays behave 
irregularly when propagating through the weld model. This phenomenon implies that SV waves are more sensi-
tive to the grains’ crystal orientations, which coincides with common knowledge of the SV wave propagation in 
an anisotropic medium. On the other hand, this indicates that the weld model has more influence on the SV 
wave propagation than on corresponding P wave. Therefore, the partition of the weld, as well as the setup of the 
boundaries between sub-regions is essential for a successful simulation, especially for the SV wave. In addition, 
mode conversion is not considered in the modeling, which also possibly makes the number of transmitted SV 
waves too few. 

The receiver model presents the distribution of the signal in subplots (b) and (c). A simulated C-scan plot is 
implemented by the adoption of randomness in the modeled grain orientations. It is noticed that the distribution 
of the receiver model’s output does not agree with that of the ray tracing plot perfectly. In Figure 6(a), rays oc-
cupy the area almost from 30 mm to 100 mm along the upper boundary, while in Figure 6(b) and Figure 6(c), 
the main peak appears approximately from 37 mm to 52 mm. In Figure 8(a), rays are distributed over the area 
between 22 mm and 80 mm. But in Figure 8(b) and Figure 8(c), double peaks cover the area between 20 mm 
and 37 mm. Similar situations also occur in Figure 12 and Figure 16. Good agreement between the ray tracing 
plot and the receiver model output can only be observed in Figure 10 and Figure 14. In Figure 10(a), rays are 
terminated between 10 mm and 30 mm. In the corresponding receiver model output, a similar result is achieved. 
In Figure 14, the only two transmitted rays stop around 27 mm. The receiver model output covers approximate-
ly the same place. This phenomenon is believed to be caused by the application of the reciprocity principle. Ac-
cording to the reciprocity relationship, the modeled receiver is the same as the modeled transmitter. Thus, for a 
60˚ transmitter, the same type of receiver is supposed. Consequently, only the waves propagating around this 
angle contributes to the receiver’s main output. 

When considering the experimental outputs, it is found that since the scans only cover an interval of 20 mm 
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(from 30 mm to 50 mm) along the weld, marked difference among the sections of a C-scan cannot be noticed for 
the P wave results. But for the SV wave results, difference among the sections of a C-scan can be observed, e.g. 
in Figure 13 and Figure 15. In evaluating the P wave data, detailed analyses are always required to discern the 
true signal from the one caused by mode conversion because the signal strength caused by mode conversion is 
usually much stronger. This is clarified in Figure 7, Figure 9 and Figure 11, in which the dark areas on the 
rightmost side are believed to be caused by mode conversion. In addition, in Figure 11, only the left cursor in-
dicates the requested peak signal position. The right cursor is an indication of the mode conversion. 

If the receiver model’s output 2 and the C-scan plot of the experimental result are compared, the result is not 
very satisfying. Even if only the maximum response position is considered, there is a difference between the si-
mulation result and the experimental result. For the P wave experiments, in Figure 6(c), the maximum of the 
receiver model output is between 40 mm and 50 mm. However, the experimental result presents the maximum 
around 28 mm in the C-scan display. If Figure 8(c) and Figure 9 are compared, different peak forms can be 
noted though the areas of maximal signal overlap. Figure 10(b) displays a tendency of having the maximal sig-
nal in the weld, which is shown in Figure 11, while quantitative information is missed. This is caused by the li-
mitation of the receiver model, which always starts scans from 10 mm. For the SV wave experiments, similar 
disparity can be located also. For example in Figure 13, the experiment result indicates clearly that the maximal 
output is distributed in the area from 26 mm to 33 mm, while in the simulation result of the receiver model, this 
tendency is quite vague. In Figure 14(c), only some sections display the same distribution area of the maximal 
signal as in Figure 15. The differences between Figure 16(c) and Figure 17 can partially be attributed to the 
imperfectness of the weld model and the ray tracing model. Another possibility is the influence of mode conver-
sion that is mentioned above. In the modeling and simulations, mode conversion is not included. In the experi-
ments, the recorded result is a comprehensive action of all the factors that also includes effects such as mode 
conversion. This could to some extent be filtered out by thorough time gating of the received signal. 

7. Concluding Remarks 
A receiver model for a 2D ultrasonic ray tracing program is proposed in this paper. It is based on Auld’s elec-
tromechanical reciprocity principle. Two different states are employed in the calculation. The first state 
represents the actual testing situation. The “scatterer” is then present and the transmitter works at the same posi-
tion as in the actual measurement. For the second state, no “scatterer” is present and the transmitting probe is 
positioned on the other side of the weld (receiving side). Numerical calculations are performed for both P and 
SV waves. In each case, three different transmitter positions are used. The distribution of the detected signal 
then is presented by the receiver model. Simulation results are compared with the C-scan plots from the experi-
ments. In some of these cases there are obvious differentiations. This involves a number of possibilities due to 
deviations between the idealized mathematical model of the NDT inspection situation and the actual experimen-
tal data collected by conventional equipment in an industrial environment. Beside the previous mentioned ex-
clusion of viscous damping in the model also the simplification of the texture in the weld could be part of the 
explanation. Another plausible cause could be inaccuracies in the collection procedure of experimental data 
(described in [17]). The latter also indicates on how essential the time-gating procedure is when, as in this case, 
mode conversion is excluded in the model. 

A point achieved from the validating process and the comparison is that the simulation presents the maximum 
received signal at a point, while the experiments present the maximum output over an area. Hence, the resolu-
tion of the experimental results is vital to the evaluation of the later inversion calculation. How to obtain a relia-
ble result from the experiments and then apply it to the comparison with the forward simulation result is a new 
challenge. 
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Abstract 
Any attempts to apply techniques that are based on indirect measurements of parameters that are 
believed to correlate to any material properties (or state) in an in-line situation must by necessity 
identify a mathematical model of this relationship. The most conventional approach is to use some 
empirically based model. If the analysis instead is based on an analytical model of a physical ex-
planation, this trainee period can be minimized and the system is more dynamic and less sensitive 
to changes within the chain of production. A numerical solution to the inverse problem of ultra-
sonic crack detection is in this case investigated. This solution is achieved by applying optimiza-
tion techniques to a realistic model of the ultrasonic defect detection situation. This model in-
cludes a general model of an ultrasonic contact probe working as transmitter and/or receiver and 
its interaction with the defect. The inverse problem is reduced to minimization of a nonlinear least 
squares problem and is performed with a quasi-Newton algorithm consisting of a locally conver-
gent SVD-Newton method combined with a backtracking line search algorithm. The set of synthet-
ic data the model is fitted with are generated both by numerical integration and with the 
two-dimensional stationary-phase method while the forward solver in the optimization procedure 
is based on the latter. In both these cases, the convergence, in terms of numbers of iterations, is 
sufficient when the initial guess is reasonably close. 

 
Keywords 
Inverse Problem, Ultrasonic NDT, Quasi-Newton Algorithm 

 
 

1. Introduction 
Nondestructive testing (NDT) has many industrial applications with increasing use in reliability investigations of 
materials and components. New and stronger demands on safety, reliability and optimization have made it im-
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proper to just detect a flaw or the presence of inferior material properties. The need of quantitative information 
has given rise to more fundamental approaches to nondestructive evaluation (NDE) with growing emphasis on 
theoretical modeling of the ultrasonic inspection situation. 

In the previous research, we have developed a complete mathematical model of the ultrasonic NDT situation 
(UTDefect) which has been incorporated into different simulation software (SUNDT and simSUNDT). The de-
velopment has been ongoing since almost twenty years and has been validated and described in a numerous 
journal and conference contributions (see e.g. [1]-[3]). The model includes a general model of an ultrasonic 
contact probe working as transmitter and/or receiver and the interaction of the ultrasound with the defect. This 
realistic model offers the possibility of avoiding, or at least reducing, time-consuming and costly experimental 
work. It can also be useful in the design of inspection routines as it gives an estimate of weather a postulated 
defect can be detected or not. 

The practical situation when ultrasonic NDE is used is in fact an inverse problem, i.e. based on the signals 
from transmitting and receiving probes an interpretation is performed (see Figure 1). This interpretation is then 
often based on earlier experiences or by comparing with experimental work or computer simulations. Analytical 
solutions to the inverse problem have up today only been found for very simple situations and are often based 
upon a linearization of the inverse problem performed by the Born approximation (an extensive review discuss-
ing this is available by Bates et al. [4]). This linearization limits the applicability since it, at least in principle, 
restricts the problem to weak penetrable scatterers or low frequencies. Even so this assumption has actually been 
successfully applied for more complex ultrasonic situations [5]. A slightly different approach, still based on the 
Born approximation, has been to retrieve a large amount of point source information and address the inversion 
by various time domain back propagation techniques (Synthetic Aperture Focussing Techniques described in e.g. 
[6] [7]). Degtyar et al. [8] introduced an inversion procedure based on a nonlinear least-squares method to de-
termine elastic constants from group or phase velocity data in orthotropic and transversely isotropic materials. 
Corresponding approach has also been used in order to retrieve viscoelastic material properties based on ultra-
sonic experimental data (Castaings et al. [9] [10]). 

To investigate its possibility, we approach the inverse problem by applying optimization techniques to our 
previous general model of the ultrasonic inspection in the present paper. This choice of technique is based on a 
paper by Björkberg and Kristensson [4] where an optimization technique is successfully used to numerically 
solve an electromagnetic inverse problem. This problem originates from geophysical prospecting applications 
and differs from ours in the sense that all components of the scattered field is available by measurements from 
bore holes in the ground. In ultrasonic NDT situations, only two electric pulses in time, representing the incom-
ing and scattered field, respectively, are the available information from the transmitter and receiver. 

The aim of this paper is to investigate if it is possible to numerically solve the inverse problem that occurs in 
ultrasonic crack detection, by minimizing the mean-square error between the ultrasonic model and correspond-
ing data. 

The plan of the present paper is the following. In the first section, we briefly discuss the model of the NDT 
situation previously presented by Boström and Wirdelius [11] [12]. This includes the probe model, the interaction 
 

 

Inspection situation (inverse problem) Simulated situation (direct problem) 

 
Figure 1. Simulated situation versus inspection situation. 
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of the probe field with the defect and the reciprocity argument that handles the action of the probe when it is 
acting as a receiver. The next section presents the optimization technique that is used and is followed by a sec-
tion with numerical results based on previous sections. Finally, we give some concluding remarks and sugges-
tions for future considerations. 

2. Model of the Ultrasonic Inspection 
The governing linearized equations for wave propagation in an elastic medium are the equation of motion, 
Hooke’s law and the strain-displacement relation. If time harmonic conditions are assumed (time factor i te ω−  
is suppressed) these three relations can be combined into the elastodynamic equation of motion governing the 
displacement field u  

2 2 0p sk k− −∇∇ ⋅ − ∇×∇× + =u u u                               (1) 
where 

( )2 2

2 2

2p

s

k
k

ρω λ µ
ρω µ

 = +


=
 

are the compressional and shear wave numbers, respectively ( ρ  is the density, λ  and µ  are the Lamé con-
stants of the elastic half-space). 

The total displacement field is given by the sum of the incident field ( )iu  and the scattered field ( )su  
i s= +u u u                                        (2) 

Let us expand the incident field in terms of regular spherical partial vector waves ( )Re nΨ  and the scattered 
field in corresponding outgoing spherical partial vector waves ( )nΨ , i.e. 

Rei
n n

n
s

n n
n

a

f

 =



=


∑

∑

Ψ

Ψ

u

u
                                   (3) 

Then it is possible to find a linear relationship between the expansion coefficients for the incident and scat-
tered field and this entity is known as the transition matrix T  

n nn n
n

f T a′ ′
′

= ∑                                      (4) 

All information about the scatterer is contained in its transition matrix and there are various methods of 
evaluating it. Most common is to use the null-field approach [12] but in our case with a prescribed open 
penny-shaped crack it is more convenient to use an integral equation method previously described by Boström 
and Eriksson [13]. The T  matrix of a spherical cavity is obtained by separation-of-variables. 

We now introduce a coordinate system as in Figure 2 with the z  axis normal to the scanning surface and the 
x  axis chosen so that the probe beam is emitted into the third quadrant of the xz  plane with the angle γ  with 
the negative z  axis. In Figure 2, we have introduced ˆ ˆˆcos sink z xγ γ= − −  as the propagation direction and v̂  
is the S  wave polarization direction (with ˆ ˆ 0v k⋅ =  and x̂ , ŷ  and ẑ  as the unit vectors). We choose 
ˆ ˆSHv y=  and ˆˆsinˆˆ cosˆSV SHv v z xk γ γ= × = −  in order to distinguish between horizontally and vertically polar-

ized shear waves. 
In order to model a probe of specific type and angle, the traction vector corresponding to a plane wave of 

identical type and angle is taken as boundary conditions on the surface of the elastic half-space. Now let the 
contact probe be characterized by this prescribed traction on the surface of the elastic half-space and assume that 
this area, corresponding to the acting probe, is elliptic or rectangular. 

We then get 
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Figure 2. Geometry of the probe with definition of coordinate system and propagation/ 
polarization directions. 

 
beneath the probe and   =t 0  elsewhere (A represents the amplitude). The function ( ),g g x y=  and the con-
stant [ ]0,1δ ∈  enables reduction of edge effects and varied coupling respectively (for further details see [14]). 
In order to solve this boundary value problem and combine the incident field with the transition matrix formula-
tion, we make following ansatz for the displacement field radiated from the probe 

( ) ( ) ( )3
1

ˆ ˆ ˆd ;j jj C
γξ γ γ

−=
= ∑ ∫u r rφ                           (6) 

with the plane vector wave functions, ( )ˆ;j γ rφ , defined as in Boström et al. [15], and with the coefficients 
( )ˆjξ γ  as unknowns. Then the corresponding traction on the surface can be written as 

( ) ( ) ( )3
10 0

ˆ ˆd j j jjz z
γξ γ φ

== =
= ∑t tu                          (7) 

which is identified as a 2D Fourier transform with corresponding inverse transform of the applied traction vector 
(Equation (5)). This reduces the evaluation of the expansion coefficients to solving a system of equations. In or-
der to incorporate the probe model into the T  matrix formulation we have to transform our displacement field 
from the plane vector waves centred at the contact area into spherical vector wave functions suitably oriented 
and centred at the defect. This involves a transformation, a translation and a rotation as discussed in Boström 
and Wirdelius [1]. 

The characterization of the probe acting as a transmitter is encapsulated in the expansion coefficients for the 
incident field ( )na  and to evaluate its behaviour as a receiver we use a electromechanical reciprocity argument 
by Auld [16] and define two elastodynamic states: 

1 1

2 2

, : a acting as transmitter with defect present
, : b acting as transmitter without defect present





 
 

u t
u t

                      (8) 
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(each probe acting with incident power P ). Then the change in the electrical response of probe b , due to the 
presence of a defect (enclosed by a control surface S ), is found as 

[ ]2 1 1 2 d
4P S

i SωδΓ = − ⋅ − ⋅∫ t tu u                                (9) 

Expanding the two states in spherical vector wave functions and using the Betti identities we end up with the 
following expression for the electrical signal response 

'

characterization of transmitting probe by 
~ characterization of defect by with  

characterization of receiving probe by 

a
n

b a
n nn n nn

nn b
n

a
a T a T

a
δ

′

′ ′
′




Γ 



∑               (10) 

3. Optimization Technique 
In the previous section, the theory for the direct problem (the ultrasonic NDT model) has been presented while we 
in this section introduce the optimization techniques that are used to numerically solve the corresponding inverse 
problem (see [11] [14] for further details). 

The optimization problem is to fit a set of data ( ),i iy d , 1, ,i m=   , with a model ( ), im yx . 
Let us define the residual function as 

( ) ( )
: ,

,

n m

i i i

m n
r m y d

→ >
= −

 R
x x

                               (11) 

where n∈x  is a point in parameter space, iy  is the coordinate, id  is the data of the thi  “sampling” and 
( )ir x  denotes the thi  component function of ( )R x . Then the optimization can be stated as a minimization 

problem (referred to as a nonlinear least-squares problem) 

( ) ( ) ( ) ( )T 2
1

1 1minimize
2 2n

m
iif r x

=∈
= = ∑x 

x R x R x                    (12) 

A quadratic model of ( )f x  around the current point cx  is achieved by a two term Taylor expansion 

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ){ }( )

T T T2

T T T T

1
2

1 1          .
2 2

c c c c c c c

c c c c c c c c c c

g f f f

R R R J J J S

= +∇ − + − ∇ −

= + − + − + −

x x x x x x x x x x

x x x x x x x x x x x x x
   (13) 

with the Jacobian matrix n m∈ × J , with components ( ) ( )i jij r x= ∂ ∂J x x  and the second derivate matrix 
of ( )R x  as 

( ) ( ) ( )2
1

m
i ii r x r x

=
= ∇∑S x                                 (14) 

The next iterate +x  is then found as the minimizer of Equation (14) by applying Newton’s method (see Den-
nis and Schnabel [14]), i.e. 

( ) ( ) ( ) ( ) ( )
1T T

c c c c c c

−

+
 = − + x x J x J x S x J x R x                        (15) 

This is a fast local method since it is locally (i.e. near the true minimizer trx ) q -quadratically convergent but 
has the drawback of the necessity of calculating ( )S x  which is usually either unavailable or inconvenient to 
obtain. 

Instead of using the quadratic model ( )cg x , we introduce the affine model of ( )R x  around the current 
point cx  

( ) ( ) ( )( )
: ,n m

c

c c c c

m n→ >
= + −

 G
G x R x J x x x

                            (16) 
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This is an over determined system of linear equations and therefore we cannot expect to find an +x  that satis-
fies ( ) 0cG + =x . A logical consequence is then to choose the next iterate +x  as the solution to the linear 
least-squares problem 

( ) ( )2
2

1 ˆminimize
2n c cg

∈
=

x
G x x                            (17) 

If ( )cJ x  has full rank the solution can be written as 

( ) ( ) ( ) ( )
1T T

c c c c c

−

+
 = −  x x J x J x J x R x                       (18) 

The only difference between the quadratic models ( )cg x  (Newton method) and ( )ˆcg x  (Gauss-Newton 
method) is the lack of second order information of ( )2

cf∇ x  in the latter which makes it q -quadratically con-
vergent only if ( )tr =S x 0  (i.e. ( )R x  linear or ( )tr =R x 0 : a zero-residual problem). If it is a small-residual 
problem then the convergence will be q -linear. However, for large-residual problems it may not be locally con-
vergent at all. 

In order to enhance the Gauss-Newton method we introduce the singular value decomposition (SVD) of the 
Jacobian matrix ( )n m∈ × J  

( ) ( )T 0,   1, ,min ,
,    

0,   
ii i m n

ij

d i m n
d i j

σ= ≥ == = ∈ × = ≠



 J UDV D D              (19) 

where m m∈ × U  and n n∈ × V  are orthogonal matrices. The diagonal elements of D  (i.e. the singular 
values of J ) are the nonnegative square roots of the eigenvalues of TJ J  if m n≥  (or TJJ  if n m≥ ) and 
the columns of U  and V  are eigenvectors of TJ J  and correspondingly TJJ  if n m≥ . 

Furthermore we define a pseudoinverse of J , the Moore-Penrose inverse, as 

† † T ,=J VD U † =D ( )
†

†

†

1 , 0

     0, 0
0,

i
iii n m

i

ij

d

d i j

σ
σ

σ

  > =  ∈ ×  =
 = ≠

D                    (20) 

Then the minimizer of Equation (17) is found by (i.e. SVD-Newton iterate) 

( ) ( )†
c c c+ = −x x J x R x                                  (21) 

In order to suppress linear dependence of the column vectors, which will occur in the case of problems that are 
insensitive to variations of, or a linear combination of, parameters, we introduce the regularized Moore-Penrose 
inverse as 

† † T ,λ λ=J VD U ( )
2

†
† †

2

†

1 ,

   0,
0,

i
iii n m

i

ij

d

d i j

λ λ

σ λ
σ

σ λ

  ≥ = = ∈ ×  <
 = ≠

D D                    (22) 

where the regularizing parameter, λ , has the effect of masking off directions in parameter space in which the 
problem is ill-conditioned. 

The previous discussed locally convergent variation of the Newton method has to be supplemented by a global 
strategy in order to also enable global convergence to the problem. The direction of the Newton step is always a 
descent direction (if ( )cS x  is limited this includes the Gauss-Newton) but the step may well be too large and 
therefore not globally convergent. 

Given this descent direction, kp , and ( )0,1α ∈  we try to find 1k k k kζ+ = +x x p , with ( ]0,1kζ ∈ , until we 
get 
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( ) ( ) ( )T
1k k k c kf f fαζ+ ≤ + ∇x x x p                           (23) 

if also 

( ) ( ) ( ) ( ]T T T
1 ,   ,1k k k k k k k kf f fζ β β α+∇ = ∇ + ≥ ∇ ∈x p x p p x p                (24) 

is satisfied. Then there can be proven that given any direction kp  such that 

( )T 0k kf∇ <x p                                    (25) 

there exists 0kζ >  such that any method that generates a sequence { }kx  obeying these three conditions 
( )23 25→ , is at each iteration globally convergent. Let us define ( ) ( )ˆ

k kf fζ ζ= +x p  and, if we need to 
backtrack, use the most current information about f̂  to model it, and then take the value of ζ that minimizes 
this model as our next value of kζ . 

Initially we have; ( ) ( )ˆ 0 kf f= x , ( ) ( )Tˆ 0 k kf f′ = ∇ x p  and ( ) ( )ˆ 1 k kf f= +x p , which result in the fol-
lowing quadratic model of ( )f̂ ζ  

( ) ( ) ( ) ( ) ( ) ( )2ˆ ˆ ˆ ˆ ˆˆ 1 0 0 0 0qg f f f f fζ ζ ζ ′ ′= − − + +                      (26) 

then 

( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ ˆ ˆˆ ˆ ˆˆ ˆ0 2 1 0 0 0 and 0q qf f f f g gζ ζ ζ ′ ′ ′ ′′= − − − ⇔ = >                (27) 

and 
1ˆ 0,
2

ζ  ∈  
 is our new choice of kζ . 

In order to ensure proximity we in the numerical calculations start up with a SVD-Newton step (using Equa-
tion (22)) and if this full step does not give an acceptable decrease in the residual we use the above described 
backtracking line search along this direction. 

4. Numerical Results 
In this section we present numerical examples of the optimization algorithm developed by Björkberg and Kris-
tensson [11] and here implemented into the elastodynamic problem of defect detection. Our choice of NDE- 
situation has been the pulse-echo measurement on a elastic half-space with the material assumed to be steel with 
compression and shear wave speeds 5940 m/s and 3230 m/s (Poison’s ratio 0.29v = ). A major limitation of the 
numerical optimization is of course the necessity to postulate the defect geometry (i.e. a priori information on 
the used T  matrix). 

We have restricted our optimization to three combinations of defect geometry and scanning probe: spherical 
cavity (diameter 10 mm) detected with an unangled circular (diameter 10 mm) P probe, open horizontal penny- 
shaped crack (diameter 10 mm) detected with an unangled circular (diameter 10 mm) P probe and the same 
crack lying perpendicular to the surface scanned by a 60˚ angled quadratic (side 10 mm) SV probe. All defects 
are situated at a depth of 60 mm and given a radius of 5 mm and corresponding single frequency C-scans are 
found in Figures 3(a)-(c)) with individual normalization. 

These three ultrasonic inspection situations all contributes with four parameters which we then seek in our op-
timizations. These four parameters are the x  and y  coordinates, the depth a (of the defect centre) and the de-
fect diameter d. The deviations from the true values are given in percentages and for a and d these percentages 
are relative the values 60 mma =  and 100 mmd = . For the x  and y  coordinates, however, the percent-
ages are somewhat arbitrarily given relative (−10, −15), (−10, −15) and (70, −10) mm for cases 3A-C, respec-
tively (these are the distances from the defect to the lower left corner of the C-scans in Figures 3(a)-(c)). To 
identify what information our residual should be based upon we have done parametric studies and these are pre-
sented in Figures 4-6. These show that phase information in our case is not useful as a residual which is most 
obvious when we vary depth or size of the scatterer. The residual is also shown to be more sensitive to the num-
ber of frequencies than to the actual number of geometrical samplings points. This effect is revealed in Figure 5 
when compared with Figure 4 and is most obvious for the size parameter. 
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Figure 3. Pulse-echo amplitude as a function of probe position (all probes operating at 1 MHz single frequency): A/ 
Unangled circular (diameter 10 mm) P probe with a spherical cavity defect (diameter 10 mm) located at the depth 60 mm. B/ 
Unangled circular (diameter 10 mm) P probe with a penny-shaped crack (diameter 10 mm) located at the depth 60 mm and 
parallel to the surface. C/60˚ angled quadratic (side 10 mm) SV probe with a penny-shaped crack (diameter 10 mm) located 
at the depth 60 mm and perpendicular to the surface. 

 
In the expression for the expansion coefficients, a

na  and b
na , a double integral has to be evaluated. To avoid 

a quite computer time-consuming numerical integration (i.e. Gauss-Legendre qudrature), we have chosen to 
evaluate this with the two-dimensional stationary-phase method (the distance between defect and probe is used 
as the large parameter). In the far field this have been found to be accurate at least within the main lobe (see [1]) 
and in order to avoid what is referred to as an “inverse crime” (see Colton and Kress [17]), we have also opti-
mized with a “stationary-phase solver” on a integral solution of the direct problem. It is also necessary to sup-
press the compression part when using an angled SV probe to get the optimization successful. 

The time dependence is easy to obtain by an FFT algorithm, but even if the time window is easy to predict 
and thereby kept small this involves dealing with a waste number of points without any valid information since 
the response is a pulse in time. Therefore we have chosen to optimize in the frequency domain but with a similar  
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Figure 4. Amplitude residual and phase residual as a function of deviation from correct parameter value 
for NDE situation 3A. Parameters are: x and y coordinate, the depth a and the diameter d of the defect. 
Based on information from 12 freq. and 12 × 12 geometrical points (m = 1728). 
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Figure 5. Same as in Figure 4 but based on information from 50 freq. and 6 × 6 geometrical points (m = 
1800). 
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Figure 6. Same as in Figure 4 and Figure 5 but for NDE situation 3B based on information from 10 freq. 
and 11 × 11 geometrical points (m = 1210). 
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Figure 7. Optimization on situation 3C based on information from 50 freq. and 6 × 6 geometrical 
points (m = 1800). 
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weight function characterizing the probe as that proposed by Boström and Wirdelius [1]. In this model a sym-
metric sine square function is used as the frequency spectrum and our model of the signal response can therefore 
be written as 

( ) ( )( ) ( )2, sin Γ , ,   1, ,i i iy y y i mω ω δ= = x x                     (28) 

with m  as the product of geometrical sampling points and the number of frequencies. 
No normalization has been incorporated into the ultrasonic NDT model and therefore the actual residual value 

is individual in each case. The maximum amplitude of signal response for the three cases shown in Figure 3 
varies as 3 3

max maxΓ Γ 4.5B Aδ δ ≈  and 3 3
max maxΓ Γ 9A Cδ δ ≈ . 

The parameter that is limiting the optimization is the size and this is also obvious in the parametric study of 
the penny-shaped crack parallel to the scanned surface. In fact, the number of frequencies had to be increased to 
50 (10 frequencies are used in Figure 6) in order to get the optimization to converge. Even then the initial guess 
had to be within a deviation of 15 percentages in order to converge. 

Figures 7-9 shows the result from the optimization of the situation of a 60˚ angled SV probe with a 
penny-shaped crack perpendicular to the surface. In Figure 7 the initial guess of crack diameter is 85% of the  
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Figure 8. The depth variation when optimization is performed as in 
Figure 7 and for three initial guess of defect diameter. 
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Figure 9. The diameter variation when optimization is performed as in Figure 7 and Figure 8. 
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correct value and all the parameters convergence rate is presented in the figure while we have chosen to present 
the diameter and depth convergence rate as a function of initial guess of diameter in Figure 8 and Figure 9, re-
spectively. This is due to the fact that these two parameters are not independent of each other. The over-estima- 
tion of the depth at second iterate found in Figure 8 is as seen strongly dependent on the initial guess of diame-
ter and critical in terms of convergence. The two major stopping criteria of the optimization are the distance 
between two steps and sufficient decrease of the residual. 

In Figure 10, we present the optimization on the same NDT situation using an asymptotic probe model on 
data achieved by the corresponding integral solution. This reduce the convergence from being q-quadratical to 
being q-linear and the number of iterates increases from 20 to 25 before the stopping criterion of step size ends 
the optimization. At the minimum all parameters are within 1% deviation from the values representing the “true” 
minimizer, except for the x parameter that ends at 96% of its corresponding value. 
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Figure 10. Optimization as in Figure 7, performed with asympt. probe 
model on data generated by corresponding integral solution (non-zero residual 
probl.). 
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Figure 11 present the result of the optimization on the situation of an unangled P probe with a penny-shaped 
crack parallel to the scanning surface. The problem with overestimation of the depth parameter at the second it-
eratation is also present for this situation. Even though this effect is more pronounced in this case, the true 
minimizer is already found at the 10:th iterate. 
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Figure 11. Optimization on situation 3B based on information from 50 freq. and 6 × 6 
geometrical points (m = 1800). 
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In Figures 12-15, the type of defect is altered to a spherical cavity and scanned by an unangled P probe. For 
this situation the dependence between depth and diameter are even more obvious since the maximum signal re-
sponse is dependent on the distance represented by the difference between these two. The asymptotic probe 
model is used for data in Figure 12 while the numerical integrated solution is data in Figures 13-15. The 
non-zero residual problem in Figures 13-15 reduces the rate of convergence in terms of iteration as expected but 
the optimization actually becomes more insensitive to deviations from the “true” value in the initial guess of the 
size. At the minimum a cavity two percentages larger and oriented two percentages less in depth than that used 
to generate the data is found. 
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Figure 12. Optimization on situation 3A based on information from 50 freq. and 6 × 
6 geometrical points (m = 1800). 
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Figure 13. Optimization as in Figure 12, performed with asympt. probe model generated by cor- 
responding integral solution (non-zero residual probl.). 
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Figure 14. The depth variation when optimization is performed as in Figure 13 and for three initial 
guess of defect diameter. 



H. Wirdelius 
 

 
1221 

 

Su
m

 o
f s

qu
ar

es
 o

f r
es

id
ua

l 
Pe

rc
en

ta
ge

s o
f c

or
re

ct
 p

ar
am

et
er

 v
al

ue
s 

Iterate 

0 5 10 15 20 

100 

60 

0 

1000 

Iterate 

0 5 10 15 20 

80 

120 

25 

d(-40) 

25 

2000 

3000 

4000 

5000 

6000 

7000 

8000 

9000 

10000 

110 

90 

70 

d(-25) 

d(+20) 

 
Figure 15. The diameter variation when optimization is performed as in Figure 13 and Figure 14. 
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5. Concluding Remarks 
In the preceding sections, we have studied a numerical inverse solution to the non-destructive testing situation. 
The method we have used to achieve this has been the application of an optimization technique on a model of 
the ultrasonic inspection situation. If the inverse algorithm, described in previous sections, is to be used together 
with experimental NDT data a more general T matrix has to be implemented. Such as the T matrix for an elliptic 
or rectangular crack, oriented by three Euler angles, increases the number of parameters to eight which call for 
improvement of the convergence. One conclusion that can be made from the numerical section is that there is a 
distinct difference between global parameters compared with local (i.e. 3A/3B: a and d, 3C: x, a and d), in terms 
of convergence. 
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