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Abstract 
This paper presents the attack tree modeling technique of quantifying cy-
ber-attacks on a hypothetical school network system. Attack trees are con-
structed by decomposing the path in the network system where attacks are 
plausible. Considered for the network system are two possible network attack 
paths. One network path represents an attack through the Internet, and the 
other represents an attack through the Wireless Access Points (WAPs) in the 
school network. The probabilities of success of the events, that is, 1) the at-
tack payoff, and 2) the commitment of the attacker to infiltrate the network 
are estimated for the leaf nodes. These are used to calculate the Returns on 
Attacks (ROAs) at the Root Nodes. For Phase I, the “As Is” network, the ROA 
values for both attack paths, are higher than 7 (8.00 and 9.35 respectively), 
which are high values and unacceptable operationally. In Phase II, counter-
measures are implemented, and the two attack trees reevaluated. The proba-
bilities of success of the events, the attack payoff and the commitment of the 
attacker are then re-estimated. Also, the Returns on Attacks (ROAs) for the 
Root Nodes are re-assessed after executing the countermeasures. For one at-
tack tree, the ROA value of the Root Node was reduced to 4.83 from 8.0, 
while, for the other attack tree, the ROA value of the Root Node changed to 
3.30 from 9.35. ROA values of 4.83 and 3.30 are acceptable as they fall within 
the medium value range. The efficacy of this method whereby, attack trees are 
deployed to mitigate computer network risks, as well as using it to assess the 
vulnerability of computer networks is quantitatively substantiated. 
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1. Introduction 

One of the most critical concerns of computer and IT professionals today is in-
formation security or the lack of it. There is a plethora of evidence to support 
such a claim. In this day and age, a computer cluster for cracking passwords can 
generate 350 billion password guesses per second and could break any 
eight-character password in a maximum of 5.5 hours. Internet web servers must 
resist thousands of attacks every day, and an unprotected computer connected to 
the Internet can be infected in fewer than 60 seconds. As it is with different in-
dustries and organizations, institutions of higher learning are not immune to 
this scourge. Moreover, the historic openness of higher education institutions to 
the public has made their computer networks even more vulnerable to cy-
ber-attacks. Such vulnerabilities are discussed widely in extant literature. As-
sessment of the adverse impacts of information security vulnerabilities and 
threats in schools and academic environments has also been presented in con-
temporary literature. However, much of the reported work has been qualita-
tive. While qualitative research can be useful, their conclusions are often sub-
jective and lack details that provide the necessary impetus for clear and defini-
tive actions, as the research outcomes do not readily lend themselves to risk 
controls and implementation. Clearly, there is a need to quantify the impacts 
of cyber-attacks on modern-day establishments, since the rate of cyber-attacks 
continues to escalate at an alarming rate. Quantitative methods of modeling 
and analyzing cyber threats have been of great interest to a group of research-
ers such as Greitzer et al. [1], Xynos et al. [2], WINS [3] [4] and Roger [5] [6], 
who have all presented innovative approaches for analyzing cyber threats. 
Al-Mohannadi et al. [7] provided an insight into Cyber-attack modeling tech-
niques. This review advances a significant array of and sheds further light on 
cyber-attack modeling. Further work by the same author, Al-Mohannadi, et al. 
[8] in particular, enunciated how Cyber Threat Intelligence could be gathered 
from Honeypot Data. 

Furthermore, some quantitative studies carried out by Akinola et al., Baker, 
Balzarotti et al, Dacier et al., Edge et al., LeMay et al., and Mell et al. [9]-[15] 
used attack trees and their variants to examine and extend knowledge on the 
attributes of cyber-attack prone networks. Attack trees are illustrations of net-
work systems whereby, an asset, or target, may be compromised. Attack trees 
present interdependencies between attack paths by breaking down the complex-
ity of the network system and decomposing high-level parent goals into the 
smaller subtasks. Amenaza [16] indicates that the basic premise of an attack tree 
model is the elucidation of the vulnerability of the system, and ultimately, to 
isolate and report what is needed to achieve desired remedial outcome and suc-
cess. A set of tools was developed by Dacierel et al. [12] which provides auto-
matic security evaluations of UNIX-based systems. The tools are based on mod-
eling a network system, which transforms the privilege graphs into a Markov 
chain with all the corresponding possible successful attack scenarios. 
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Balzarotti et al. [11] discusses how relevant information on the attributes of 
the architecture, and the vulnerabilities inherent in a distributed system can be 
applied quantitatively, to assess the risk to which the network systems are ex-
posed. The advantage of this approach to risk evaluation is its capability to eva-
luate the extent to which one should believe in system integrity and trustworthi-
ness, and facilitates a comparative analysis of different evaluative outcomes. 

Another line of research is studying security measures for mobile ad-hoc net-
works, using attack and protection trees. The work of Edge et al. [13] indicated 
that Defense-trees could be used to mitigate or even eliminate vulnerabilities. 
There are a few limiting factors here, to the extent that some of the defense trees 
have overpopulated and thereby become redundant. Also, some factors such as 
the commitment of the attacker, that is, the willpower that the threat agent exhi-
bits, and the time committed to the pursuit of the goal intended are neglected in 
these models. 

Lemay et al. [14] calculated the State-based Security metrics of two variants 
of a Supervisory Control and Data Acquisition (SCADA) system architecture 
using the AD Versary VIew Security Evaluation (ADVISE) technique. The 
study demonstrates how the quantitative metrics produced by ADVISE can aid 
system design and provide much insight on system security. Akinola et al. [9] 
quantitatively evaluated the effect of cyber-attacks on a school network system. 
Their work involved evaluating information security as proposed by Cremoni-
ni and Martini [17], who used the Return-on-Attack (ROA) and the Re-
turn-On-Investment (ROI) methodologies and metrics, to assess and measure 
how an attacker’s preference changes with the selected security measure. Fur-
thermore, Akinola et al. [9] established that by executing specific countermea-
sures, the risk of cyber-attacks on a school network attack surface could be 
greatly reduced. The current work builds on previously established foundations; 
it applies a similar method to a different environment that is, a dissimilar school 
network system. It is relevant to point out that, while Akinola et al. [9] previous 
work used single values for the leaf nodes; this study extends the former by using 
randomly generated values to denote the leaf nodes. 

2. Methodology 
2.1. Network Description 

The network which is the test-bed for the study is a school computer network, 
consisting of the following elements—an Internet router (Cisco 890), a Fast 
Ethernet switch 1 (core switch, Cisco SFS3500) and an Ethernet switch 2 (Cisco 
SFE2000). Included in the network are Wireless Access Points (Linksys 
WAP300N), a Web server, a database server, and a Mikrotik firewall. The Inter-
net router connects to the web server (Apache HTTP) in the computer labora-
tory on the school premises. The workstations (running on Windows 2007), are 
of the ring-based topology. A database server (MYSQL) houses the records of 
graduates and matriculated students of the school at that time. The attacker pro-
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filed for this network is a disgruntled ex-student, whose motivation, is the will to 
compromise the database server that hosts the students’ valuable records, with 
the aim of modifying some of the data items including his. 

2.2. The Attack Tree Model 

For the attacker to commit his infamous act, and to compromise the database 
remotely, the attacker uses one of the wireless access points in the school vicini-
ty. Figure 2 and Figure 3 depict the architecture of the school’s network as well 
as the attack trees. The Attack goal is to compromise the database server—the 
root node. The tasks needed to achieve success on the attack are spelt out in 
Figure 2 and Figure 3. Each task is conceptually launched at a node in the attack 
tree. These are wireless access points 1 and 2 in Figure 1. Figure 2 is a schematic 
diagram of the various tasks that are involved, and it represents an attack via 
wireless access points, while Figure 3 depicts an attack through the Internet. In 
Figure 2 and Figure 3, the nodes that are conjoined by an arc must be per-
formed simultaneously for an attack to be successful, while those that are not, 
requires either of the nodes for success. Mathematically, this can be represented 
using the Boolean notations, i.e., “AND” or “OR” respectively. Akinola et al. [9] 
have represented the Return-on-Attack (ROA) formulation used in this work as 
follows: 

o sROA P CP=                           (1) 

where: 
Po = payoff; C = commitment; Ps = probability of success. 
The Commitment, C, is assumed to have a unit value because credible attack-

ers have the capability and the intention to exploit a node contemporaneously. 
The ROA values range from 1 to 10 and are Low, Medium, High and Very High  
 

 
Figure 1. The school network topology. 
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Figure 2. Attack tree diagram a for the school computer network. 
 
[13]. Low ROA values range from 1 - 3. In such a scenario, the attack’s impact is 
minor, and it could easily be detected and repaired. Medium ROA values are 
between 4 and 6, the attack’s impact on the network is usually, “Moderate”; there 
is typically a reduced performance or interruptions in resource availability. Fur-
thermore, in Attack trees with moderate ROA values, the integrity, confidential-
ity, and availability of the network require special effort to detect and repair. 
High ROA values are between 7 and 9. In this case, the attack’s impact on the 
network is “Severe”; leading to significant damage to the network system; there 
are essential informational access and disclosure to some system files. Consider-
able effort is required to detect and repair the damage on such networks. When 
the ROA value is 10, the network system is compromised completely, inoperable 
or destroyed. The attack vector can render the asset completely unavailable, in 
this case. 

The probability of success is calculated using Equation (2) [9]: 

s cv A uP A C A= ∗ ∗                           (2) 

where 

cvA  = Access Vector, AC  = Access Complexity, and uA  = Authentication. 
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Figure 3. Attack tree diagram b for the school computer network. 
 

The access vector ( cvA ) shows how vulnerabilities may be exploited. The 
access complexity ( AC ) metric describes how easy or difficult it is to exploit the 
exposed vulnerability. The number of times that an attacker can be authenti-
cated to a target node for exploitation is indicated by the authentication ( uA ) 
metric. However, successful authentication is not taken into account. For locally 
exploitable vulnerabilities, this value should only be set to single or multiple val-
ues if further authentication is required after initial access. Numerical values for 
the Access Vector, Access Complexity, and Authentication are derived from a 
common vulnerability scoring system guide [17]. The probabilities for the in-
termediate and root nodes Po and Ps are calculated using Equation (3), (4), (5) 
and (6) [13]: 
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For “AND” nodes: 
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=∏                             (3) 
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− −∏                      (4) 

For “OR” nodes 

( )11 1 probk
is iP

=
= − −∏                       (5) 

1max payoffk
o i iP ==                          (6) 

where 
( ) [ ]Prob 0,1 ;  Payoff 1,10∈ ∈ , k = number of leaf nodes. 

3. Results and Discussion 

Again, Figure 2 and Figure 3, present the two Attack Trees A and B examined 
in this study. The Payoff, Access Vector, Access Complexity and Authentication 
values for the two Attack trees which tally with expert opinions, are presented in 
Table 1 and Table 2. The Payoff, Access Vector, Access Complexity and Au-
thentication values are used to calculate the ROA values for the leaf and inter-
mediate nodes. These values are subsequently used to calculate the ROA values 
required to compromise the database for Attack Trees A and B (Figure 1 and 
Figure 2). The ROA values obtained at the root nodes (RN) are 8.00 and 9.35 for 
Attack Trees A and B respectively. These ROA values fall in the High range, im-
plying that both root nodes can be exploited easily. 

With Attack Tree A (Figure 2), the attacker severely impacted the network 
system thereby, causing considerable informational disclosure and access to 
many system files, while with Attack Tree B (Figure 3), the attacker rendered 
the resource completely unavailable. 

It must be pointed out that given that the reported values in Table 1 and Ta-
ble 2, may not reflect the actual real-life situations. Therefore, the access vectors, 
access complexities, and authentication values were varied randomly within a 
5%, 10%, 20%, 30%, 40% and 50% range of the expert opinion values presented  
 
Table 1. Parameters used in calculating ROA for Attack Tree A. 

Node Task name Payoff 
Access  

Vector (AV) 
Access  

Complexity (CA) 
Authentication 

(AU) 

LN1 
Social Engineering on  

Work Station 
7 1 0.40 1 

LN2 Brute Force on Admin 6 1 0.60 1 

LN3 Packet Sniffing 4 1 0.60 1 

LN4 MAC Address Spoofing 5 1 0.90 1 

LN5 Spoofing Username & Password 7 1 0.60 1 

LN6 Man-in-the-Middle Attack 6 1 0.36 1 

LN7 Run Arbitrary Code on LAN 8 1 0.85 1 
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Table 2. Parameters used in calculating ROA for Attack Tree B. 

Node Task name Payoff 
Access  

Vector (AV) 
Access  

Complexity (CA) 
Authentication  

(AU) 

LN1 Synful Knock 8 1 0.70 1 

LN2 MAC Address Spoofing 5 1 0.90 1 

LN3 Exploit Winbox Proxy 6 1 0.60 1 

LN4 Bypass Ipsec via Tunnel Traffic 7 1 0.60 1 

LN5 Install Rootkit 8 1 0.40 1 

LN6 Man-in-the-Middle Attack 6 1 0.36 1 

LN7 Run Arbitrary Code on LAN 8 1 0.80 1 

 
in Table 2 and Table 3. The calculations for ROA were performed 10,000 times 
to simulate more probable situations. The results obtained are shown in Figure 
4 and Figure 5 for Attack Trees A and B respectively. 

Figure 4 shows that for Attack Tree A, the maximum and minimum ROA 
values are 7.98 and 8.00 when the access vectors, access complexities, and au-
thentication values are varied randomly within +50% of expert opinion. The av-
erage ROA for the attack path is 7.99. The implication is that for these Attack 
trees, the ROA value is always high even when errors exist in estimating key pa-
rameters. 

Also, the maximum and minimum ROA values vary from 9.40 to 5.86 for the 
Attack Tree B (Figure 5) when the Access Vectors, Access Complexities, and 
Authentication values are also varied randomly within ±50% of expert opinion 
values. The average ROA for the Attack path is 9.12, which means that for half of 
the time, the ROA value is greater than 9.00; a High ROA value which may be 
unacceptable. Clearly, the ROA values in both the Attack Trees A and B are 
high. The implication is that an upgrade of the two trees is needed to reduce 
their vulnerability. Figure 6 and Figure 7, present the suggested upgrade Attack 
trees. 

All things considered, the recommended security upgrades to be implemented 
on leaf nodes on the Attack Trees are: 

1) Adding Intrusion Detection and Prevention Systems (IDPS) at ‘sensors’ on 
the network diagram. 

2) Adding Remote Access Servers (RAS) before the business processing unit 
of the digital Network, as all inbound and outbound traffic is routed through 
this unit. 

Again, new Access Vectors, Access Complexities, and Authentication values 
were obtained for the Attack Trees A and B, by expert judgment. These values 
are shown in Table 3 and Table 4 for the Attack Trees A and B respectively. 

The ROA values for the nodes are re-calculated, and the results are presented 
in Figure 6 and Figure 7 for the upgraded Attack Trees A and B respectively. 
The ROA values at the root nodes are 4.32 and 3.30 for Attack Trees A and B 
respectively. These ROA values are lower than the values reported before the  
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Table 3. Parameters used in calculating ROA for Attack Tree B after upgrade. 

Node Task name Payoff 
Access Vector 

(AV) 
Access Complexity 

(CA) 
Authentication 

(AU) 

LN1 Social Engineering 7 0.6 0.4 0.4 

LN2 Brute Force 6 0.6 0.4 0.7 

LN3 Packet Sniffing 4 0.4 0.6 0.4 

LN4 MAC Address Spoofing 5 0.6 0.6 0.4 

LN5 Spoof Username & Password 7 0.6 0.4 0.7 

LN6 Man-in-the-Middle Attack 6 0.6 0.3 0.53 

LN7 Run Arbitrary Code on LAN 8 0.85 0.28 0.4 

 

 
Figure 4. ROA values with random variation in Acv, CA and Au values for At-
tack Tree A. 

 

 
Figure 5. ROA values with random variation in Acv, CA and Au values for 
Attack Tree B. 

 
upgrades, and the ROA values fell to the medium score range for ROA values. 
Thus, the suggested upgrades were effective. Hence, they did reduce the vulne-
rability to compromise the Database. 

To further obtain better estimates of the ROA values at the Root nodes for 
each Attack Tree, repeated calculations were performed by randomly varying  
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Figure 6. Attack tree diagrams a for school computer network after upgrade. 
 
Access Vector, Access Complexity, and Authentication values up to the +50% 
range. The calculations were performed 10,000 times with randomly generated 
values of Access Vectors, Access Complexities, and Authentication. A summary 
of the results is shown graphically in Figure 8 and Figure 9 for Attacks Trees A 
and B respectively. Again, the results indicate that the error in ROA value in-
creases proportionally with estimated errors in Access Vector, Access Complex-
ity, and Authentication values; however, the ROA values average out to the val-
ues obtained in Figure 6 and Figure 7 for the Attack Tree A and B respectively. 

4. Conclusion 

Considered in this study, are two attack scenarios on compromising a database 
in a school network. The networks were analyzed quantitatively, using the attack 
tree method. The ROA for each attack scenario was determined, and in both 
cases, they turned out to be >7.0; which meant they are in the high range band. 
The implication is that the database could be compromised easily. When sug-
gested upgrades were implemented, the ROA values reduced to 4.32 and 3.30 for  
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Figure 7. Attack tree diagrams B on school computer network after upgrade. 

 
Table 4. Parameters used in calculating ROA for Attack Tree B after upgrade. 

Node Task name Payoff 
Access  

Vector (AV) 
Access  

Complexity (CA) 
Authentication  

(AU) 

LN1 Synful Knock 8 0.6 0.4 0.4 

LN2 MAC Address Spoofing 5 0.6 0.4 0.7 

LN3 Exploit Winbox Proxy 6 0.4 0.6 0.4 

LN4 Bypass Ipsec via Tunnel Traffic 7 0.4 0.6 0.4 

LN5 Install Rootkit 8 0.6 0.4 0.7 

LN6 Man-in-the-middle Attack 6 0.6 0.4 0.4 

LN7 Run Arbitrary Code on LAN 8 0.6 0.4 0.4 

 
Attack Tree A and Attack Tree B respectively. The ROA values are acceptable 
because they fall in the Medium range. Even when errors in the Access Vector, 
Access Complexity, and Authentication values were used to calculate the ROA 
values, the values fell within the 4 - 7 range, which is an acceptable bound. The  
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Figure 8. ROA values with random variation in Acv, CA and Au values for 
Attack Tree A after upgrade. 

 

 
Figure 9. ROA values with random variation in Acv, CA and Au values for 
Attack Tree B after upgrade. 

 
results of the study held steady. The method can, therefore, be used to mitigate, 
and by extension, to assess the vulnerability of computer networks quantitative-
ly. 
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Nomenclature 
Acv Access Vector 

Au Authentication 

C Commitment 

CA Access Complexity 

IN Intermediate Node 

LN Leaf Node 

Po Payoff 

Ps Probability of Success 

R Returns on Attack 

RN Root Node 

ROA Returns on Attack 

ROI Return on Investment 

WAP Wireless Access Points 
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