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Abstract 
There has been disagreement over the value of purchasing space in the meta-
verse, but many businesses including Nike, The Wendy’s Company, and 
McDonald’s have jumped in headfirst. While the metaverse land rush has 
been called an “illusion” given underdeveloped infrastructure, including in-
adequate software and servers, and the potential opportunities for economic 
and legal abuse, the “real estate of the future” shows no signs of slowing. 
While the current virtual space of the metaverse is worth $6.30 billion, that is 
expected to grow to $84.09 billion by the end of 2028. But the long-term legal 
and regulatory considerations of capitalizing on the investment, as well as the 
manner in which blockchain technology can secure users’ data and digital as-
sets, has yet to be properly investigated. With the metaverse still in a concep-
tual phase, building a new 3D social environment capable of digital transac-
tions will represent most of the initial investment in time in human capital. 
Digital twin technologies, already well-established in industry, will be ported 
to support the need to architect and furnish the new digital world. The return 
on and viability of investing in the “real estate of the future” raises questions 
fundamental to the success or failure of the enterprise. As such this paper 
proposes a novel framing of the issue and looks at the intersection where 
finance, technology, and law are converging to prevent another Dot-com 
bubble of the late 1990s in metaverse-based virtual real estate transactions. 
Furthermore, the paper will argue that these domains are technologically 
feasible, but the main challenges for commercial users remain in the legal and 
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regulatory arenas. As has been the case with the emergence of online com-
merce, a legal assessment of the metaverse indicates that courts will look to 
traditional and established legal principles when addressing issues until the 
enactment of federal and/or state statutes and accompanying regulations. 
Lastly, whereas traditional regulation of real estate would involve property 
law, the current legal framing of ownership of metaverse assets is governed by 
contract law.  
 

Keywords 
Blockchain, Digital Real Estate, Digital Retail, Digital Twin, Digital Content, 
Finance, Metaverse 

 

1. Introduction 

The word “Metaverse” is a finalist for the word of the year for Oxford University 
Press, and the past year has demonstrated why. Formerly Facebook, Meta in-
vested billions into building an immersive reality platform, while Decentraland 
and The Sandbox worked to create Web3 versions of 3D social environments 
[1]. With films like Ready Player One (2018), immersive virtual environments 
are at the forefront of popular imagination, and seemingly within reach. Ball [2] 
defined the metaverse in terms of an interoperable and scalable real-time net-
work that can be experienced in 3D virtually and synchronously. There would be 
no limit on the number of users and all interactions, including social, financial, 
and so on, would take place within this persistent virtual community. However, 
the version of the metaverse that we currently see with companies like Meta is 
not interoperable or scalable. Instead of being inside a virtual or 3D version of 
the internet, there are many portals to enter different virtual spaces on different 
platforms. Therefore, we actually have a multiverse of metaverses existing si-
multaneously [3]. One limitation on interoperability is that technology alone 
cannot be leveraged to build the metaverse. A stable and trustworthy economy is 
also required, and the current digital economy is still based around centralized 
organizations, such as banks and companies, who own digital properties instead 
of users [4]. Blockchain-related technologies have been cited as a potential solu-
tion for decentralization and a step closer to a true metaverse [5].  

First introduced as bitcoin cryptocurrency, blockchain technology laid the 
foundation of today’s digital currency market given the ability to create a shared 
economy [6]. As a ledger that stores committed transactions, blockchain facili-
tates digital asset tracking and security in a financial network. Each transaction 
is stored as a block that is linked together using cryptographic methods or hash-
ing mechanisms to ensure the immutability of the ledger. The process allows for 
the potential for securing sharing even when the commercial environment is in-
secure. Most importantly, blockchain can operate without a centralized authori-
ty to oversee it and thus operates on a decentralized ledger [7]. Given that proof 

https://doi.org/10.4236/jilsa.2023.151001


J. Hutson et al. 
 

 

DOI: 10.4236/jilsa.2023.151001 3 Journal of Intelligent Learning Systems and Applications 
 

of work is employed as the consensus mechanism in blockchain, the process is 
ideal for e-commerce platforms. When considering the metaverse, blockchain 
can provide accountability in an unproven and unstable digital, financial 
eco-system. For example, since the ledgers are plainly visible to all involved, 
trust is not necessary between different parties as there is improved cybersecuri-
ty and protection against data manipulation with security provided by the net-
work of participants and the technology itself [8] [9] [10]. Intermediaries that 
provided trust and security, such as central banks, and central counterparties 
would be obsolete [11] [12]. At the same time, the potential benefits of block-
chain do not exist without inevitable challenges. Current world authorities have 
found applying technology-neutral regulation to distributed ledger technology 
(DLT) in finance. The emergence of cryptocurrencies also has the ability to by-
pass existing legislation regarding money laundering and has been used to faci-
litate illegal activity [13] [14] [15], which resulted in calls to action and further 
regulation [16] [17] [18]. 

In addition to blockchain disrupting financial models and potential challenges 
to the centralized banking system to monitor transactions, the potential social, 
professional, and economic changes to be wrought by the forthcoming meta-
verse should be equally weighed. In fact, the two will work in tandem to form a 
new manner in which the global economy will exchange information and cur-
rency in the near future. Businesses must now operate in three dimensions of 
commerce. Whereas having a brick-and-mortar establishment was sufficient to 
remain competitive until the rise of smartphones and web shopping, so was 
having a website domain with a company’s name until the rise of the metaverse. 
Every professional, let alone every business is expected to have a website to be 
seen as credible, legitimate, and also to provide a portal to review and purchase 
potential goods and services.  

Retailers are expected to have high-quality photographic reproductions of 
their products for consumers to peruse. The value of the website domain (and 
specific name) can thus be quantifiable, just as the value of a physical store 
shoppers purchase goods and services. Many companies have been using the 
metaverse to move beyond the two-dimensional display of products to “retail 
theater” and three-dimensional products that consumers can interact with as 
avatars in a 3D virtual world. The latest round of companies is continuing the 
trend since Second Life launched in 2003. Therefore, from the perspective of 
marketing and advertising, the investment in “real estate of the future” in the 
metaverse can be equated to the value of a company website. In the same fa-
shion, a digital twin of a store in the metaverse must be designed, built, hosted 
on a server, and maintained. But how will businesses move past mere advertising 
in the metaverse to consider digital twins of retail establishments economically 
viable? 

But what about investments that seem to outpace that value proposition? 
Given the rise of digital locations that only exist online, digital real estate has 
provided the ability for creators to sell directly to others in the metaverse. As an 
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example, owning digital real estate and selling tickets to virtual events or digital 
art as non-fungible tokens (NFT). There are many opportunities to prospect 
land in the metaverse with more and more platforms appearing. In the real es-
tate market, new construction of luxury homes is being marketed by pairing a 
digital twin of the new construction in the metaverse. ONE Sotheby's Interna-
tional Realty has recently aligned with a general contractor and NFT collector to 
offer a virtual counterpart to its real-world mansion in The Sandbox metaverse 
platform. The Purchaser of the NFT asset, which will be transacted on the Ethe-
reum blockchain, will also acquire the rights to physical property [19]. Firms 
have begun to spend millions to purchase space in the metaverse, seemingly 
banking on the value of the blockchain-supported technology becoming some-
thing more than a 3D website. For instance, in 2021, an investment firm pur-
chased 2000 acres of virtual real estate for around $4 million. The virtual real es-
tate existed only in the metaverse platform known as The Sandbox. The firm 
then owned the equivalent of 1,200 city blocks in the virtual space which was 
paid for via 792 nonfungible tokens (NFTs) on Ethereum blockchain [20]. 
Another example can be found with the investment fund Republic Realm, which 
in June, 2021 bought a parcel of digital land in Decentraland for more than 
US$900,000. The fund has plans to develop the virtual plot of land into a virtual 
mall named Metajuku, which is designed after the Harajuku district in Tokyo 
[21]. As such, various firms are most interested in platforms with specific market 
caps because limiting the number of parcels of virtual real estate limits supply. 
As with Decentraland and The Sandbox, which both have market caps, as the 
demand for digital real estate rises, so does the price per parcel of land.  

At the moment, however, the nature of ownership in the metaverse is still be-
ing negotiated [22]. What remains unclear still is which platforms will become 
the most popular. And because of that, it can be challenging to determine what 
real estate in the metaverse will be worth a significant amount in the future. In 
these and other examples, the spaces and even the products that they sell are ei-
ther hosted on privately owned servers, or products sold in the metaverse as 
NFTs still limit control of the digital asset. With this in mind, what will be the 
major legal considerations with such an approach in the future? To allow eco-
nomic interactions in the metaverse, the platform must allow for currency, 
goods, and services to be traded. While blockchain has the potential to address 
these challenges, immediate obstacles will be regulatory and not technological. 
For instance, even though there are claims that virtual ownership is guaranteed, 
the current legal framing of ownership of metaverse assets is not governed by 
property law at all, but rather by contract law. Ownership of land has always 
been a fundamental right with accompanying privileges in the United States. 
Indeed, the right to vote in most states was limited to freeholders upon the rati-
fication of the Constitution. Without legislative change, the statutory protections 
attendant to the ownership, possession, and sale of real property will not apply 
to metaverse property, which is not land—but a digital asset. This study seeks to 
investigate potential future research and consider the forthcoming regulatory 
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issues with metaverse-based virtual real estate transactions. 

2. Literature Review 
2.1. Building Regulation: Blockchain Finance and the Metaverse 

A potential solution to regulation in a decentralized financial system is embed-
ded supervision. Auer [23] argues that the rise of blockchain in finance will im-
prove efficiency regarding supervision. Embedded supervision would provide a 
specific regulatory framework where a specific ledger would no longer need to 
be verified given the automatic monitoring built in with blockchain. However, 
the conditions required are currently hypothetical and would need to consider 
the following [24]. As outlined by Auer [23], embedded supervision must:  

1) Be supported by a regulatory framework and an effective legal system;  
2) Applied to achieve economic finality-once a transaction is not profitable to 

undo;  
3) Be designed for economic consensus, knowing that the market will be au-

tomatically supervised; and  
4) Promote low-cost compliance to be equitable for both large and small firms 
The benefits of such an approach are evident in that, like blockchain, there is 

no need for oversight, which is also the primary point detractors point out. Such 
embedded supervision could easily be adapted to the current e-commerce strat-
egies from the gaming industry. In fact, the combination of blockchain technol-
ogies and gaming has already led to play-to-earn games with tokens that use 
their own economy, commerce, and so on. Blockchain developers have drawn 
inspiration from gamification, which can currently be seen in Decentralized 
Finance (DeFi) and GameFi [25]. 

Moreover, developments in the gaming industry and blockchain continue to 
run parallel, leading to inevitable integration. With respect to the metaverse, 
blockchain is well-suited as a decentralized, financial solution for the following 
reasons, as outlined by Turdialiev [26]: 

1) Digital proof of ownership: Through digital wallets, ownership can be 
demonstrated with regards to any asset on the blockchain.  

2) Digital collectability: Using NFTs, entirely unique assets can be created 
that can be collected, reflecting practices in the real world.  

3) Transferable value: Current multiplayer games online can transfer value 
between users. Such an approach can be adopted with blockchain as more cur-
rency is exchanged in the metaverse. 

4) Governance: In a decentralized system, blockchain can replace centralized 
authority and ensure rules are adhered to instead of elected officials.  

5) Accessibility: Instead of limiting who can open an account, as in a stan-
dard bank, digital wallets are open to the public to create with blockchain.  

6) Interoperability: Developers are already creating custom blockchains that 
are interoperable, such as Polkadot (DOT) and Avalanche (AVAX). In a true 
metaverse, interoperability will be key and blockchain has demonstrated poten-
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tial in this area.  
Since the metaverse is envisioned as a parallel plane for human activity, the 

relative success of the enterprise will depend upon a strong, robust and secure 
economy. While this new virtual economy may seem a far cry from that in cur-
rent use, Ball [2] points out that the metaverse economy will follow real-world 
patterns. The attributes that contribute to a thriving economy include competi-
tion, profitable businesses, agreed upon “rules” and sense of “fairness,” along 
with consistent consumer spending and rights. 

2.2. Payment Rails 

However, there is one major factor that will shape the exchange of currency for 
goods or services in this new digital realm, and that is payment rails. There have 
been a number of new payment rails created thanks to communication technol-
ogies. In fact, the use of cash as a method of transaction has been dramatically 
declining. As Ball [2] relates, from 2010 to 2021, the share of US transactions 
that used cash dropped from 40% to nearly 20%. Today, the most common 
payment rails in the US are CHIPS (Clearing House Interbank Payment System), 
Fedwire (formerly the Federal Reserve Wire Network), ACH (Automated 
Clearing House), along with various credit cards and peer-to-peer payment ap-
plications such as PayPal, Venmo and others.  

In considering how these transactions were used to purchase rights to soft-
ware, one would imagine that the growth in the virtual world would have led to 
advances that were more flexible and forward thinking. In 2021, consumers 
spent over $50 billion on digital-only video games and the GDP of this virtual 
world quintupled since 2005. With that being said, payment rails of the virtual 
economy are more restrictive than in the real-world due to forced bundling of 
services, such as PlayStation’s wallet, Apple’s Apple Pay, and in-app payment 
services. Consoles such as Xbox and PlayStation allow consumers to download a 
version of a game, but only for use on their hardware. In 2003, Valve launched 
Steam as a PC alternative to the console economy. As many multiplayer online 
games were moving to a “games-as-service” model anyway, Valve was able to 
handle game updates and install internally with a “game launcher” that indexed 
and centrally managed the game installer files. The approach also handled a us-
er’s rights to the games, allowing automatic download when desired. The eco-
nomic model still ensured 30% ongoing revenues for Valve as every sale kept 
that amount as with console game platforms. The 30% payment rails also govern 
Apple and Google and their app stores, which additionally restrain virtual world 
platforms.  

2.3. Rise of Metaverse Retail 

While seemingly only recently dominating financial headlines, the term “meta-
verse” has been applied to retail for almost two decades. Bourlakis and Papa-
giannidis [27] investigated the emergence of metaverse retailing following the 
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release of the first smartphones and divided the evolution into three phases: tra-
ditional, electronic, and metaverse. The study focused on the new strategies re-
tailers needed to adopt to operate in three different, but intertwined spaces. Key 
promotional aspects are highlighted with the different challenges faced by tradi-
tional (brick-and-mortar retailers), e-retailers (utilizing the Internet), and meta-
verse retailers. For the study, the researchers analyzed the “metaversephenome-
non” of Second Life, but also note World of Warcraft, Ever Quest, Eve Online, 
and Star Wars Galaxies, as ground zero for the “third dimension of commerce”. 
As evinced by the examples cited, most metaverses began as games, or, more 
specifically, massively multiplayer online role play games (MMORPGs). These 
would quickly evolve into alternate worlds that extended players virtual and 
electronic spaces. Given the sheer number of consumers spending large swaths 
of time (in some cases 12 hours straight) in these virtual environments, new so-
cial and business environments grew to accommodate with larger spaces. With 
such economic and social exchanges taking place between the players in these 
games and metaverses, greater crossover became common between physical 
businesses in the real-world and those e-businesses in the virtual. These devel-
opments have led to a new multi-faced, multi-spaced economic environment 
that has vastly increased in complexity. The intertwined nature of this new 
business environment, electronic, virtual, and physical space must be mapped 
out in order to conceptualize the economic, social and policy implications [28]. 
In order to be successful, Bourlakis and Papagiannidis [27] recommend a holis-
tic promotional strategy that operates in all three arenas.  

The precursor to the contemporary metaverse is often cited to frame many of 
these discussions. Launched in 2003, Second Life allowed users to monetize their 
efforts in the virtual world. Copyright for content created by users on the plat-
form belonged to users, who were then able to monetize said content. Predating 
NFTs and blockchain technology, Linden Lab’s Second Life  
(https://www.lindenlab.com/) allowed content creators to protect their creations 
using a system of three options either allowing or blocking owners to copy, 
modify or transfer their creations or purchases [29]. The system also tracked 
items and their creators, as well as functions in similar capacity creating digital 
items that are unique and identifiable. All transactions in Second Life were based 
on the Linden Dollar. These can be exchanged in-world for goods or services but 
can also be transferred for real currency to benefit creators in the real world. 
Given that a business license is not required to operate in the virtual platform as 
an entrepreneur, identifying how many are trading and how successful they are 
is not possible. The Positive Linden Dollar Flow (PMLF), however, is used to es-
timate the more than 66 million “business owners” on the platform. Businesses 
perceived the value of reaching customers in such a platform and began operat-
ing in the space [30]. Examples of these real-world firms span many different 
markets and industries, including ABN AMRO, Adidas, American Apparel, Dell, 
Harvard Law School, IBM, Microsoft, Pontiac, Reuters, Sony Ericsson, the Swe-
dish Government, Toyota, and others. While most examples here use the plat-
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form merely for marketing purposes, some have announced intentions of ac-
tually trading in Second Life. Mainstream adoption still remains unrealized [31].  

The major difference in traditional or e-retailing from that found in the me-
taverse is how customers expect to interact with the brands they encounter. In 
traditional two-dimensional marketing and advertising, print, images, videos, 
and music may be introduced to provide some idea of the product being sold, 
but in the metaverse customers expect to interact with it in a three-dimensional 
simulation. The practice is what Harris, Harris, and Baron [32] predicted with 
the rise of “retail theater”. Papagiannidis and Bourlakis [33] argue that some re-
tailers in Second Life designed experiences where potential customers could in-
teract with products to lead to sales. Still other retailers prefer to develop a sense 
of community or belonging among their consumer bases. Even though this af-
fords even greater access and the ability to customize marketing to specific cus-
tomers, Haig [34] warned, and Bourlakis and Papagiannidis [27] reiterated, that 
businesses should be wary of the effects of overly bombarding potential custom-
ers. For example, when visiting busy locations in a metaverse platform, an au-
tomated system may deliver messages or notecards with information for prod-
ucts or services. While users have the option of muting a bot or automated 
agent, doing so repeatedly can result in frustration [35]. At the same time, if ex-
periences are judiciously designed, the augmented 3D information provided can 
positively affect sales and the retail shopping experience. Virtual retail affords 
the ability to combine augmented reality (AR) and virtual reality (VR) to create a 
seamless shopping experience. Virtual objects and digital information can be 
viewed and reviewed within a virtual space. The benefits are self-evident since 
instead of viewing products on a flat screen, billboard, or piece of paper, the 
product could be transported out of the catalog and placed in the real environ-
ment or clothes modeled for size and fit. Such product experiences could assist 
in a purchasing decision and lead to greater assuredness among customers [36].  

2.4. Law and Finance in the Metaverse 

New legislation and regulation rose in response to the internet age [37]. Similar-
ly, the potential economic and social change on the horizon with the metaverse 
will require addressing the disruptive influences on current law [38]. There is a 
precedent for the metaverse and that is with artificial intelligence (AI), which 
will modify the legal role of behavior and require new antitrust or contract laws 
[39]. The major consideration is how the metaverse and XR will change how ob-
jects interact in real or virtual space, and, in turn, how humans interact with and 
use them. For instance, augmented reality (AR) applications overlay digital ob-
jects onto the real world; virtual reality (VR) immerses users in a completely 
virtual environment and, using avatars, these users interact with others in virtual 
spaces and with virtual objects. As with AI, AR and VR have the potential to 
disrupt legal categories by way of the distinction between a real and virtual ob-
ject and issues of ownership [40]. With an alternate comprehension of virtual 
and social surroundings, the potential for legal disruption is high. The use of an 
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avatar, which can be digitally altered to look like virtually anything real or im-
agined, also complicates the matter. As humans interact in virtual or augmented 
environments, the potential for legal problems via relationships and legal expec-
tations will arise that have not been considered until now. As virtual objects, 
such as NFTs, become closer to or combined with physical objects, the more le-
gal expectations of ownership will blur. Furthermore, the more time spent in 
virtual spaces for more social and business interactions, the more questions will 
rise regarding legal complexities [41]. Dwivedi et al. [38] pose two key questions 
for further consideration: 1) How will the personality in the metaverse in avatar 
form be protected considering data protection laws and the mutability of the 
avatar and individual behavior in a virtual environment? and 2) How will con-
cepts of property law need to develop to address virtual land and real estate in 
relation to blockchain technology?  

2.5. Purchasing Land in the Metaverse 

The history of purchasing land in the metaverse varies from incarnation to in-
carnation. Early metaverse contender Second Life had digital land “ownership” 
built right in the paid tier of gameplay. While users can play for free if a user 
opts for the paid subscription, they are awarded a small parcel of land that they 
can develop on. This digital land ownership has been the focus on several court 
cases with Linden Labs, eventually leading to the removal of the term “owned” 
from the marketing materials. This process of land “ownership” led to the rise of 
one of the most well-known business owners and real estate moguls in Second 
Life, Anshe Chung. Anshe Chung is the avatar of Ailin Graef and was featured 
on the cover of BusinessWeek magazine and has been referred to as the “Rock-
efeller of Second Life” by CNN. Anshe Chung was reported by Fortune maga-
zine as the “first virtual millionaire” through purchasing a renting virtual real 
estate and charging land taxes [42]. 

Another virtual platform that began as a game, MindArk’s Entropia Universe, 
originally Project Entropia before it’s metaverse expanded into multiple planets, 
has broken several Guiness World records for owning “the most expensive vir-
tual item” in reference to a digital property [43]. In 2005, NEVERDIE, an avatar 
of Jon Jacobs, purchased an asteroid space resort in a public auction for $100,000 
USD or 1,000,000 PED. Much like Second Life, Entropia Universe has a currency 
exchange rate with the Project Entropia Dollar's exchange rate being 10:1 or ra-
ther it takes 10 PED to equal $1 US. This record would be passed in 2009 by the 
sale of Crystal Palace space station for 330,000 USD and again a year later when 
the planet Calypso was sold for $6 million [44]. LAND also uses NFTs, which 
measure 16 × 16 meters in parcels of land which can be purchased with the 
MANA cryptocurrency on the Decentraland platform. The purpose of such a 
purchase is for owners to build on these virtual spaces and earn money from 
them through rent or other means, creating a complex crypto economy (Bitlo, 
2022). There are a growing number of platforms on which such virtual land can 
be bought and sold, including Decentraland, The Sandbox, Somnium Space, 
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OVR, SuperWorld and Axie Infinity, Bloktopia, Next Earth [45] [46]. In order to 
purchase land on these platforms, a digital wallet must be created first. Once the 
wallet has been created, these companies can be searched, and the desired plots 
of virtual property may be purchased using specific cryptocurrency of that plat-
form via the digital wallet. Many companies have seen the value and have 
opened stores, such as Samsung in Decentraland. The value, and thus cost, of 
virtual land often increases the closer to real-world regions (e.g. Paris or New 
York). The value may also increase depending on the features on the land, its 
size, or other objects contained within [47]. 

There have been notable detractors that point to the early limitations and vo-
latility of virtual real estate prospecting, such as with Decentraland. The value 
proposition with Decentraland lies in the purchase of land on the platform, but 
the process is complicated. For instance, future virtual landowners cannot pur-
chase tokens directly with standard currency. Even ether (ETH), the most popu-
lar bitcoin alternative, cannot be used to purchase virtual real estate. In the case 
of Decentraland, like other crypto projects, a cryptocurrency unique to the plat-
form called MANA (ERC-20 token) must be used [21]. The most affordable 
plots of virtual land on the platform sell for around 4000 MANA, or the equiva-
lent of nearly $2489 (down more than two thirds in value in the last year). Since 
the virtual land is non-fungible, the owner of a plot of land owns it until another 
user wishes to purchase from them. Alternatively, MANA can be sold to other 
users who may have needed to purchase land and be exchanged between users 
on the platform [21]. Given the volatility of the crypto market, the cost and value 
of land can be influenced relatively easily and quickly by several factors. Therefore, 
the value of virtual storefronts to generate revenue is unpredictable and in some 
cases has quintupled in value in about a month and then dropped dramatically 
[21]. 

2.6. Ownership and NFTs 

While blockchain has the potential to undergird the metaverse and replace ex-
isting payment rails, concepts such as ownership cannot be readily transposed 
from the traditional economy into the new virtual world. Even when using 
blockchain to decentralize digital assets, reviewing the terms of service of the 
specific metaverse platform these were purchased on is still necessary [20]. The 
prevailing belief of those that support crypto currency is that true ownership of 
NFTs is possible due to decentralization and interoperability. With such an un-
derstanding, owners believe that tokens provide non-fungible proof of owner-
ship of a digital asset that can be used across metaverse environments [48]. Be-
cause of decentralization, the ability to buy and sell virtual items on the block-
chain is believed even without an individual or company providing permission 
[41] [49] However, despite claims of ownership, the situation is more compli-
cated given that current ownership of metaverse assets is governed, not by prop-
erty law, but contract law. As noted above, Marinotti [20] clarified the nature of 
ownership is different in the physical and virtual worlds and consumers may be 
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misled. When an item is purchased in the metaverse, the transaction is recorded 
on a blockchain, which is a decentralized, digital ledger where such records 
cannot be deleted or altered [49]. As outlined, the process assigns ownership of 
an NFT in the user’s digital, crypto wallet that can only be accessed by the own-
er. Since access is only possible via the “wallet’s” private key, the NFT appears to 
be inaccessible to anyone other than the owner. However, a distinction needs to 
be made between the NFT and the digital asset because owning digital objects in 
a virtual world is not the same as in the physical world [41]. 

The distinction made here with “ownership” is outlined in the terms and con-
ditions of service. Upon first joining any metaverse platform, users are required 
to agree to the terms of service, terms of use, or end-user license agreement. 
Since these are legally binding documents, the legal rights of users are defined. 
Most users do not read these terms of service. One study concluded that only 
1.7% of users were able to locate and then question the “child assignment clause” 
which is embedded in a terms-of-service document, giving away their firstborn 
child [50]. Not surprisingly, the legal nuances of ownership are outlined in these 
long and dense documents, and unlike blockchain, the terms of service for each 
platform are centralized. Given that legal ownership is controlled by a single 
company, and that existing multiverse of metaverses is not connected, a user is 
unable to move an avatar or other digital asset between virtual worlds. Platforms 
are still connecting specific NFTs to proprietary digital assets. Therefore, ac-
cording to the terms of service, those NFTs purchased on a metaverse platform 
and the digital goods they represent are rarely the same thing. While NFTs exist 
on the blockchain, the digital assets and real estate are stored and only exist on 
private servers on inaccessible databases [51]. With companies owning the serv-
ers on which digital assets are stored, they also have the ability to delete links 
and decouple to disallow use from owners. These platforms also reserve the right 
to amend their terms of service at any time and are often not required to provide 
notice to users [52]. In order to know if one is compliant with the terms of ser-
vice, users would need to refresh and then reread the terms to ensure any lan-
guage has been added that would lead to their banishment from the platform 
and deletion of their assets.  

3. Analysis 
3.1. Financial Considerations 

The following analysis considers the previous sections, potential and volatility of 
virtual real estate in terms of financial, cyber security, and legal implications. In 
analyzing the financial implications for virtual real estate, one should first con-
sider the costs and benefits of the application of block chain technology in this 
sector. Since the medium of exchange in this virtual sector would involve cryp-
tocurrency, a brief review of the evolution and potential challenges in using dig-
ital currency would also be prudent. The decentralized finance system underly-
ing blockchain technology has some clear advantages over the current centra-
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lized system. There would be increased efficiency in remittances in real time by 
avoiding any delay whatsoever in transaction receipts through traditional finan-
cial intermediaries in a centralized banking system [53]. The use of digital cur-
rencies in virtual real estate transactions could also ensure a more democratic 
process in terms of enabling easier access to users without a traditional bank ac-
count, while maintaining security in terms of digital identity validated through 
the sequential coding technology in blockchain transactions. As a result, transac-
tion costs would fall dramatically due to the low cost of digital payments [54]. 

On the other hand, the potential challenges in using blockchain technology in 
transactions in the virtual real estate space should also be considered. A funda-
mental requirement of a medium of exchange in a market transaction between 
two parties involves whether that action is a good store of value and universally 
acceptable medium of exchange for the involved parties in the market. These 
two properties are currently lacking in the cryptocurrency market. One of the 
main problems with bitcoin’s usage has been related to its extremely high vola-
tility in market value thereby increasing the financial risk of use and limiting ac-
ceptability as a standard medium of exchange. High volatility in value for cryp-
tocurrency could spill over to the value of virtual real estate using blockchain 
technology. The situation could potentially create a “virtual real estate crisis” in 
a decentralized financial system.  

The costs and benefits of the application of blockchain technology can be 
compared but would instead be a matter of “when” and not “if” decentralized 
finance becomes the dominant financial system with the support of the younger 
tech savvy generation. Central banks across the world are aware of the accep-
tance of the decentralized financial system by the future generations and are 
presently designing central bank digital currencies (CBDC) that may be regu-
lated to provide more stability to the system [55]. Since store of value is a fun-
damentally important property of an acceptable medium of exchange, we could 
foresee the application of blockchain technology in virtual real estate transac-
tions in a more regulated cryptocurrency market in the future. 

3.2. Infrastructure and Cybersecurity Considerations 

Turning to the infrastructure and cybersecurity considerations for virtual real 
state, the measure of security over the web and trust represented is paramount. 
Managing transparency, trust along with the satisfaction of customers and citi-
zens is needed to improve the efficiency of public service delivery [56]. There is 
an overwhelming aversion to centralizing authority in today’s cyber world [57]. 
Rich user interaction and user involvement can be defined via metaverse in its 
digital representation. The technology behind the world’s popular cryptocurren-
cies (the disruptive Blockchain technology) has numerous applications, and 
among them some of the major advantages can certainly benefit virtual world of 
real state in the metaverse [58]. The limitations of only investing in physical 
property will sooner or later come to an end because the new world of virtual 
real estate is growing and blooming [59].  
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In recent days, blockchain technology has been applied beyond finance and 
metaverse, including healthcare, public service, governance, currency exchange, 
food supply chain, e-voting, music royalty tracking, personal identification secu-
rity on web, and elsewhere. Blockchain can also be considered in agricultural 
supply chain (popular as agribusiness) where there is lack of customer trust or 
traceability [60]. Blockchain can promise several advantages such as product 
traceability, efficiency enhancement, improving quality, benefiting farmers, and 
building customer’s trust over traditional supply chains in agribusiness. The ef-
ficiency in supply chain management (SCM) can be improved and delivered in 
real-time to all members (especially to the farmers) that can change the product 
inventory and product price.  

The infrastructure and analysis for metaverse architecting and regulatory 
challenges rely on the type of blockchain used. Although we have three popular 
types as public blockchain (permissionless BC), private blockchain (permis-
sioned BC) and hybrid blockchain, depending upon the mode of peer participa-
tion, financial perspectives can be slightly different. Blockchain types based on 
financial perspectives with respect to business and currency can be categorized 
as C2C (Type One), B2C (Type Two) and B2B (Type Three) types [61] (Figure 
1). Type One C2C is the Only Cryptocurrency blockchain type with High-Node 
scalability (and low-performance scalability). Type Three B2B, on the contrary, 
is the Only Business type with Low-Node scalability (and high-performance sca-
lability). Type Two B2C is the Cryptography + Business type with High-Node 
scalability (and low-performance scalability). 
 

 
Figure 1. Three Blockchain types with mode of peer participation, scalability, programming language used, and 
built-in cryptocurrency of that blockchain type. 
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The financial and legal perspectives while architecting the metaverse are in-
complete without cybersecurity and cyber defense considerations. Since the rise 
of the internet age, cyber war has been a concern. With more recent technologi-
cal advancements, the global rise of online users and devices multiplied and be-
come ever more complex, leaving new avenues for cyber-attack. These threats 
can also be seen in the financial and military sectors [62]. The upcoming new 
internet infrastructure will be at greater risk if the issues are not dealt with more 
effectively.  

3.3. Legal Considerations 

As noted above, the virtual world of the metaverse greatly surpasses the internet 
as we have known and presents significant challenges for persons and investors 
seeking protection for their investments-often sizeable-in this new frontier. As 
Lehot notes, “While the real-world property has years of established laws behind 
it, metaverse virtual land is the new Wild West…” A fundamental problem is 
how the law will recognize-or not recognize—the tokenization of real property 
as a digital asset. What does one acquire when purchasing an NFT? As noted by 
certain commentators, the concept of tokens being tied to property rights is not 
a new concept. Negotiable instruments, securities, deeds, and bills of lading are 
some examples where a document or certificate served as the basis for establish-
ing a property right in a physical asset But the relationship of an NFT to real 
world assets is questionable. To determine what rights are obtained when ac-
quiring an NFT, one must review the terms of service and associated agreements 
of those entities enabling the creation and transfer of NFTs. Moringello and 
Odinet [63] did just that when reviewing the service documents of eight plat-
forms. Consistent in their findings was a disconnect between the broad state-
ments suggesting the conveyance of property rights which would include the 
right of ownership, possession and control of the underlying asset and the actual 
terms of service, which were more analogous to licensing agreements that often 
reserve considerable rights to the platform to remove access to the NFT’s on 
their sites and remove the user’s assets from the site. In fact, the binding Terms 
of Service reviewed for Superworld placed quotation marks around the word 
“purchase” and reserved Superworld the right to terminate a user’s access to its 
metaverse in certain circumstances [63].  

Adding to the illusion of property rights in an NFT is the fact that the NFTs 
are not tethered to a physical thing—unlike a deed which has a legal connection 
to land, a title which has a legal connection to an automobile, or negotiable in-
struments which grant the party in possession of the instrument certain rights in 
an underlying debt. In these examples, an underlying body of law establishes the 
underlying control that is inherent in a property right [63]. Acknowledging the 
deficiencies of existing laws to address these conflicts, a committee was ap-
pointed to draft amendments to the Uniform Commercial Code to address 
emerging and past-emerged technologies. Any amendments approved and sug-
gested by the American Law Institute and the Uniform Law Commission must 
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be enacted by the state legislatures before having the force of law.  
Currently, the most critical issue to be addressed regarding NFTs and real es-

tate in the metaverse is found in the representations made by the platforms as to 
the rights received upon obtaining an NFT and the reality of what has been re-
ceived. A major consumer protection issue in the metaverse is misrepresenta-
tion. NFT platforms often directly promote NFTs as being capable of conveying 
more than what the law will allow or send mixed messages about what is being 
offered and what the buyer will obtain [63]. Concurrent with claims of misre-
presentation is the duty of performing due diligence. Sufficiently evaluating in-
vestments in the metaverse will require an understanding of the custody of the 
digital asset and the terms and conditions of the platform. Failure to perform the 
required due diligence to become familiar with those terms and conditions can 
severely undermine a claim of misrepresentation when the person who thought 
he or she acquired ownership of 100 parcels in the metaverse as evidenced by the 
NFT acquired from the platform one day learns that he or she no longer has 
access to that platform’s metaverse. Courts will apply traditional principles of 
contract law to address contract disputes—even those disputes arising in the 
metaverse. Why? Because those disputes will be anchored to the contracts en-
tered between the purchaser and the platform when acquiring the NFT that 
represents the purchaser’s “ownership” of assets within the metaverse. 

Without question, the federal government has the authority to investigate and 
pursue legal action in claims of deceptive trade practice against metaverse plat-
forms. The Federal Trade Commission is empowered to police unfair and de-
ceptive trade practices under Section 5 of the Federal Trade Commission Act. 
Also, many states authorize their state attorney general to act against unfair and 
deceptive trade practices under similar statutes. Missouri for example authorizes 
investigations and action by the state attorney general under the Missouri Mer-
chandising Practices Act. But reliance on government to address claims of de-
ceptive trade practices is not always practical. To be sure, one train of thought 
rejects the idea of governmental involvement when claims arise in the NFT 
market and suggests that such disputes are best left to be resolved by the private 
parties involved. Given a strong line of cases issued in recent years by the United 
States Supreme Court, purchasers of NFT real estate and other digital assets in 
the metaverse who seek to litigate claims against the metaverse platforms in 
courts of law will encounter a major obstacle commonly found in contracts to-
day—mandatory arbitration and class action waiver provisions. 

Nearly all the NFT minting platforms contain mandatory arbitration and class 
action waiver provisions in their service contracts [63]. Beginning with AT & T 
Mobility LLC v. Concepion. 563 U.S. 333 (2011), continuing with Epic Systems 
Inc. v. Lewis, 584 U.S., 138 S. Ct. 1612, 200 L. Ed. 2D 889 (2018) and most re-
cently in Viking River Cruises Inc. v. Angie Moriana,. 596 U.S., 142 U.S. 1906 
(2022), the Supreme Court has consistently reaffirmed the validity and enforcea-
bility of such provisions under the Federal Arbitration Act (FAA), “which makes 
arbitration agreements ‘valid, irrevocable and enforceable, save upon such 
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grounds as exist in law or in equity for the revocation of any contract.’” Viking 
River Cruises 142 U.S. at 1917, citing 9 U.S.C. Section 2. The prolific use of these 
mandatory clauses in contracts today has brought increased judicial scrutiny of 
such clauses. Such scrutiny has critically reviewed and sometimes voided man-
datory arbitration and class action waiver clauses on common law contract prin-
ciples (most often because the agreement lacked consideration, or because the 
terms of the agreement were found to be unconscionable), Like any contract, ar-
bitration agreements may be invalidated by generally applicable contract de-
fenses such as fraud, duress or unconscionability. Rent-A-Center West, Inc. v. 
Jackson, 130 S.Ct, 2772 (2010). But this same scrutiny has also reinforced the 
pre-emptive force of the FAA. Specifically, the FAA generally requires courts of 
both federal and state jurisdiction to uphold such provisions, and likewise curbs 
the power of state legislatures to enact legislation either limiting or invalidating 
mandatory arbitration and class action waiver provisions contained within an 
otherwise valid contract. Given the Supreme Court’s recurrent judicial pro-
nouncements reaffirming the pre-emptive force of the FAA, and absent congres-
sional action amending it, conflict and disputes within the metaverse seem des-
tined to be addressed within the more private and confidential arena of arbitra-
tion—an arena exempt from procedural and evidentiary rules and not limited by 
the boundaries of judicial precedent.  

Generally, arbitration exists as an alternative form of dispute resolution—allowing 
parties to seek redress of claims outside of litigation in the courts. The parties 
choose an arbitrator who will conduct a hearing, take evidence, and make a 
binding decision on them. An arbitration award is final and is subject to appeal 
in only limited circumstances. While arbitration proceedings may be subject to 
the rules of organizations such as the American Arbitration Association or the 
International Council for Commercial Arbitration, to name just a few, arbitra-
tion proceedings are conducted outside of the oversight or supervision of the 
courts. 

Until statutes and regulations are enacted to address transactions and conduct 
within the NFT metaverse, traditional application of law will be the primary 
means to try to tame the Wild West. Even applying the common law principles 
of contract law provides a limited safety net for persons and entities within the 
metaverse given the prevalence of mandatory arbitration and class action waiv-
ers and the judicial enforcement of such provisions. While common law prin-
ciples of torts such as fraud and misrepresentation may provide a means for par-
ties to avoid mandatory arbitration and pursue their claims in a court of law, the 
broad scope of many mandatory arbitration provisions applying to “any and all 
claims related to a transaction” will encompass even tort claims. Moreover, 
courts do not countenance arguments predicated upon a party’s failure to know 
of the existence of contract term when the party could have learned of the term 
by reading the contract. A person signing an agreement has a duty to read it and 
may not avoid the consequences of the agreement. By claiming he or she did not 
know its contents. Chochorowski v. Home Depot U.S.A. 440 S.W. 3D 220 (Mo. 
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banc 2013). Neither the length nor complexity of the terms of service of an NFT 
platform will exempt a party from its legal obligation to read the terms of the 
contract—no matter what may have been said or promised in prior discussions, 
brochures, or negotiations. As a purchaser of real estate in the metaverse, you 
will be held to have agreed to the terms expressly set forth in the written agree-
ment—whether you read them or not. Another common argument presented by 
those parties seeking to avoid mandatory arbitration or participate in class ac-
tion litigation is that such terms were non-negotiable given their lack of bar-
gaining power and, therefore, the mandatory provisions should be void as a 
contract of adhesion. Missouri has codified the principle that agreements to ar-
bitrate obtained through a contract of adhesion are invalid (Section 435.020 
RSMo). In states not codifying the invalidity of arbitration agreements resulting 
from contracts of adhesion, the doctrine of adhesion does not automatically in-
validate an arbitration agreement but is a factor in determining if a contract is so 
unconscionable that it will not be enforced. A contract of adhesion is manifested 
by a form contract that is created and imposed by the stronger party of the rela-
tionship and presented on a “take it or leave it” proposition. But evidence that 
parties did not negotiate contract terms is not sufficient proof that the contract’s 
terms were not negotiable. State ex rel. Vincent v. Schneider, 194 S. W. 3D 853, 
857-858) (Mo banc 2006). Claims that mandatory arbitration provisions should 
be voided as contracts of adhesion have had limited success in the courts when 
the party seeking to avoid arbitration is a sophisticated party, The fundamental 
principle of freedom of contract prevails in arm’s length transactions between 
sophisticated parties. Agreements negotiated by sophisticated parties are gener-
ally enforced according to the terms of the agreement. Absent any countervailing 
public policy concerns, there is no reason to relieve the parties of the conse-
quences of their bargain. 159 MP Corp. v. Redbridge Bedford LLC, 33 N. Y. 3D 
353, 128 N. E. 3D 128 (2019). A reasonable argument can be made that parties 
doing business in the metaverse are not average unsophisticated consumers and 
will have significant challenges in voiding a mandatory arbitration or class ac-
tion waiver clause. 

4. Conclusion 

The volatility in the market can be evinced by recent events. NFTs sales wit-
nessed a dramatic downturn at the outset of October 2022. Reuters reported a 
60% drop in the third quarter from the second [64]. Directly after the report, 
and following American Express, Visa (V) filed two trademark applications for 
digital wallets and non-fungible tokens to operate within the metaverse. The ap-
plication includes a management system for digital transactions and the use of a 
digital currency wallet and storage service. Additionally, using blockchain tech-
nology, Visa will also allow consumers to purchase “non-downloadable virtual 
goods” and collectible NFTs in a virtual environment [65]. Two weeks later, Ap-
ple banned NFT functionality on all iOS devices, including iPhone and iPad in 
order to avoid continued revenue losses [66]. Mere days later on November 11, 
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2022, the cryptocurrency company FTX, who had partnered with Alameda Re-
search, filed for Chapter 11. The collapse led to calls for more regulation in 
crypto exchange and illustrates the pendulum that continues to swing between 
centralization and decentralization in the metaverse [67]. If past examples are 
heeded as cautionary tales, as this paper argues, the technology industry and 
regulators need to consider these inevitable scenarios from the outset. Addition-
ally, the legal precedents, along with those emerging, must be considered when 
determining the best regulatory course. A clear legal understanding of the regu-
latory undergirding of the metaverse will be crucial. Technology alone will not 
pave the way for true ownership of digital assets in the metaverse. NFTs cannot 
bypass the centralized control that metaverse platforms currently have and will 
continue to have under their contractual terms of service. These terms of service 
themselves present a number of issues as the courts better define how ownership 
in a metaverse will work and be enforced. Future research should include a con-
sideration of the impact of blockchain and contractual issues to regulate terms of 
service as in other industries, such as communication. Looking ahead, the meta-
verse is inevitable but the question remains whether it will be decentralized or 
centralized within existing corporation control. In the end, technological inno-
vation must be accompanied by legal reform in order to ensure a free, open, and 
interoperable metaverse can exist.  
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Abstract 
The realization of an interoperable and scalable virtual platform, currently 
known as the “metaverse,” is inevitable, but many technological challenges 
need to be overcome first. With the metaverse still in a nascent phase, re-
search currently indicates that building a new 3D social environment capable 
of interoperable avatars and digital transactions will represent most of the in-
itial investment in time and capital. The return on investment, however, is 
worth the financial risk for firms like Meta, Google, and Apple. While the 
current virtual space of the metaverse is worth $6.30 billion, that is expected 
to grow to $84.09 billion by the end of 2028. But the creation of an entire al-
ternate virtual universe of 3D avatars, objects, and otherworldly cityscapes 
calls for a new development pipeline and workflow. Existing 3D modeling 
and digital twin processes, already well-established in industry and gaming, 
will be ported to support the need to architect and furnish this new digital 
world. The current development pipeline, however, is cumbersome, expen-
sive and limited in output capacity. This paper proposes a new and innovative 
immersive development pipeline leveraging the recent advances in artificial 
intelligence (AI) for 3D model creation and optimization. The previous re-
liance on 3D modeling software to create assets and then import into a game 
engine can be replaced with nearly instantaneous content creation with AI. 
While AI art generators like DALL-E 2 and DeepAI have been used for 2D 
asset creation, when combined with game engine technology, such as Unreal 
Engine 5 and virtualized geometry systems like Nanite, a new process for 
creating nearly unlimited content for immersive reality is possible. New 
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processes and workflows, such as those proposed here, will revolutionize 
content creation and pave the way for Web 3.0, the metaverse and a truly 3D 
social environment.  
 

Keywords 
AI Content Generator, Metaverse, Development Pipeline, AI Art Generator, 
3D Asset Creation, Unreal Engine 5, Nanite 

 

1. Introduction 

The use of artificial intelligence (AI) to generate content for art and design is not 
new [1]. The infancy of art history computing can be traced to the 1980s as art-
ists experimented with the potential of “digitized” and “digital” iterations of al-
gorithmic art [2]. As art and design have historically adopted emerging technol-
ogies, the rapid spread of AI art generators available today was inevitable [3]. 
However, such generative content produced using text prompts with DALLE-2, 
Midjourney, Jasper Art, Stable Diffusion, DeepAI, and many more tools, has 
been largely limited to two-dimensional output and has yet to disrupt the 3D 
modeling and digital twin development pipelines [4]. These pipelines are cur-
rently cumbersome and expensive, requiring specialized technical knowledge 
that often requires years of training in industry [5]. In order to create content for 
extended reality (XR), such as augmented reality (AR), mixed reality (MR), and 
virtual reality (VR), 360 photography, photogrammetry, or 3D modeling soft-
ware are used. Whether producing a digital twin using the Matterport system or 
creating a 3D model using Autodesk 3Ds Max, Maya or Blender, there are many 
limitations. For instance, 3D cameras like the Matterport MC250 Pro2 are able 
to improve upon previous photogrammetric processes using 134 megapixels and 
100k points per second and 1.5 million per scan, and then process for immersive 
viewing. The digital twin, however, is bound to proprietary software and is not 
interoperable [6]. The 3D models created are also not optimized and are not 
created for rendering and are often incomplete. On the other hand, models that 
are created using 3D modeling software, while optimized for rendering, are 
cumbersome to create, though are device agnostic and can be exported to file 
formats that are interoperable, geometry definition file formats such as OBJ. 
Modelers often save time and search for existing models in asset stores but are 
limited by what already exists that can be altered and reconfigured to the desired 
specifications. After completing modeling and alterations, XR content creators 
can import the compatible files into platforms such as Virbela’s FRAME or Spa-
tial [7]. Both development pipelines have limitations that can be resolved 
through a combination of emerging technologies.  

As such this paper proposes a new meta-reality immersive development pipe-
line to address the current limitations of content creation for virtual and immer-
sive environments in the metaverse. With advances in natural language processing 
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(NLP) and visual content generation AI, text prompts can be used to generate 
3D models in interoperable formats that can support animation (e.g. OBJ, GLTF, 
GLB, etc.) [8]. Much like image generation with DALLE-2 and Stable Diffusion, 
3D content generators like Interactive Pattern Generator and AI Material De-
signer allow for the creation of tileable (modular or repeatable) materials for as-
sets through text prompts [9]. Using the generators AI can be trained to generate 
3D elements such as patterns and texture. Whereas previous limitations included 
file size to ensure low latency in XR experiences, virtualized geometry systems 
can now be used to compress files for real-time rendering [10]. After generating 
content using AI, game engines can be used to edit the file and systems like Na-
nite to optimize for efficient run times. The proposed pipeline will not only re-
move the need for specialist technical knowledge and training but allows for un-
precedented asset creation. AI-generated art is becoming increasingly common 
and accepted. XR designers and developers are producing virtual exhibitions to 
illustrate AI-generated art, such as Andrew Wright’s AI Art Exhibition: The 
Other Us (2022) (https://framevr.io/theotherus) (Figure 1 and Figure 2). The 
next logical step is to combine the technologies to generate XR content for an 
immersive space. The new process and workflow proposed here overcome exist-
ing limitations for 3D content creation and paves the way for Web 3.0, the me-
taverse and a truly 3D social environment. 
 

 

Figure 1. Andrew Wright, AI Art Exhibition: The Other Us. FRAME. Virbela. (2022) 
(Detail 1). 
 

 

Figure 2. Andrew Wright, AI Art Exhibition: The Other Us. FRAME. Virbela. (2022) 
(Detail 2). 
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2. Literature Review 

First developed in the 1960s, 3D modeling involves the creation of a three-dimen- 
sional digital visual representation of an object using computer software. There 
are many varieties of 3D models, including wireframe, surface, and solid, the 
most computationally demanding. Each is suited to a particular task of capturing 
information about a three-dimensional object, such as design, size, appearance, 
texture, and even weight, density and gravity. The use of such models began in 
industry and industrial design and expanded in the late 1990s to video games 
and entertainment [11] [12]. The demand for 3D asset creation has only grown 
with the advent of the metaverse and the consumption of media, games, and en-
tertainment in immersive environments [13]. 3D modelers often use software 
like Sketchfab, Blender, Maya, and Autodesk 3ds Max to create an asset, which 
can be viewed in these applications. Otherwise, for greater optimization and in-
teractivity, assets are also imported into game engines, such as Unreal Engine 5 
(Epic Games) and Unity (Unity Technologies) and situated within virtual envi-
ronments [14]. These game engines even have marketplaces where 3D assets can 
be readily downloaded and sold, allowing developers without 3D modeling ex-
perience access to 3D models. However, as noted, the number of resources in 
these stores is finite and developers are limited by existing assets that need be al-
tered and reconfigured to the desired specifications. The demand for such 
high-quality, editable and reconfigurable assets will only continue to rise in 
many industries, especially immersive content creation for the metaverse [15].  

2.1. Game Engines and Cinematics 

Industries such as film have seen an increase in the use of 3D models and game 
engines as details are now crossing the uncanny valley and becoming indistin-
guishable from real life, leading to advances in experimental filmmaking, in-
cluding VR cinematics [16]. The mainstream film industry has also seen a rise in 
the use of traditional game development software like Unreal Engine 5, which 
has become a tool used by visual effects artists and filmmakers to create realistic 
worlds in real-time. The American space western television series The Mandalo-
rian [17] was a front runner in standardizing the use of game engine technology 
as it provided filmmakers the ability to create realistic virtual sets that would 
dynamically change based on needs and camera position, and also reflect accu-
rate lighting information [18]. The development pipeline saved countless hours 
in post-processing as much of the effects were done in camera and on set [19]. 
The process also has been praised by the actors as they can see the world they are 
acting in as opposed to the previous method of working in front of a green 
screen [20]. The need for 3D models and virtual sets will only rise as more and 
more film projects are relying on this technology. As more films are also shot in 
virtual reality (VR), the impact of these technologies has the potential to radical-
ly change how directing in the film industry operates [21] [22].  
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2.2. 3D Modeling Process 

With all of the advances made possible using game-engine technology, 3D mod-
eling remains limited to specialists. The development pipeline for 3D modeling 
explains why [23]. In traditional 3D modeling, the modeler starts with simple 
geometry, such as a polygon, which can be as simple as a triangle comprised of 
three vertices existing in three-dimensional space represented in the Cartesian 
coordinate standard of X, Y, Z. A minimum of three vertices are required to 
generate the surface geometry, and today’s game models can easily be comprised 
of 20,000 polygons, which would be the equivalent to 40,000 triangles and those 
are models that have been optimized for performance. Because of these consid-
erations, the modeling pipeline is heavily reliant on several specialized skills and 
techniques, such as re-topologizing meshes to improve animation and perfor-
mance, rendering tools such as normal maps to produce fine details, as well as 
post-processing effects using specialized shaders [24]. The requirements can lead 
to the need to be able to process and render thousands, if not millions of poly-
gons on screen at 60 frames per second. The following will investigate the two 
variables of the asset creation pipeline: the creation of models and the optimiza-
tion and usability of those models in a game engine or other real-time applica-
tions. 

2.3. 3D Scanning and Photogrammetry 

The acquisition or creation of 3D models has seen a few developments in the 
past several years, the most well-known of which is 3D scanning. This technolo-
gy is not new but continues to improve in both quality and adaptation, as well as 
accessibility. Whereas previous iterations were large and cumbersome, the latest 
generation of scanners are handheld (e.g. Artec 3D) or even free applications for 
smartphones that use LiDAR (e.g. Scaniverse and Polycam) [25]. These scanners 
and their associated software applications allow users to create 3D models of ob-
jects large and small and can even scan entire areas [26]. The technology is used 
in many industries beyond entertainment including engineering and even law 
enforcement (Chenoweth et al. 2022). Alternatively, another related method of 
model creation is photogrammetry, which is the process of generating 3D mod-
els from photographs or other data. This process is also not new and began with 
the creation of 2D information, not only from photographs but also from sonar 
and radar and has been used to create topographic maps [27]. These processes 
have expanded to other fields including entertainment and these techniques 
have been used in films such as The Matrix [28] and video games [29]. Taken 
together, both 3D scanning and photogrammetry can produce 3D models and 
assets. 

2.4. AI-Generated Content 

Technology continues to develop, and AI has been used with photogrammetry 
to improve models and fill in details that were not present in photographs 
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(Amaro et al. 2022). However, recently AI has begun to cross over from being a 
tool for helping with art creation to a method for generating art. AI art genera-
tors like the DALL-E 2 have recently made headlines by creating interesting and 
imaginative works of art [30]. While these early models often would make mis-
takes that seem obvious to human eyes, with each iteration the AI improves, and 
newer models have started to make photo-realistic art [30]. These examples are 
for creating 2D art but can clearly show an evolution of quality and sophistica-
tion with each newer algorithmic iteration. An exciting aspect about using AI is 
its ability to improve and learn from previous versions. Artists are using these 
generated images to inspire them and as starting points for conceptualizing ideas 
and designs, and many speculate it will not be long before AI can do the largest 
part of concept design work [3]. 

The move from 2D art generation to 3D content generation is a natural pro-
gression. This has led to several AI systems that can take a prompt, some of 
which can be as simple as a text description and transform that into a 3D model. 
Such SOTA models may be used to train AI to understand 3D space using image 
language models [31]. The open-world 3D scene understanding task is a 3D vi-
sion-language task that also includes open-set classification. The limitations of 
the tasks are that the AI does not currently have enough data. Unfortunately, ex-
isting 3D datasets are not varied enough in comparison to 2D counterparts to 
train AI to generate content [32]. Admittedly, the creation of a 3D model from a 
text prompt is still early in development and is not ideal for asset creation, but 
other solutions do currently exist.  

Just as photometry uses data to generate pictures, some AI systems are using 
2D pictures as inputs to generate 3D content. By loading images as reference, AI 
systems like Nvidia’s Instant NeRF and Kaedim can generate 3D models. Kae-
dim is a newer image to 3D model AI tool aimed at 3D artists and those that 
need 3D models created from concept design. The tool is still in development 
and currently needs human reviewers to ensure quality of output. The software 
reviews images of a concept design from all angles and creates a 3D model. Kae-
dim is one of the few AI 3D model generating tools that takes the technical re-
quirements of the models in mind but does require the user to specify the com-
plexity of the model [33]. This process does require the user to be aware of the 
specific requirements of the platform or real-time application the model is de-
veloped for and experience to know how many polygons would be appropriate 
[34]. Nvidia’s NeRF (Neural Radiance Field) uses a process based on a concept 
called inverse rendering, which essentially inverts the concept of normal ren-
dering and attempts to recreate how light reacts to objects in the real world. In-
stead of normal baked lighting, NeRF instead uses AI to analyze a collection of 
2D images and constructs a 3D model from them. The process can create a full 
3D scene in a short amount of time [35]. These methods of 3D model creation 
are becoming increasingly easy to use, and with accessibility becoming as simple 
as an application accessed on a smartphone, the hurdle of creating a 3D model 
has all but been removed. 
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2.5. 3D Model Optimization 

The other variable to consider in the proposed immersive development pipeline 
is the optimization of 3D models for use in real-time applications. While the 
methods outlined above can create models often with a high number of details, 
the models themselves are not in a usable format consisting of dense meshes that 
would lead to poor performance and be unsuitable for animation [36]. This is an 
issue even current processes face, as 3D modeling for entertainment often uses a 
technique called digital sculpture [37]. Many of the most popular modeling ap-
plications use these techniques to spectacular effect; the most popular software 
application for digital sculpting is ZBrush. The process where an artist uses digi-
tal sculpture to create a model can also result in a dense unusable mesh that 
must be re-topologized. Retopology can be a time-consuming process where a 
lower resolution and optimized version of a model is made, the version that 
would work well in a game engine, for instance, and then the high-resolution 
details are added back in during rendering [38]. The process usually includes 
baking the higher-resolution details into color images where the surface of the 
high-resolution mesh is represented in a texture where the three channels of red, 
green, and blue are controlling the XYZ information of how light reacts to the 
surface of the model. These textures are called normal maps and have been 
standard practice since the early 2000s [39]. 

The process involved with retopology can be rather involved and lengthy, 
therefore, software developers have been working on ways to make it easier, such 
as including auto-retopology tools to popular 3D software applications [40]. One 
of the foremost pioneers of graphics technology in this area is the graphics card 
manufacturer Nvidia. The AI computing company has been sponsoring and de-
veloping new graphics technologies for decades and has an annual technology 
conference where new graphics technologies are showcased. As so much of the 
processing and rendering of immersive realities and real-time applications rely 
on the hardware, Nvidia is also involved in improving the performance of those 
functions [41]. Two of Nvidia’s recent innovations that are relevant for this 
study are the Nvidia NGX and aforementioned Nvidia NeRF. Both technologies 
approach rendering in new and dynamic ways. The Nvidia NGX requires an 
Nvidia RTX video card and uses that hardware combined with AI and deep 
learning to improve performance and improve the graphic output. The NGX can 
load an entire 3D scene from an previous design iteration and create a modern 
lighting and rendering solution. The process can transform older, lower resolu-
tion graphics and ensure that they appear crisp and clear on modern systems 
and resolutions [42]. While this process can make older graphics appear more 
modern it is, however, focused on the textural graphics and not the resolution of 
the models themselves making the solution ideal for lower resolution models. 
Higher resolution models would still require optimized geometry like that which 
is done through proper retopology [43].  

In order to address the retopology issue, Epic Games’s engineers working on 
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Unreal Engine 5 have used a new approach of virtualized geometry systems that 
aims to render retopology unnecessary all together. The Nanite system, which is 
built on earlier iterations and research on how to process and render high-resolution 
geometry in real-time, allows the user to bring in non-optimized high-resolution 
3D models directly from a 3D scan or highly detailed digital sculpt. These files 
are able to be altered in size to ensure fast processing and rendering [44] [45]. 
Nanite does this in several novel ways, including dynamically making level of 
detail (LOD) in real time, which consist of multiple copies at varied polygonal 
complexity that decrease in resolution as the viewer moves away from an object 
and increases in complexity as a viewer moves closer. The virtualized geometry 
system also automatically occludes polygons that are not visible from the view-
er’s perspective, making them non-rendered or non-processed. Adjusting the 
resolution of objects that are out-of-frame from a viewer ensures better perfor-
mance for real-time applications since render engines often process geometry 
even when not seen [46]. Nanite also works to improve rendering by using a 
system of virtualized textures also automatically generated [47]. All of these op-
timizations are done by the system, removing the technical obstacles that could 
impact performance and allowing the developer to focus on viewer experience. 
This system, and others that are sure to follow, entirely removes many of the 
most time-consuming and technically challenging aspects of 3D asset creation.  

3. Recommendations 

While both 3D AI asset generators and virtualized geometry systems are cur-
rently in use in the market, combining them to create a new development pipe-
line of 3D asset creation has not been explored. A theoretical framework for us-
ing these technologies in tandem is proposed and is an alternative method for 
designing, creating and producing content for immersive environments in XR. 
Such an immersive development pipeline would involve generating 2D concept 
designs via an AI art generator, such as DALLE-2 or Stable Diffusion. These de-
signs can then be rendered as 3D models using software such as Nvidia’s Instant 
NeRF and Kaedim. Finally, these 3D models can be imported into a game en-
gine, such as Unreal Engine 5 where the virtualized geometry system Nanite can 
optimize for appropriate resolution to ensure low latency in a virtual environ-
ment such as when using a head-mounted display (HMD). As for implementing 
those models, Nanite is proving to be a novel solution on how to use non-optimized 
models and has taken much of the asset creation process and removed or auto-
mated it. Recommendations for next steps in research include implementing the 
proposed development workflow and pipeline. 

4. Conclusion 

Developments in AI generative content witnessed unprecedented strides in 2022 
[48]. New technologies are opening alternative methods of 3D asset generation. 
While this study is the first to examine these technologies within the lens of 3D 
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asset creation, the proposed development pipeline shows that AI 3D art genera-
tion programs continue to grow and be developed in a range of industries. As 
seen in Andrew Wright’s AI Art Exhibition: Yeti (2022)  
(https://framevr.io/theotherus) (Figure 1 and Figure 2), AI-generated content is 
now within the reach of the general public. Each image within the exhibition was 
generated using natural language prompts in an AI generator. At the moment, 
each image requires trial and error with thousands of text prompt permutations 
to arrive at the desired effect. But advances are being made rapidly, as evinced by 
the number of options of generators now freely available. The rise of AI-driven 
content, and the increased accessibility to formally specialized and technically 
challenging 3D designers and developers means massive disruption in the field is 
quickly approaching the horizon. As the combination of these technical achieve-
ments creates an alternate possible 3D asset creation pipeline wherein a devel-
oper could use commonplace technology, such as a mobile phone to scan in ob-
jects, or use an AI system to generate 3D content either from a 2D concept de-
sign, which could also have been generated by AI (Bouchard, 2022), or a simple 
text prompt [31]. These developments democratize the 3D design and modeling 
field and create more opportunities for users to make the models required with-
out an experienced artist or designer, rendering current design and development 
pipelines obsolete.  
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Abstract 
Deep reinforcement learning (deep RL) has the potential to replace classic 
robotic controllers. State-of-the-art Deep Reinforcement algorithms such as 
Proximal Policy Optimization, Twin Delayed Deep Deterministic Policy Gra-
dient and Soft Actor-Critic Reinforcement Algorithms, to mention a few, 
have been investigated for training robots to walk. However, conflicting per-
formance results of these algorithms have been reported in the literature. In 
this work, we present the performance analysis of the above three state-of- 
the-art Deep Reinforcement algorithms for a constant velocity walking task 
on a quadruped. The performance is analyzed by simulating the walking task 
of a quadruped equipped with a range of sensors present on a physical qua-
druped robot. Simulations of the three algorithms across a range of sensor 
inputs and with domain randomization are performed. The strengths and 
weaknesses of each algorithm for the given task are discussed. We also iden-
tify a set of sensors that contribute to the best performance of each Deep 
Reinforcement algorithm. 
 

Keywords 
Reinforcement Learning, Machine Learning, Markov Decision Process,  
Domain Randomization 

 

1. Introduction 

Robots have become extremely common within the past few decades. From 
manufacturing to healthcare, robots play an important integral role in the mod-
ern world and with likely be even more integral in the future. However, bio- 
mimetic robots, such as humanoid and quadruped robots, are significantly less 
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common. This is primarily due to the limitation of their control algorithms. 
Many of these controllers utilize sophisticated kinematic and dynamic models 
separated into submodules so they are easier to manage [1]. These models are 
difficult and time-consuming to develop and require expertise in both robotics 
and walking locomotion. Furthermore, these controllers routinely fail to achieve 
the performance of their biological counterparts. Though more difficult to con-
trol, walking robots offer an attractive alternative to typical locomotion systems. 
Walking robots are more suited for efficiently moving over uneven terrain due 
to their ability to select where they make contact with the terrain. They also pos-
sess an edge with regard to navigation since they are cable of stepping or jump-
ing over obstacles that wheeled or tracked vehicles could not pass [1] [2]. 

Despite limited use outside of research applications, many walking robots 
have been developed. Examples of humanoid robots include NASA’s Valkyrie 
[3], Boston Dynamics’ Atlas, and Agility Robotics’ Cassie. Prominent quadruped 
robots include Boston Dynamics’ Spot, MIT’s Mini Cheetah [4] and Robotic 
Systems Lab’s ANYmal [5]. All of these robots are sophisticated enough to per-
form incredible feats of agility but lack the control systems require to operate at 
their peak performance. To address this shortfall, machine learning (ML) is em-
ployed to develop more complex and robust control systems. 

Reinforcement learning (RL) is a sub-field of machine learning that learns 
through interacting with an environment rather than from large datasets as with 
supervised and unsupervised learning. The goal of RL is to map states to actions 
with an artificial neural network (ANN) through a trial-and-error process. There 
are two primary components in RL, the agent and the environment. Figure 1 
depicts the agent environment interaction. The agent is responsible for making 
decisions based on the current state of the environment. The environment is an-
ything the agent cannot change arbitrarily. In robotic applications, it would be 
natural to assume that the robot is the agent. However, the robot’s actuators, 
links, sensors, etc. are considered to be part of the environment since the agent 
cannot explicitly change them. Therefore, the agent is not the robot but actually 
the control algorithm for the robot. 

The fundamental basis for modern reinforcement learning algorithms is the 
Markov Decision Process (MDP). A MDP is a discrete time state transition 
model which consists of four components: state space, action space, state transi-
tion probabilities and reward. This is usually represented as the tuple ( , , ,    ).  
 

 

Figure 1. Agent-environment interaction. Image credit: [6]. 
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The state space is defined by a set of observations of the robot and its environ-
ment. An observation at timestep t is given as t ∈s . In virtual environments 
many observations can be obtained directly from the physics engine. For real 
robots observations usually come in the form of a variety of sensors such as IM-
Us, motor encoders and cameras. In robotic applications the action space is 
usually defined by the range of each actuator. The action taken at timestep t is 
represented as t ∈a .   represents the probability density of the next state 

1t+s  given the current state ts  and action ta . Reward t ∈r  is received after 
transitioning from state ts  to state 1t+s , due to action ta . The reward is always 
a real scalar value. The function that provides the reward is defined be the sys-
tem designer to achieve some goal (e.g. walking). The return is defined as the 
discounted sum of rewards 0

T t
t ttJ γ

=
= ∑ r  where ( ]0,1γ ∈  is the discount fac-

tor determining the priority of long term rewards. Values of γ  closer to 0 will 
cause the agent to prioritize short term rewards over long term rewards. 

A solution to an MDP is defined as policy π , which maps each state to an ac-
tion to take in this state to return the highest average reward. RL methods speci-
fy how the agent updates its policy as a result of its experience to maximize the 
return. Additionally, most RL algorithms involve estimating value functions. 
These functions estimate either the value of being in a particular state or the 
value of taking particular action. The state-value function, ( )tVπ s , for policy π  
is the expected return when starting in ts  and following π . ( )tVπ s  is for-
mally defined as 

( ) [ ] 1
0

| | .k
t t t t k t

k
V Jπ π π γ

∞

+ +
=

 = =   
∑ s s r s               (1) 

The action-value function, also know as the Q-function, ( ),t tQπ s a , is the ex-
pected return starting from ts , taking the action ta , and thereafter following 
policy π . ( )tQπ s  is defined as 

( ) [ ] 1
0

, | , | , .k
t t t t t t k t t

k
Q Jπ π π γ

∞

+ +
=

 = =   
∑ s a s a r s a           (2) 

Both value functions can be estimated from experience. A policy π  is de-
fined to be better than or equal to a policy π ′  if its expected return is greater 
than or equal to that of π ′  for all states. The optimal policy is defined as the 
policy with state-value function ( ) ( )* maxt tV Vππ

=s s  and action-value func-
tion ( ) ( )* , max ,t t t tQ Qππ

=s a s a . 
Using reinforcement learning over traditional control methods has three po-

tential advantages over traditional controller designs. The first and most signifi-
cant advantage is the ability to create more sophisticated and robust control al-
gorithms for walking robots. Currently, even mildly rough terrain would pose a 
serious challenge for most walking robots. The second advantage is a reduction 
in human effort to develop complex control algorithms. In many cases it may 
take months or even years to develop control schemes for walking robots. A ro-
bot that could learn to walk on its own could drastically reduce the time it takes 
to develop a suitable control algorithm. The third advantage is the possibility of 
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creating more complex robots. Currently, robots are intentionally simplified so 
they are easier to control. For example, all of the quadruped robots mentioned 
previously use the same three degrees of freedom (DOF) per leg configuration. A 
real dog has at least six DOF per leg excluding toes. This anatomical simplifica-
tion is likely contributing to the limited capabilities of bio-mimetic robots. 

This paper is organized as follows: Section 2 provides a brief summary of the 
related work. In Section 3, an in-depth mathematical background of the three RL 
algorithms is presented. Section 4 discusses the experimental setup, training and 
performance metrics. In Section 5, the simulation results of the training are pre-
sented. Section 6 presents the conclusion and future work. 

2. Related Work  

It has been widely shown that RL algorithms can produce highly sophisticated 
control policies for tasks in simulations [7] [8] [9]. Three of the top performing 
algorithms often used for robotics task are Twin Delayed Deep Deterministic 
Policy Gradient (TD3), Proximal Policy Optimization (PPO) and Soft Actor 
Critic (SAC). Nevertheless, few performance comparisons of the RL algorithms 
for robotics applications can be found in the literature, and the few existing 
comparisons exhibit contradictory performance results. For example, in Fuji-
moto et al. [9], TD3 is shown be the top performing algorithm in several robotic 
walking tasks, including the “HalfCheetah” and “Ant” walking tasks, compared 
to PPO and SAC. However, this is contradicted in Haarnoja et al. [8] where SAC 
is shown to be the top performing algorithm for the same tasks compared to 
TD3 and PPO. Such contradictions make it difficult to ascertain which algo-
rithm is suitable for a particular robot application. 

This work seeks to clearly demonstrate how each algorithm performs on a si-
mulated quadruped robotic walking task. Additionally, the algorithms are com-
pared over a variety of sensory inputs. Lastly, each algorithm is tested with do-
main randomization which is essential for transfer learning of real robots. 

3. Overview of Algorithms 

RL algorithms are roughly separated into two categories, model-based and mod-
el-free. The key distinction between the two is whether or not the agent uses a 
model of the environment to predict state transitions and rewards. Model-based 
RL is a deductive approach for solving a problem. The agent uses its under-
standing of the system to select a best action. Model-based algorithms may learn 
or be given the environment model. Model-free RL is an inductive approach for 
solving a problem. The agent uses its past experience to estimate the value of its 
action. Since model-free algorithm does not rely on the transition probabilities 
of the MDP in order to find a policy. This is ideal for robots with high dimen-
sion, continuous state and action spaces. 

The most common type of reinforcement learning used in robotic applica-
tions are model-free actor-critic algorithms. Actor-critic methods are time dif-
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ference (TD) methods that have a separate structures to explicitly represent the 
policy independent of a value function. The policy structure is known as the ac-
tor, because it is used to select actions, and the estimated value function is 
known as the critic, because it criticizes the actions made by the actor. The cri-
tique takes the form of a TD error which is shown in Equation (3).  

( ) ( )1t t t tV Vδ γ += + −r s s                       (3) 

where tr  is the reward at time t given state ts  and action ta , γ  is the dis-
count factor and V is the value function implemented by the critic at time t. This 
scalar signal is the only output of the critic and drives all learning in both actor 
and critic. Figure 2 shows the actor-critic architecture. Typically, the critic is a 
state-value function. After each action selection, the critic evaluates the new state 
to determine whether things have improved or worse than expected. If the TD 
error is positive, the action is encouraged in the future, whereas if the TD error 
is negative, it becomes adverse to it. 

Model-free actor-critic algorithms can be subdivided into two groups, on- 
policy and off-policy. On-policy methods, also known as policy optimization, 
only uses data collected while acting according to the most recent version of the 
policy to make updates to the policy. Policy optimization also usually involves 
learning an approximator ( )tVφ s  for the on-policy value function ( )tV π s , 
which is used to update the policy. Q-Learning methods learn an approximator 

( ),t tQθ s a  for the optimal action-value function, ( )* ,t tQ s a . This optimization 
is usually performed off-policy. Meaning that each update can use data collected 
at any point during training, regardless of how the agent was choosing to explore 
the environment when the data was obtained. These methods often make use of 
memory buffers that store state-action-state tuples. The primary strength of on- 
policy methods is that they tend to be stable and reliable. By contrast, off-policy 
methods tend to be less stable but substantially more sample efficient, because 
they can reuse data more effectively than on-policy techniques. Both methods 
have shown good performance in robotic tasks [7] [8] [9]. 
 

 

Figure 2. Actor-critic architecture. Image credit: [6]. 
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Three state-of-the-art continuous control policy learning algorithms were 
chosen to benchmark the gait learning and performance. Proximal Policy Opti-
mization, Twin Delayed Deep Deterministic Policy Gradient and Soft Actor- 
Critic are consistently shown to be the top performing model-free actor-critic 
algorithms used for robotic tasks. 

PPO is an on-policy RL algorithm that attempts to improve the on Trust Re-
gion Policy Optimization (TRPO) algorithm [10]. TRPO attempts to control the 
policy updates through a Kullback-Leibler (KL) divergence constraint, which 
quantifies how much a probability distribution differs from another [10]. A ma-
jor disadvantage of this approach is that it’s computationally expensive. PPO 
clips the objective function to prevent large updates to the policy [7]. This make 
PPO easier to implement and computationally faster. The clipped objective 
function is shown in Equation (4). 

( ) ( )
( )

( )
( )

| |ˆ ˆ ˆmin ,clip ,1 ,1
| |

old old

t t t tCLIP
t t t

t t t t

L A Aθ θ

θ θ

π π
θ ε ε

π π

    
 = − +             


a s a s
a s a s

  (4) 

where θπ  is a stochastic policy. The clipping function limits the lower and up-

per value of the probability ratio 
( )
( )

|
|

old

t t

t t

θ

θ

π
π

a s
a s

 and ε  is the hyperparameter  

that sets clip range. The larger the the value of ε , larger the potential policy 
changes. ˆ

tA  is the advantage function shown in Equation (5). 

( ) ( ) 1
1 1

ˆ T t
t t t TA δ γλ δ γλ δ− +

+ −= + + +                 (5) 

where tδ  is the TD error defined in Equation (3), γ  is the discount factor, 
and λ  is the bias-variance trade-off factor for the generalized advantage esti-
mator [11]. During each episode of training the actor collects T timesteps of data. 
Then the surrogate loss is computed over T timesteps and optimized with mini-
batch stochastic gradient descent for K epochs. Algorithm 1 summarizes the 
training process for PPO. As training progresses the policy will try to exploit re-
wards that it has already found over exploration. 

TD3 is an off-policy algorithm that significantly improves upon the deep de-
terministic policy gradient (DDPG) algorithm [12]. The primary downfall of 
DDPG is the overestimation bias of the critic network which leads to degraded 
performance. TD3 implements three key features to improve performance [9]. 
First, TD3 proposes the use of a clipped double Q-learning algorithm to replace  
 

 

Algorithm 1. PPO, actor-critic style. 
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the standard Q-learning found in DDPG. The second feature implemented is the 
use of action noise to reduce overfitting to narrow peaks in the value estimate, a 
problem often encountered with deterministic policies. The addition of action 
noise also results in target policy smoothing. For each timestep, both Q networks 
(

1 2
,Q Qθ θ ) are updated towards the minimum target value of actions selected by 

the target policy shown in Equation (6)  

( )( )1 11,2
min , .

it t ti
y Qθ φγ π ε

′ ′+ +=
= + +r s s                  (6) 

where tr  is the reward at time t, γ  is the discount factor and φπ  is a deter-
ministic policy, with parameters φ , which maximizes the expected return. ε  
is the clipped Gaussian action noise added and is defined by Equation (7). 

( )( )~ clip 0, , ,c cε σ −                       (7) 

The third feature of TD3 is to delay the policy updates by a fixed number of 
updates to the critic. This is done to suppress the value estimate variance caused 
by the accumulated TD-error. Parameters φ  are updated according to the de-
terministic policy gradient shown in Equation (8). 

( ) ( ) ( ) ( )~ , .
t t t

p a t t tJ Q
π φ

φ π φ φπ
φ π

=
 ∇ = ∇ ∇  

s a s
s a s            (8) 

where Qπ  is the action-value function defined in Equation (2). TD3 is summa-
rized in Algorithm 2.  

SAC is an off-policy actor-critic algorithm that seeks to maximize a trade-off 
between expected return and entropy. This encourages a high degree exploration 
compared to other algorithms. The entropy augmented objective is defined by 
Equation (9).  

( ) ( )( )*
, ~arg max | ,

t t t t
t

πρπ
π α π = + ⋅ ∑ s a r s             (9) 

 

 

Algorithm 2. TD3. 
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tr  is the reward at time t and α  determines the relative importance of the 
entropy term, ( )( ) ( )( )| log |t t tφπ π⋅ = s a s , against the reward. φπ  is a de-
terministic policy, with parameters φ . SAC utilizes two soft Q-functions to mi-
tigate positive bias in the policy improvement step. The soft Q-function para-
meters, θ , are trained to minimize the soft Bellman residual given in Equation 
(10).  

( ) ( ) ( ) ( )( )( )1

2

~ 1, ~
1 , ,
2 tt tQ t t t p tJ Q r Vθ θθ γ

+ +
  = − +    

  ss a s a s     (10) 

where ( ),t tQθ s a  is the minimum of the two soft Q-functions and γ  is the 
discount factor. The value function Vθ  is the value function implicitly parame-
terized through the soft Q-function parameters via Equation (11).  

( ) ( ) ( )~ , log |
tt t t t tV Qπ α π = − as s a a s             (11) 

The policy parameters are trained by minimizing the objective function in 
Equation (12).  

( ) ( )( ) ( )~ ~ log | , .
t t t t t tJ Q

φπ π φ θφ α π  = −   s a a s s a        (12) 

Additionally, the temperature parameter α  can be learned with the follow-
ing objective function in Equation (13).  

( ) ( )~ log |
t t t t tJ πα α π α = − −  a a s               (13) 

The pseudo code for SAC is listed in Algorithm 3. SAC alternates between 
collecting experience from the environment with the current policy and updat-
ing the actor and critic network parameters using stochastic gradients from 
batches randomly sampled from a replay buffer [8]. 

4. Experimental Setup 

This section covers the design and setup of the simulated quadruped robot and 
its environment. 
 

 

Algorithm 3. SAC. 
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4.1. System Identification 

The simulated environment is constructed using the MuJoCo’s physics simulator. 
MuJoCo is a free and open source physics engine that aims to facilitate research 
and development in robotics, biomechanics, graphics and animation [13]. Mu-
JoCo makes it possible to scale up computationally-intensive techniques such 
optimal control, physically-consistent state estimation, system identification and 
automated mechanism design, and apply them to complex dynamical systems in 
contact-rich behaviors. It is well suited for training RL policies for robotic tasks. 
The simulation environment consists of a single 2 DOF quadruped robot and a 
ground plane. Figure 3 shows the simulated robot. The robot is similar to the 
popular Mujoco “Ant” benchmark, but has more realistic actuator torques and 
includes a variety common sensors that can be found on real robots. These sen-
sors include a body position, body quaternion, foot contact sensors, and actuator 
position, actuator velocity, actuator load (force), IMUs on the body and legs. 
The large yellow spheres at the end of the feet represent the feet contact sensors. 
The smaller yellow spheres on the legs represent the locations of the IMU sen-
sors. An additional IMU is located at the center of the main body. The body po-
sition and quaternion are measured at the center of the main body. Gaussian 
noise was added to each sensor to imitate the imprecision of real sensors. The 
robot has eight actuators. No actuator or latency models were considered for the 
simulation. 

4.2. State and Action Spaces 

Actions ta  are actuator target positions mapped to values between −1 and 1. 
The state ts  consists of the most recent readings of various sensors. Seven sen-
sor configurations were tested with each algorithm to identify the best possible 
level of sensory input for each algorithm. The sensors used in each configuration 
are listed in Table 1. The first configuration (v0) uses only the body quaternion 
for the state space and the last configuration (v6) utilizes all sensor data on the 
robot for the state space. 
 

 

Figure 3. Simulated quadruped robot testbed. 
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Table 1. State space configurations. 

Config v0 v1 v2 v3 v4 v5 v6 

Body Quaternion ✓ ✓ ✓ ✓ ✓ ✓ ✓ 

Actuator Position (Qty: 8) - ✓ ✓ ✓ ✓ ✓ ✓ 

Actuator Velocity (Qty: 8) - - ✓ ✓ ✓ ✓ ✓ 

Actuator Load (Qty: 8) - - - ✓ ✓ ✓ ✓ 

Foot Pressure Sensor (Qty: 4) - - - - ✓ ✓ ✓ 

3-axis Accelerometer (Qty: 9) - - - - - ✓ ✓ 

3-axis Gyro (Qty: 9) - - - - - - ✓ 

4.3. Reward Function 

The reward function was designed to encourage a stable forward walking gait at 
a target velocity ˆxv  with a target orientation q̂ . The reward function is given 
by the Equation (14)  

( ) ( )
( )

2 2 ˆ

ˆsum ,
H A t V t TV x x D y

TQ

R r w w w v v w v

w q q

= + ∗ + ∗ Ω + ∗ − + ∗

+ ∗ −

∑ ∑a
    (14) 

where Hr  is the reward for not experiencing a catastrophic failure, such as flip-
ping over. Aw  is the weight that determines the importance of penalizing ac-
tions, ta . Vw  is the weight that determines the importance of penalizing actu-
ator velocities, tΩ . TVw  is the importance weight for the target velocity and 

Dw  is the importance weight for penalizing linear velocity in the lateral direc-
tion. TQw  is the importance weight for deviation from the target quaternion. 
The final weights used are listed in Table 2. 

4.4. Domain Randomization 

The inevitable imperfections of physics simulations will automatically be ex-
ploited by any optimization method to achieve an improvement. However, since 
these exploits don’t exist in the real world, policies transferred to the real world 
will not perform as expected. This is known as the simulation optimization bias 
(SOB) [14]. One method to combat SOB is to randomize parameters of the si-
mulation. Unlike system identification which aims to carefully model the real 
world, domain randomization aims to randomize the visuals or system dynamics 
of a simulation to encourage generalization. System identification and domain 
randomization are often used together to achieve better results [1] [15] [16]. 
Early domain randomization techniques largely consisted of adding i.i.d. noise 
to observations and actions [14]. Newer techniques involve changing the ap-
pearance and core dynamics of a simulated environment. Vision based learning 
have a particularly wide reality gap because it is very difficult to generate suffi-
ciently high-quality rendered images [16]. Additionally, simulated cameras fail 
to incorporate noise and optical distortions produced by real cameras [17]. For a 
vision based object manipulation tasks, Pinto et al. [18] randomized textures,  
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Table 2. Reward function parameters. 

Parameter ˆxv  q̂  Hr  Aw  Vw  TVw  Dw  TQw  

Value 0.5 m/s [1, 0, 0, 0] 1.0 −0.05 −0.05 −1.0 −0.5 −0.5 

 
lighting and the position of the camera. They found that policies trained without 
domain randomization failed to perform when transferred to the real robot. For 
non-vision based robots parameters like mass, friction coefficients and actuator 
behavior are randomized. Tan et al. [15] found that using inertia randomization 
when learning a quadruped gait significantly improves robustness at the cost op-
timality. Meaning that using domain randomization causes the simulated policy 
to have degraded performance but will perform better on the physical robot. 
Adversarial disturbances to the agent are another common form of domain 
randomization. Rudin et al. [19] implemented this idea by pushing the simulated 
robot every 10 seconds. The robots’ base is accelerated up to ±1 m/s in both x 
and y directions. This results in a highly stable and dynamic walking gait which 
was successfully deployed on a real robot. 

4.5. Training 

The simulated environment is setup to recreate the agent-environment de-
scribed previously. Every 50 ms in simulation time the agent reads in the current 
state of the robot which is described by the robot’s sensors. The sensors that are 
used depend on which configuration is being tested. The agent then uses the 
state space to generate target motor positions. The updated motor positions are 
sent the robot. After 50 ms the state of the robot is read again and a reward is 
given based on the reward function described in Section 4.3. This process repeats 
for one thousand iterations. Upon completion of an episode of one thousand 
steps the simulation is reset. TD3 and SAC make updates following the end each 
episode while PPO makes updates at a fixed interval. Each algorithm was trained 
on each sensor configuration for three million steps. This was repeated five 
times for each algorithm configuration combination. 

To evaluate if an algorithm is suitable for transfer learning to a real robot a 
second group of policies were trained under identical circumstances except with 
domain randomization. The group using dynamics randomization experienced 
random variations in robot’s mass, inertia and friction coefficients as well as 
variations in actuator stiffness, friction loss, damping, and reflected inertia. 

4.6. Models and Hyperparameters 

To compare optimal performance of each algorithm the Stable-Baselines3 (SB3) 
implementation was used for all three algorithms. SB3 is a set of reliable imple-
mentations of reinforcement learning algorithms in PyTorch [20]. Several com-
binations of hyperparameters were tested for each algorithm. However, the de-
fault SB3 values were found to be the best. Table 3 summarizes the ANN archi-
tectures and hyperparameters used for each algorithm. 
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Table 3. Hyperparameters for each RL algorithm. 

Hyperparameter PPO TD3 SAC 

Network Architecture [64, 64] [256, 256] [256, 256] 

Activation ReLU ReLU ReLU 

Optimizer Adam Adam Adam 

Learning Rate 0.0003 0.001 0.0003 

Target Update Rate 2048 Steps 1 Episode 1 Episode 

Batch Size 64 100 256 

Epochs 10 - - 

Discount Factor (γ) 0.99 0.99 0.99 

Replay Buffer Size - 106 106 

Clip Range (ε) 0.2 - - 

GAE (λ) 0.95 - - 

Soft Update Coefficient (τ) - 0.005 0.005 

Target Entropy (α) - - Auto 

Action Noise - ( )0,0.1  - 

Policy Delay - 2 - 

4.7. Performance Metrics 

The performance of trained policies was evaluated by comparing the quantita-
tive metrics of walking gait for the three algorithms. The metrics associated with 
the walking gait are the average forward velocity (m/s), average forward velocity 
variance, average lateral velocity (m/s), average lateral velocity variance, and qu-
aternion root mean square deviation (RMSD). Ideally an agent should achieve 
an average forward velocity of 0.5 m/s, a lateral velocity of 0.0 m/s, no forward 
or lateral velocity variance and no deviation in the quaternion. The maximum 
reward per time step that can be achieved is 1.0. Performance was evaluated as 
the average of all five trials over one thousand steps or fifty seconds in simula-
tion time. 

5. Results  

This section provides an analysis of the simulated agent’s performance. It also 
offers a comparison of algorithm performance across sensor configurations and 
with domain randomization. 

5.1. Training without Domain Randomization 

Figures 4-6 show the average learning curve in terms of the reward of each ro-
bot configuration using PPO, TD3 and SAC respectively without domain ran-
domization. Across all three algorithms configurations v2, v3, and v4 achieve the  
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Figure 4. Average learning curve for each sensor configuration using PPO algorithm. 
 

 

Figure 5. Average learning curve for each sensor configuration using TD3 algorithm. 
 

 

Figure 6. Average learning curve for each sensor configuration using SAC algorithm. 
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highest average reward. Configuration v2 is the first sensor configuration that 
includes actuator velocities. Unlike the body quaternion and actuator position, 
actuator velocity has a temporal relation which is likely the reason its inclusion 
in the state space significantly improves learning performance. The addition of 
actuator load in configuration v3 and contact sensors in configuration v4 do not 
improve the max reward beyond configuration v2. The addition of more sensors 
does not degrade learning till the IMU sensor data is added in configurations v4 
and v5. SAC was the only algorithm to achieve a high reward for these configu-
rations. However, training is significantly slower compared to other configura-
tions. Configuration v6 achieve a reward comparable to configurations v2, v3, 
and v4 while configuration v5 has a slightly lower max reward. The fact that 
configuration v6 is higher than v5 would indicate that the policy is developing a 
form of sensor fusion for the IMU data. The inclusion of IMU data significantly 
increases the size of the state space. This indicates that for agents with large state 
spaces SAC may perform better. In contrast, PPO was the only algorithm to 
achieve an average reward higher than 500 using configurations v0 and v1, 
though they are still not on par with configurations v2, v3 and v4. This indicates 
that PPO performs better with smaller state spaces. It can also be seen that the 
TD3 and SAC agents have significantly steeper learning curves compared to 
PPO agents. This is due to the fact that off-policy algorithms make far more up-
dates than on-policy algorithms. However, from Figure 5 it can be seen that 
TD3 takes significantly longer to reach its max reward compared to the other 
two algorithms. PPO and SAC converge at their maximum reward before five 
hundred thousand steps, TD3 takes nearly two million steps to converge. 

Tables 4-6 show the average quantitative metrics of the walking gaits achieved 
for each sensor configuration. Table 4 shows the average performance of each 
sensor configuration using PPO. Configurations v2, v3 and v4 show the best 
performance with average forward velocities very close to the target velocity of 
0.5 m/s. Additionally, all other metrics are close to zero as desired. Overall, it 
appears that configuration v3 performs the best as it was able to achieve an av-
erage velocity closest to the target velocity. Configurations v0 and v1 also seem  
 
Table 4. Average performance of each sensor configuration trained with PPO algorithm. 

Config 
Avg Forward 

Velocity (m/s) 
Forward 

Velocity Var 
Avg Lateral 

Velocity (m/s) 
Lateral 

Velocity Var 
Quaternion 

RMSD 

v0 0.37207 0.01229 0.01903 0.00649 0.06534 

v1 0.44240 0.01486 0.00388 0.00136 0.03266 

v2 0.49090 0.00246 −0.00108 0.00055 0.01823 

v3 0.49341 0.00273 −0.00175 0.00051 0.01984 

v4 0.49204 0.00267 0.00023 0.00053 0.01843 

v5 0.00222 0.04943 0.01359 0.04511 0.80789 

v6 0.07267 0.03297 −0.00192 0.03139 0.30946 
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Table 5. Average performance of each sensor configuration trained with TD3 algorithm. 

Config 
Avg Forward 

Velocity (m/s) 
Forward 

Velocity Var 
Avg Lateral 

Velocity (m/s) 
Lateral 

Velocity Var 
Quaternion 

RMSD 

v0 −0.00078 0.00404 0.00027 0.00148 0.09021 

v1 0.36572 0.02110 0.01244 0.02461 0.06642 

v2 0.49277 0.00189 −0.00063 0.00075 0.02226 

v3 0.49724 0.00208 −0.00197 0.00074 0.02036 

v4 0.49554 0.00183 0.00666 0.00084 0.02175 

v5 −0.00001 0.00053 −0.00039 0.00024 0.06395 

v6 0.00026 0.00028 0.00019 0.00010 0.06356 

 
Table 6. Average performance of each sensor configuration trained with SAC algorithm. 

Config 
Avg Forward 

Velocity (m/s) 
Forward 

Velocity Var 
Avg Lateral 

Velocity (m/s) 
Lateral 

Velocity Var 
Quaternion 

RMSD 

v0 0.05932 0.01301 −0.01809 0.01040 0.05622 

v1 0.34406 0.01992 0.01017 0.02643 0.04924 

v2 0.48994 0.00182 0.00018 0.00046 0.02003 

v3 0.49091 0.00166 −0.00111 0.00056 0.01956 

v4 0.49191 0.00182 −0.00114 0.00062 0.01939 

v5 0.48757 0.00184 −0.00896 0.00074 0.01924 

v6 0.49165 0.00185 0.00066 0.00054 0.01824 

 
to generate stable walking gaits. However, they were unable to come as close to 
the target velocity as the previously mentioned configurations. Lastly, configura-
tions v5 and v6 fail to generate any walking gaits. 

From Table 5, it can be seen that the TD3 algorithm only generates walking 
gaits for configurations v1 through v4. Like PPO, the average forward velocity 
for configuration v1 does not reach the target velocity. Also similar to PPO, the 
best gait was achieved with configuration v3. For configurations v2, v3, and v4 
TD3 achieves a higher average velocity than both PPO and SAC. However, the 
other four metrics seem to be worse as a result. For configurations v5 and v6 all 
agents learn to remain still to achieve a maximum reward. 

Table 6 shows that SAC was able to generate walking gaits for all configura-
tions except v0. Like PPO and TD3, the average velocity of configuration v1 fails 
to achieve to desired velocity. Configurations v4 and v6 are the top performing 
configurations in terms of average forward velocity. 

5.2. Training with Domain Randomization 

Figures 7-9 show the average learning curve in terms of the reward of each ro-
bot configuration using PPO, TD3 and SAC respectively using domain  
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Figure 7. Average learning curve for each sensor configuration using PPO algorithm with 
domain randomization. 
 

 

Figure 8. Average learning curve for each sensor configuration using TD3 algorithm with 
domain randomization. 
 

 

Figure 9. Average learning curve for each sensor configuration using SAC algorithm with 
domain randomization. 
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randomization. The learning curves are very similar to the simulations without 
domain randomization. The most significant difference being the lower maxi-
mum reward compared to agents trained without domain randomization. This is 
expected since randomization of dynamics makes walking much more difficult 
with the goal of achieving a more robust walking gait. Additionally, for some al-
gorithm-configuration combinations, training is significantly slower. All confi-
gurations of PPO require approximately an additional three hundred thousand 
steps to reach their maximum reward. TD3 shows a notable preference for con-
figuration v4 over v2 and v3 in terms of learning speed. Likewise, SAC also 
shows a slight preference for configuration v4. This indicates that foot sensors 
should be an important sensory input for real-world walking tasks. 

Tables 7-9 show the average performance metrics for each algorithm-configura- 
tion combination. A notable difference that can be observed is the overshooting 
of the target forward velocity for PPO and TD3. TD3 especially overshoots be a 
considerable margin for configurations v2 and v3. Interestingly, SAC does not 
demonstrate the same overshooting behavior. It can also be seen that  
 
Table 7. Average performance of each sensor configuration trained with PPO algorithm 
and domain randomization. 

Config 
Avg Forward 

Velocity (m/s) 
Forward 

Velocity Var 
Avg Lateral 

Velocity (m/s) 
Lateral 

Velocity Var 
Quaternion 

RMSD 

v0 0.08164 0.00315 −0.00813 0.00479 0.04419 

v1 0.51125 0.00537 −0.01126 0.00272 0.03613 

v2 0.50433 0.00290 0.00051 0.00088 0.02525 

v3 0.50494 0.00320 0.00125 0.00082 0.02259 

v4 0.50726 0.00281 0.00185 0.00122 0.02613 

v5 0.01854 0.04464 −0.02413 0.04370 0.84128 

v6 0.03879 0.03025 −0.00069 0.02937 0.41497 

 
Table 8. Average performance of each sensor configuration trained with TD3 algorithm 
and domain randomization. 

Config 
Avg Forward 

Velocity (m/s) 
Forward 

Velocity Var 
Avg Lateral 

Velocity (m/s) 
Lateral 

Velocity Var 
Quaternion 

RMSD 

v0 −0.00034 0.00129 −0.00062 0.00075 0.10078 

v1 0.00113 0.00293 0.00111 0.00092 0.02000 

v2 0.51670 0.00318 0.00751 0.00170 0.02845 

v3 0.51140 0.00414 0.01952 0.00348 0.03058 

v4 0.49742 0.00388 0.00312 0.00205 0.02617 

v5 0.11113 0.00282 0.00086 0.00145 0.08520 

v6 0.11087 0.00166 −0.00901 0.00125 0.05135 
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Table 9. Average performance of each sensor configuration trained with SAC algorithm 
and domain randomization. 

Config 
Avg Forward 

Velocity (m/s) 
Forward 

Velocity Var 
Avg Lateral 

Velocity (m/s) 
Lateral 

Velocity Var 
Quaternion 

RMSD 

v0 0.00680 0.01492 0.00400 0.01125 0.05964 

v1 0.31937 0.02401 0.00403 0.04855 0.05884 

v2 0.47342 0.00366 −0.02700 0.00293 0.02600 

v3 0.48273 0.00452 0.01178 0.00190 0.02776 

v4 0.48594 0.00348 0.00818 0.00173 0.02344 

v5 0.49743 0.00390 −0.02039 0.00265 0.03122 

v6 0.49873 0.00239 −0.00677 0.00327 0.03284 

 
the performance of configuration v0 with PPO is significantly worse than with-
out domain randomization. This can also be seen with configuration v1 with 
TD3. Lastly, SAC shows a significant performance increase for configurations v5 
and v6 over other configurations. 

5.3. Results Summary 

 Actuator velocity is essential for generating stable walking gaits for all three 
RL algorithms.  

 The performance of all three algorithms is very similar for configurations v2, 
v3 and v4 both with and without domain randomization.  

 TD3 and SAC both learn significantly quicker than PPO.  
 PPO excels with minimal state spaces but performs very poorly with the ad-

dition of IMU data.  
 SAC was the only algorithm to generate a stable walking gait with IMU data 

both with and without domain randomization.  
 TD3 does not perform well with minimal state spaces or with the addition of 

IMU data.  
 Domain randomization does affect the performance of all three algorithms in 

a negative manner. However, in most cases the algorithms are still able to 
generate stable gaits comparable to policies trained without domain rando-
mization.  

 Contact sensors in the feet significantly improve performance in all three al-
gorithms when using domain randomization.  

6. Conclusion 

In this paper, the performance of three state-of-the-art RL algorithms was com-
pared with the walking gait of a quadruped robot. The performance of the three 
algorithms was studied on a quadruped robot simulated by modeling the robot 
using the MuJoCo’s native MJCF modeling language. Each algorithm perfor-
mance was evaluated in seven different state spaces along with addressing the 
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simulation optimization basis (domain randomization). The performance results 
demonstrated that the performance of the three algorithms was dependent on 
the sensor configurations, i.e., the state space. Without domain randomization, 
the SAC algorithm was able to generate walking gaits for all state spaces other 
than the state space which consisted only of the body quaternion. The PPO and 
TD3 algorithms were not able to generate walking gaits for the state spaces in-
cluding the accelerometer and gyro data. The TD3 and PPO algorithms were no-
ticed to have overshooting of the target velocity with domain randomization 
while SAC did not exhibit overshooting. Also, SAC had a significant perfor-
mance improvement with the use of an accelerometer and gyro along with do-
main randomization. The performance results of the three algorithms do not 
present a clear winner. The results demonstrate the preference of the algorithms 
to state spaces. It can be seen that PPO tends to perform better with smaller state 
spaces while SAC excels with larger state spaces. Finally, it was shown that do-
main randomization does not significantly degrade policy performance in most 
cases for any algorithm. Even though all three algorithms can potentially be used 
for transfer learning on real robots, their performance needs to be evaluated on a 
real physical quadruped robot. 
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