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Abstract 
Time delay estimation (TDE) is an important issue in signal processing. Conventional TDE 
algorithms are usually efficient under white noise environments. In this paper, a joint noise 
reduction and pl -norm minimization method is presented to enhance TDE in colored noise. An 
improved subspace method for colored noise reduction is first performed. Then the time delay is 
estimated by using an pl -norm minimization method. Because the clean speech signal form the 
noisy signal is well extracted by noise reduction and the pl -norm minimization method is robust, 
the TDE accuracy can be enhanced. Experiment results confirm that the proposed joint estimation 
method obtains more accurate TDE than several conventional algorithms in colored noise, es- 
pecially in the case of low signal-to-noise ratio. 
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1. Introduction 
Estimating the time delay from two received signals at spatially separated sensors is of important significance in 
signal processing [1]. It has many practical applications, such as multichannel speech enhancement, echo 
cancellation and wireless communications. The basic problem of the time delay estimation (TDE) is estimating 
accurately the time delay of interfering signals, aiming to exclude the influence of noise and interference. Many 
TDE approaches have been proposed. They mainly include the generalized correlation method [2], the statistical 
method [3], the parametric estimation method [4], the adaptive estimation method [5] [6], the combinational 
estimation method [7], and the pl -norm minimization-based estimation method [8]. Among them, the pl -norm 
minimization-based estimation method can find the time delay by minimizing an pl -norm objective function. It 
was reported in [8] that this method can obtain more robust results than other several conventional approaches 
against impulse noise. However, these conventional TDE approaches do not consider the influence of noise, 
specially under low SNR conditions. Moreover, in general they are only efficient in white noise. 

Speech enhancement techniques have been applied in speech recognition and voice communication. They can 
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recover the clean speech signal from the noisy signal by noise reduction. Speech enhancement algorithms can be 
classified as single channel and multichannel speech enhancement algorithms. The multichannel speech enhance- 
ment algorithms usually mix multiple noisy signals for noise reduction. By contrast, the single speech enhance- 
ment algorithms utilize only one noisy signal and thus do not change the time delay of the noisy signal at each 
channel. So, the single speech enhancement algorithms have the potential to improve the performance of the 
TDE algorithm. At present, the single-channel speech enhancement algorithms mainly include the spectral 
subtraction-based methods [9], the Kalman filtering-based parametric method [10], the statistic-based approach 
[11] [12], and the subspace-based method [13]. These conventional algorithms are suitable for white noise 
reduction. To deal with colored noise, one conventional approach is that the noisy speech signal is multiplied by 
the square root of the noise covariance matrix’s inverse [14]. Another conventional approach is the prewhitening 
covariance matrix of the colored noise. These prewhitening approaches all require to estimate the covariance 
matrix of the colored noise in advance. Recently, to avoid disadvantage of estimating the covariance matrix of 
the colored noise, an improved subspace method was proposed in [15]. It was reported that the improved 
subspace method outperforms conventional speech enhancement methods in colored noise reduction. 

In this paper, a new method for enhancing time delay estimation (TDE) in colored noise is presented by 
joining noise reduction and pl -norm minimization. We first perform the improved subspace method for 
enhanced signals corrupted by colored noise and then we use the pl -norm minimization based TDE method to 
estimate the time delay from the enhanced signals. Experiment results show that the proposed joint algorithm 
can obtain more accurate TDE than several conventional algorithms in colored noise, especially in the case of 
low signal-to-noise ratio.  

2. TDE Signal Model and Estimation 
2.1. Signal Model 
Consider the following TDE signal model:  

1 1 2 2( ) ( ) ( ), ( ) ( ) ( )
                     ( 1, , )
x n s n v n x n s n D v n

n N
β ∗= + = − +

= 

                         (1) 

where ( )s n  is the unknown random source signal, (0,1)β ∈  is the attenuation factor, D∗ ∈  is the time 
delay to be estimated, 1( )v n  and 2 ( )v n  are uncorrelated noise observations which are independent of ( )s n , 
and N  is the sampling length of the noisy signals. The goal of TDE is to estimate the delay D∗  from N  
noise observations.  

2.2. lp-Norm Minimization-Based Estimation 
For robust TDE, Ma and Nikias introduced [16] the following pl -norm cost function about the delay D and the 
attenuation factor β :  
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where 1 2p≤ ≤ , M is the order parameter and ( )( ) sin tsinc t
t
π

π
=  is the sinc function. (2) can be written in a  

matrix form as:  
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To minimize ( , )pf D β , Zeng et al. presented an efficient two-steps procedure [8]. In the first step, the global 
optimum β  is estimated for each given D. The estimation for the global optimum β  has the following three 
cases.  

Case 1: 2p = . The pl  cost function is a one-dimensional quadratic function of β . Its optimal solution is 
given by  

2
2

( ) .
( )

T D
D

β ∗ =
b x

b
                                    (4) 

Case 2: 1p = . The pl  cost function is the least absolute deviation function:  

2
1 2 1

1

( )( , ) ( ) | ( ) |
( )
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where ( )nb D  is the ( )n M− th element of ( )Db . Let 2 ( )( ) , 1, ,
( )n

x ny n n M N M
b D

= = + … − , then the optimal  

solution of the cost function is the weighted median of the sequence 1{ ( )}N M
n My n −
= +  with the weights 

1{| ( ) |}N M
n Mb n −
= + . The procedure of computation of β ∗  is listed in Algorithm 1.  

 
Algorithm 1 Computation of β ∗  

Step 1) Compute the threshold 0 1

1 | ( ) |
2

N M

nn M
b b D−

= +
= ∑ .  

Step 2) Sort the sequence 1{ ( )}N M
n My n −
= +  in ascending order along with the 

corresponding weights 1{| ( ) |}N M
n Mb n −
= + .  

Step 3) Let m increase from 1M +  to N M− , β ∗  is ( )y m  whose 

weight hold the inequality 01
| ( ) |m

nn M
b D b

= +
≥∑  first. 

 
Case 3: 1 2p< < . The pl  cost function has derivative. Thus the following fixed-point iteration is used to 

find the optimal solution β ∗ :  

1 2
ˆ( ) ( )ˆ
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where ˆ kβ  is the estimate of β  in the kth iteration, and  
( 2)/2 ( 2)/2

1( ) {| | , , | | }p p
M N Mdiag r rβ − −
+ −= W  

where nr  is the ( )n M− th element of 2( )Dβ −b x . In the second step, a search range [ , ]min maxD D  and a step 
size D∆  are first determined, then the value of D  increases from minD  to maxD  with the step size being 

D∆ , after that the delay profile is computed by substituting each given D  and the corresponding *( )Dβ  into  
the pl  cost function, finally the minimum ˆ arg min ( , ( ))D pD f D Dβ∗ ∗=  is used to estimate the D∗ .  

3. Proposed TDE Algorithm 
3.1. Improved Subspace Method for Colored Noise Reduction 
Without the loss of generality, we consider the following noise signal model:  

1 1( ) ( ) ( )  ( 1, , )x n s n v n n N= + =                               (7) 

Our goal is to restore ( )s n  from 1( )x n  by colored noise reduction. 
Recently, for colored noise reduction, an improved subspace method was presented in [15]. Let the colored 

noise be modeled as the pth order autoregressive signal process  
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1 1
1

( ) ( ) ( )
p

i
i

v n a v n i w n
=

= − +∑                                  (8) 

where { }ia  are the AR noise model parameters, ( )w n  is the drive noise which is assumed to be white with 
variance 2

wσ . Let K denote the length of one frame signal, and let 1 1[ ( 1), , ( 1), ( )]Tx x n K y n y n= − + … − , 
[ ( 1), , ( 1), ( )]Ts s n K s n s n= − + … − , and 1 1 1 1[ ( 1), , ( 1), ( )]Tv v n K v n v n= − + … − . Then (7) can be written in a 

vector form:  

1 1= +x s v                                        (9) 

and (8) can be written in a vector form:  

1 =Av w  

where T[ ( 1), , ( 1), ( )]w n K w n w n= − + −w  and A  is the K K×  whitening matrix:  
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Multiplying (9) by A , we have  

0 .= +z s w                                      (10) 

where 1A=z x  and 0 A=s s . Since ( )w n  is the white noise, the conventional subspace method for white 
noise reduction can be directly used to estimate 0s , given as  



0 0=s H z                                       (11) 

where 2 1 T
0 ( )wµσ −= Λ Λ +H U I U , µ  is the Lagrangian multiplier, T

z =U R U Λ , zR  is the K K×   
covariance matrix of the whitening signal vector z , and U  and Λ  consist of the eigenvector and eigenvalue 
of zR , respectively. Then the clean speech signal s  can be estimated by  



1 1 2 1 T
0 1( ) .wµσ− − −= = +s A s A UΛ Λ I U Ax                         (12) 

For each signal frame, the improved subspace algorithm (denoted as ISS) is summarized as:  
 

Algorithm 2 Improved Subspace Algorithm 

Step 1) Update the AR coefficients ia  and variance 2
wσ  of noisy signal 

during the speech-absent frame.  
Step 2) Construct the whitening matrix A  using the estimated AR 
coefficients, and whiten the noisy signal by using A .  
Step 3) Compute the covariance matrix of the whitening noisy signal zR .  
Step 4) Compute the eigenvalue and eigenvector of zR .  
Step 5) Estimate the clean speech signal by using (12). 

3.2. Proposed TDE Algorithm 
In this section, we introduce a new method for enhancing time delay estimation (TDE) in colored noise, based 
on joint noise reduction and pl -norm minimization. An improved subspace method for colored noise reduction 
is first performed. The time delay is then estimated by using the enhanced signal, based on the pl -norm 
minimization. The proposed TDE algorithm is listed in Algorithm 3. Compared with conventional TDE 
algorithms, the proposed TDE algorithm can greatly reduce the interference of colored noise such that the TDE 
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accuracy is enhanced.   
 

 

4. Experimental Results 
In this section, we conduct numerical simulations to demonstrate the effectiveness of the proposed algorithm. 
We compare the proposed TDE algorithm with the TDE algorithm based pl -norm minimization without noise 
reduction. We also compare with other two TDE algorithms based pl -norm minimization with noise reduction, 
where the minimum mean square error(MMSE) and maximum a posterior(MAP) estimators of the magnitude- 
squared spectrum(denoted as MMSE-MSS and MAP-MSS) are used for noise reduction, respectively. The 
source signal and noisy signal are taken from the NOIZEUS [17] and NOISEX [18] corpora, respectively. We 
randomly select twenty different speech sentences from the NOIZEUS corpora. Babble and factory noises are 
selected from the NOISEX corpora. Each speech sentence is corrupted by these two noises with different input 
SNRs. The true delay is set to 3D∗ = , the attenuation factor is 0.9β = , the approximation order parameter is 

10M = , the delay search range is [ , ] [ 10,10]min maxD D = − , and the search step size is 310D −∆ = . To evaluate 
the performance of our proposed methods, we use the root mean square error(RMSE), which is defined as:  

2

1

1 ˆ( )
cM

m
mc

RMSE D D
M

∗ ∗

=

= −∑                                (13) 

where 20cM =  is the number of speech sentences and ˆ
mD∗  is the delay estimate of the mth speech sentence. 

By the pl -norm minimization method we see that 1.4p =  and 1.6p =  are the best choice in Babble noise 
and factory noise, respectively. 

In the first test, we perform the four algorithms for different values of the input SNRs. Figure 1 and Figure 2 
display the RMSE results of the four algorithms with different values of the input SNRs (From 0 dB to 10 dB) in 
factory noise and babble noise, respectively. From the two figures, we first see that the four algorithms obtain 
higher value of RMSE when increasing the input SNRs. This indicates that the noise decrease the performance 
of TDE. Second, we see that the proposed algorithm can outperform the TDE algorithm based pl -norm 
minimization without noise reduction for all input SNRs in terms of RMSE. Third, the proposed TDE algorithm 
can get a lower value of RMSE than the other two TDE algorithms with noise reduction, based on the MMSE- 
MSS and MAP-MSS estimators, respectively. This also indicates that the proposed algorithm can obtain the best 
accurate TDE in terms of RMSE.  

In the second test, we perform the four algorithms with the input SNRs being 5 dB via different values of D∗ . 
Figure 3 and Figure 4 display their RMSE results of the four algorithms in factory noise and babble noise,  
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Figure 1. RMSE of TDE based on four algorithms with 
different input SNRs and 1.6p =  in factory noise. 

 

 
Figure 2. RMSE of TDE based on four algorithms with 
different input SNRs and 1.4p =  in babble noise. 

 

 
Figure 3. RMSE of TDE based on four algorithms via 
different values of D∗  with the input SNRs being 5 dB 
and 1.6p =  in factory noise. 
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Figure 4. RMSE of TDE based on four algorithms via 
different values of D∗  with the input SNRs being 5 dB 
and 1.4p =  in babble noise. 

 
respectively. From the two figures, we first see that the proposed algorithms outperform TDE without speech 
enhancement in any value of D∗ . Second, the proposed TDE algorithm can get a lower value of RMSE than the 
other two TDE algorithms with noise reduction, based on the MMSE-MSS and MAP-MSS estimators, respec- 
tively. This indicates that the proposed algorithm can obtain the best accurate TDE in any value of D∗ . 
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