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ABSTRACT 

Image registration is an important issue in medical 
analysis. In this process the spatial transformation 
that aligns the reference image and the floating image 
is estimated by optimizing a similarity metric. Mutual 
information (MI), a popular similarity metric, is a 
reliable criterion for medical image registration. In 
this paper, we present an improved method for mul- 
timodal image registration based on maximization of 
a new form of normalized MI incorporating particle 
swarm optimization, PSO, as a searching strategy. 
Also a new hybrid PSO algorithm is applied to ap- 
proach more precise and robust results with better 
performance.  
 
Keywords: Image Registration; Mutual Information; 
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1. INTRODUCTION 

Medical image registration plays an increasingly im- 
portant role in many clinical applications, including the 
detection and diagnosis of diseases, planning of therapy, 
guidance of interventions, and the follow-up and moni- 
toring of patients [1]. Image registration is the process of 
overlaying two or more images taken from same scene at 
different times, from different viewpoints or by the 
variety of sensors. It geometrically aligns the images by 
finding a proper transformation which maps any point of 
one image to corresponding point of another image. 

Medical images which achieved by different sensors 
(modalities), basically can be grouped in two categories: 
first, anatomical images such as computed tomography 
(CT), magnetic resonance (MR) and ultrasound (US) that 
show body organs in their total structure; second func- 
tional images such as positron emission tomography 
(PET) and single photon emission computed tomography 
(SPECT) that show soft tissues and their internal acti- 
vities. The aim of multimodal medical image registration 
is combining data of different modalities to obtain more 

complete and detailed information about the patient. 
The first step in registering two images is selecting 

some common properties of images and then matching 
them [2]. Image registration techniques can be generally 
classified into two categories: feature-based and inten- 
sity-based methods. Feature-based methods require the 
extraction of features (points, edges, surfaces, shapes) in 
both images and finding the correspondence between the 
features. In the earlier literature the features could be 
markers placed on the human body [3,4] or distinctive 
anatomical points and other structures visible in the 
images being registered [5,6]. Manual extraction of 
features is very time consuming and also depends on the 
skill of the operator. To overcome these difficulties accu- 
rate automatic feature detection is performed by image 
segmentation. In all feature-based methods, the accuracy 
of registration is depends on the accuracy of feature 
detection [7]. On the other hand, intensity-based methods 
operate directly on the image intensity values (color or 
grey level), without prior data reduction by the user or 
segmentation. So their accuracy is not affected by seg- 
mentation errors. The intensity-based approaches gene- 
rally optimize a similarity measure function of the 
images being registered. This similarity metric can be 
based on intensity difference, cross correlation and mu- 
tual information [7,8]. By adjusting the parameters of an 
appropriate spatial transformation model, different values 
of similarity metric are obtained and its maximum value 
is related to proper values of the transformation para- 
meters. In Registration process, optimization is a searching 
strategy to find the best transformation parameters. The 
robustness, accuracy and efficiency of intensity-based 
Registration method mainly depend on the similarity 
measure and optimization algorithm. 

Over the last few years, mutual information (MI) has 
become one of the most popular and widely studied 
similarity criterions for intensity-based registration [9]. 
MI was first introduced as a measure for medical images 
by two independent groups: Collignon and Maes [10,11] 
and Viola and Well [12,13]. Unlike the measure based on 
intensity difference and cross correlation , MI does not 
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assume a linear intensity relationship between the images 
under evaluation. Therefore it is suitable highly nonmo- 
notonic function with many local maxima that make it 
difficult to register images to have a smoother curve with 
fewer fluctuations, a new form of normalized mutual 
information (NMI) is proposed [14]. 

For the optimization of similarity measure, local me- 
thods or global methods can be used. Local methods 
such as steepest descent gradient, Powell’s direction set, 
conjugate gradient, Levenberg-Marquardt [15] usually 
trap in local optimum and obtain mis-registration results, 
so good initial values are necessary. Examples for global 
optimization method are simulated annealing (SA) [16], 
genetic algorithm (GA) [17] and particle swarm optimi- 
zation (PSO) [18]. Though GA is a powerful method for 
global optimization, it takes a longer computational time 
and lacks the fine tuning capability. Instead, PSO is a 
more effective and extremely simple algorithm in com- 
parison with GA and other global optimization algori- 
thms. PSO is a stochastic population based evolutionary 
computer algorithm [19]. 

On the other hand, the conventional GA and PSO 
cannot find the global optimum well. So a new approach 
named hybrid particle swarm optimization, HPSO, have 
been proposed which incorporates two concepts (sub- 
population and crossover) of GA into the conventional 
PSO [20]. We present a new hybrid PSO that is more 
accurate and less time consuming. 

In this paper we present brain image registration with 
affine transformation by maximization a modified loga- 
rithmic NMI, MNMI, by using proposed HPSO as an 
optimization algorithm. In Section 2 registration method 
and in Section 3 PSO and HPSO will be explained. The 
experimental results and the conclusion will be presented 
in Sections 4 and 5 respectively. 

2. IMAGE REGISTRATION METHOD 

The required steps in image registration is shown in 
Figure 1. In this process the floating image should be  

matched to the reference image by applying the T trans- 
formation which maps the coordinates of the floating 
image to reference image. Regarding Eq.1 the best trans- 
formation is that gives the maximum similarity metric, 
MNMI. For this purpose the optimization algorithm 
searches the parameters of the transformation in the 
given space to find the best values for the maximum 
similarity metric. 

     1 2arg max MNMI ,
T

T f x f T x           (1) 

In this equation T  is the best transformation, x is the 
coordinates of the image and T shows the transformation 
and its parameters for simplicity. 

2.1. Transformation Model 

The image registration algorithm can be classified into 
two categories of rigid and non-rigid registration. Rigid 
transformation involves the translation and rotation 
parameters, whereas non-rigid contains these parameter 
as well as any other changes. 

The affine transformation is a non-rigid transformation 
which maps straight lines to straight lines and preserves 
the parallelism between lines. It estimates rotation, scal- 
ing, shear and translation parameter that can be shown as 
R, S, H and T matrices respectively as below 
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Figure 1. Block diagram of image registration method.  
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The affine transformation matrix, A, is 

A = R S H T   .              (6) 

The two dimensional affine transformation which is 
used in this paper contains xt , yt ,   and s that are 
representing translations along x and y axes, rotation and 
scaling. Eq.7 shows the mapping of image coordinates 
based on these parameters. 
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2.2. Mutual Information as a Similarity Metric 

Mutual information is a reliable and most used method 
based on the gray levels to measure the similarity metric 
between two images. It is a concept of information 
theory that measures the statistic correlations between 
two data, which is based on the Shannon entropy [9]. 

Shannon entropy weights the information per outcome 
by the probability of that outcome occurring. The Shan- 
non entropy can also be computed for an image, in which 
case we focus on the distribution of the gray values of 
the image. If each pixel in an image be viewed as ran- 
dom events, the information an image contains can be 
measured by Shannon entropy. Shannon’s entropy can be 
viewed as a measure of uncertainty or how much 
information an image contains. 

For an image the probability of pixels with gray level 
x is xp , the Shannon entropy of an image can be defined 
as 

  logx xH x p  p .           (8) 

xp  implies occurring probability of gray level x. The 
Shannon entropy is also a measure of dispersion of a 
probability distribution. 

In the calculation of MI the joint entropy is used. It is 
shown as H(A,B) in Eq.9. 

    , ,
,

, , logA B A B
a b

,H A B P a b P a b      (9) 

In the above equation ,A B  is the joint probability 
distribution function of the pixels values a and b in the 
images A and B. The joint probability distribution of the 
two images is estimated by calculating a joint histogram 
of the gray values. It is a two dimensional plot showing 
the combinations of gray values in each of the two 
images for all corresponding points. The joint probability 
distribution of the gray values of the images is achieved 
by dividing each entry in the histogram by the total 
number of entries. The mutual information of the two 

images A and B is defined as following equation. 

P

      MI , , A B H A H B H A B        (10) 

In this equation H(A) and H(B) are entropies of the 
images A and B which are obtained from probability 
distribution function, Eq.11 and Eq.12. 

    logA A
a

 H A P a P  a          (11) 

    logB B
b
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In the complete image registration the joint entropy 
has the lowest value and the MI becomes maximum [9]. 

Although MI is a good metric, but it is sensitive to 
overlap regions of the images, so that by decreasing 
these regions, the samples will be decreased which lessen 
the power of statistical probability function estimation. 
Also the MI can be increased with more dismatching of 
the images. The normalized mutual information, NMI, 
metric has been proposed to overcome this problem. It 
has less sensitivity to overlap changes [21]. NMI is as 
Eq.13 . 
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By every change in the parameters values in each step, 
a new transformation is applied to the floating image. So 
its entropy is changed. As the result the MI measure is 
not a uniform function and has many fluctuations. To 
have a smoother curve a logarithmic normalized mutual 
information, LMNI, has been used [14] as below. 
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In this paper we propose a modified normalized mu- 
tual information, MNMI, which is more efficient and has 
smoother curve than LNMI, and is as following ex- 
pression. 
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 

2 2log 10 log 10
MNMI
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As we see in the LNMI equation, the entropy of the 
floating image H(B) is less effective than entropy of the 
reference image H(A), so it has less role in estimation of 
the transformation parameter. However as the Eq.15 
shows the effects of both images are similar in MNMI. 

3. HYBRID PARTICLE SWARM  
OPTIMIZATION 

3.1. Particle Swarm Optimization 

PSO has been used as a searching strategy for finding the 
transformations parameters. It is a populated searching 
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method based on the stochastic technique that is inspired 
by social behavior of bird flocking and fish schooling 
[19]. 

In PSO, a population of individuals is evolved by co- 
operation and competition among the individuals them- 
selves through iterations. Each individual, named particle, 
of the population, called swarm, represents a potential 
solution to a problem. Each particle changes its position 
in search space and updates its velocity according to its 
own movement experience and neighbors’ movement 
experience, aiming at a better position for itself. All of 
particles have fitness values which are evaluated by the 
fitness function to be optimized. 

PSO is initialized with a number of random particles 
as a group. The ith particle of the group is defined by a 
velocity vector  and a position 
vector i i i iD

 1 2, , ,i i i iDv v v v 
 1 2, , ,


x x x x  in a D dimensional space. 

In each iteration, the best position that gives the most 
fitness for each particle, pbest, and for all of the particles, 
gbest, are achieved. According to these values, particles 
update their position and velocity by the Eq.16 and 
Eq.17. 
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In these equations k is the iteration number, d = 1, 
2, ···,D, i = 1, 2, ···, N and N is the size of the population. 

1  and 2c  are acceleration coefficient and usually have 
constant value of 2. 1  and 2  are random number 
between 0 and 1. w is inertia coefficient which will vary 
according to the Eq.18. 

c
r r

max max max,
k

w w V V
g

            (18) 

min , max  and g is the maximum 
number of iteration. The velocity of particles should be 
in the 

0.4w  0.9w 

max max  range to be ensured that particle 
does not exit from allowed searching space. The process 
will be stopped when it reaches to a predetermined 
number of iterations or a minimum error. 

,v v

PSO is done in following steps: 
1) PSO is initialized with N number of random 

particles in searching space. 
2) The fitness function is calculated for each particle 

in initial population. And the pbest and gbest is deter- 
mined. 

3) The velocity and position vectors of particles is 
updated according to Eq.16 and Eq.17 . 

4) The fitness function is evaluated again. 
5) If ix  is better than  then ipbest i ipbest x . 
6) If is better than ipbest gbest  then igbest pbest . 
7) If the stopping condition is satisfied the algorithm 

will be terminated, else repeat from step 3. 

3.2. Hybrid Particle Swarm Optimization 

In this paper, we propose a new hybrid particle swarm 
optimization (HPSO), which incorporates two concepts 
of genetic algorithms, subpopulation and crossover, into 
the PSO. In this algorithm, the particles will be grouped 
in the M number of subpopulations, Each of them has its 
own global best particle, ,sub m

Here, the best four subpopulations with most  
gbest , for m = 1, ···, M. 

,sub mgbest  is determined and the particle related to the 

,sub m  in each of these four subpopulations will be a 
candidate to be a parent for crossover. These candidates 
will be ranked 1 to 4 according to the ,

gbest

sub m  values, 
in which 1 is related to highest value. The four parents 
then will be chosen among the candidates with the 
probability  allocated to each candidate as Eq.19 . 
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n
p


                  (19) 

where n is the ranking number. 
Each pair of parents ix  and jx  (in the case of 

i jx x ) generate two children ix  and jx  by arith- 
metic crossover shown as below. 

 1i i jx rand x rand x                (20) 

 1j j ix rand x rand x                (21) 

where rand is a uniformly distributed random number 
among 0 to 1. The velocities are given by 

iv V vi                    (22) 

j jv V v                    (23) 

 i j

i j

v v
V

v v





.               (24) 

The children then will be replaced the worth particles 
of their parents’ subpopulations. If i jx x , a candidate 
will be randomly chosen with equal probability and will 
substitute one of the parents. 

The above procedure of HPSO is added after every 
evaluating of fitness function in conventional PSO algo- 
rithm. 

4. EXPERIMENTAL RESULTS 

In this section, we used several experiments to show the 
better performance of MNMI metric than LNMI and 
NMI metrics, and the advantage of using proposed 
HPSO algorithm over GA, conventional PSO and HPSO 
proposed by Chen [22]. 

4.1. Comparing MNMI with LNMI and NMI 

In this experiment, we have used a pair of MR, CT 
images as data set. The MR image is the reference image, 
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and CT image which is rotated 12˚, is considered as 
floating image. The registration of these two images is 
performed with three similarity metrics MNMI, LNMI 
and NMI individually by a comprehensive search (with- 
out optimizing algorithm) in the range of [−20˚, 20˚].  

Figure 2 and Figure 3 show the similarity metrics  
 

 
(a) 

 

 
(b) 

 

 
(c) 

Figure 2. Diagrams of similarity metrics, (a) MNMI; (b) 
LMNI, (c) NMI for different rotation in the range of [−20˚, 
20˚]. 

 
(a) 

 

 
(b) 

 

 
(c) 

Figure 3. Expanded of diagrams in Figure 2 in the range of 
[−2.5˚, 2.5˚]. 
 
values versus rotation. The maximum value of the simi- 
larity metrics occurs at −12˚. As these figures demons- 
trate, our MNMI measure has very smoother curve with 
less fluctuations. It causes that optimization algorithms 
do not trap in local optima. 
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4.2. HPSO as Optimization Algorithm To evaluate the performance of our algorithm, it has 
been compared to a GA and a PSO with similar popu- 
lation and iterations; and also the HPSO introduced in 
[22] with only two best subpopulations for crossover. 

Here, the results of performing HPSO for image regis- 
tration based on maximization of MNMI is presented . 
The algorithm has been applied to a pair of CT images of 
the brain as monomodal; and a pair of “MR-T2, MR-PD” 
and “MR-T2, CT” as multimodal. 

The proposed algorithm is implemented in MATLAB 
and evaluated using real patient brain images from the 
Whole Brain Atlas, WBA, [23]. In the experiment, first image is the reference image, 

and by applying the translations of  and 17xt  17yt   
pixels, the rotation of  and the scaling of 

 to the second image, the floating image is 
obtained. The used HPSO algorithm has the population 
of 40 particles, the number of 8 subpopulations and 40 
iterations. The desired parameters for proper registration 
is achieving the minus value of 

15  

0.9s 

xt , yt ,   and 1 s . 

Figure 4, Figure 5 and Figure 6 show the results of 
performing our HPSO algorithm for “CT, CT”, “MR-T2, 
MR-PD” and “MR-T2, CT” image registration, respec- 
tively. Table 1, Table 2 and Table 3 are related to above 
figures and present the average and standard deviation 
(STD) of 10 times running for each of mentioned algo- 
rithms. 

 

 
(a)                          (b)                             (c)                           (d) 

Figure 4. Results of performing HPSO algorithm for CT, CT image registration, (a) Reference image; (b) Floating image; (c) Re- 
gistered image; (d) Difference image. 

 

 
(a)                          (b)                             (c)                           (d) 

Figure 5. Results of performing HPSO algorithm for MR-T2, MR-PD image registration, (a) Reference image; (b) Floating im- 
age; (c) Registered image; (d) Difference image. 

 

 
(a)                          (b)                             (c)                           (d) 

Figure 6. Results of performing HPSO algorithm for MR-T2, CT image registration, (a) Reference image; (b) Floating image; (c) 
Registered image; (d) Difference image. 
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Table 1. Average results of 10 times running of optimization algorithms for MR-T2, CT image registration. 

Registration parameters 
Average of RMS error 

Scaling Rotation y translation x translation 
Result type 

Optimization 
algorithm 

1.1110 −15.0038 −17.0264 −16.0324 mean 
0.4983 

0.0004 0.0066 0.0908 0.4038 STD 
HPSO 

1.1111 −14.9844 −17.0133 −16.0480 mean 
0.4953 

0.0006 0.0277 0.1751 0.4200 STD 
HPSO [22] 

0.1102 −14.9789 −16.9004 −16.0978 mean 
0.4916 

0.0012 0.0561 0.3883 0.4288 STD 
PSO 

1.1091 −14.9969 −16.3198 −15.6224 mean 
0.8880 

0.0047 0.1877 1.3463 1.3031 STD 
GA 

 
Table 2. Average results of 10 times running of optimization algorithms for MR-T2, MR-PD image registration. 

Registration parameters 
Average of RMS error 

Scaling Rotation y translation x translation 
Result type 

Optimization 
algorithm 

1.1047 −15.0479 −16.3042 −16.1690 mean 
0.5638 

0.0011 0.1169 0.3331 0.4277 STD 
HPSO 

1.1047 −14.9903 −16.2365 −16.1064 mean 
0.6019 

0.0008 0.1460 0.3522 0.3163 STD 
HPSO [22] 

0.1045 −15.0767 −16.2543 −16.0724 mean 
0.6161 

0.0011 0.1253 0.3474 0.4479 STD 
PSO 

1.0734 −14.9214 −14.7129 −10.2439 mean 
3.6394 

0.0205 0.8581 1.7993 3.6462 STD 
GA 

 
Table 3. Average results of 10 times running of optimization algorithms for MR-T2, CT image registration. 

Registration parameters 
Average of RMS error 

Scaling Rotation y translation x translation 
Result type 

Optimization 
algorithm 

1.1149 −15.1919 −17.6803 −17.4194 mean 
0.4457 

0.0027 0.1628 0.3983 0.2582 STD 
HPSO 

1.1153 −15.1609 −17.8401 −17.7708 mean 
0.5919 

0.0020 0.1228 0.3951 0.4384 STD 
HPSO [22] 

0.1174 −15.3086 −18.0624 −18.2588 mean 
0.8853 

0.0023 0.2096 0.7645 0.4331 STD 
PSO 

1.0922 −15.8093 −14.1270 −13.9127 mean 
2.5027 

0.0321 1.1780 3.5393 4.7147 STD 
GA 

 
According to Table 1, although all algorithms have 

good performance in above monomodal image registra- 
tion, but the results of our algorithm show less dispersion 
i.e. it is more accurate. 

The result values in Table 2 show that the average of 
RMS error of our algorithm is less than the others. 

In the last experiment, as it is obvious in Table 3, all 
parameters of averaging, STD and RMS error of pro- 

posed algorithm are better than the other algorithms. 
Figure 7 demonstrates the MNMI value in the end of 

each iteration for the algorithms. This proves that our 
HPSO approach the final result in less iteration and 
consequently takes less time. 

At the end, we can conclude that our proposed 
algorithm has better performance in nearly all aspects 
especially in multimodal image registration. 
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Figure 7. The MNMI value in the end of each iteration for the optimization algorithms. 
 
5. CONCLUSION 

In this paper we proposed a modified normalized mutual 
information, MNMI, as a similarity metric for image 
registration with a smoother curve which prevents trap- 
ping of optimization algorithm in local optima. In addi- 
tion, a new hybrid PSO which incorporates subpopu- 
lation and crossover of GA into the conventional PSO 
was proposed. As the results of experiments, this optimi- 
zation algorithm has more accurate and less time consu- 
ming performance and so it is very suitable for image 
registration especially in multimodal cases. 

The drawback of this method is that it is not very ac-
curate in the presence of large shear distortion between 
images. 
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