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Abstract 
Hedge has been proposed as an adaptive scheme, which guides the player’s hand in a multi-armed 
bandit full information game. Applications of this game exist in network path selection, load dis-
tribution, and network interdiction. We perform a worst case analysis of the Hedge algorithm by 
using an adversary, who will consistently select penalties so as to maximize the player’s loss, as-
suming that the adversary’s penalty budget is limited. We further explore the performance of bi-
nary penalties, and we prove that the optimum binary strategy for the adversary is to make greedy 
decisions. 

 
Keywords 
Hedge Algorithm, Adversary, Online Algorithm, Greedy Algorithm, Periodic Performance, Binary 
Penalties, Path Selection, Network Interdiction 

 
 

1. Introduction 
The problems of adaptive network path selection and load distribution have often been considered as games that 
are played simultaneously and independently by agents controlling flows in a network. A possible abstraction of 
these and other related problems is the bandit game. In the multi-armed bandit game [1] a player chooses one 
out of N  strategies (or “machines” or “options” or “arms”). A loss or penalty (or a reward, which can be 
modeled as a negative loss) i  is assigned to each strategy i  ( )1,2, ,i N=   after each round of the game. 

An agent facing repeated selections will possibly try to exploit the so far accumulated experience. A popular 
algorithm that can guide the agent in each selection round is the multiplicative updates algorithm or Hedge. In 
this paper we calculate the worst possible performance of Hedge by using the adversarial technique, i.e. we 
investigate the behavior of an intelligent adversary, who tries to maximize the player’s cumulative loss. In 
Section 1 we describe Hedge; in Section 2 we give a rigorous formulation of the adversary’s problem; in Section 
3 we give a recursive solution; and in Section 4 we present sample numerical results. Finally, in Section 5 we 
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explore binary adversarial strategies. Our main result is that the greedy adversarial strategy is optimal among 
binary strategies. 

1.1. The Bandit Game 
In a generalized bandit game the player is allowed to play mixed strategies, i.e. to assign a fraction ip  (such  
that 1 1N

ii p
=

=∑ ) of the total bet to option i , thereby getting a loss equal to 1
N

i iiL p
=

= ×∑  . Alternatively, ip   
can be interpreted as a probability that the player assigns the bet on option i . In the “bandit” version only the 
total loss L  is announced to the player, while in the “full information” version the penalty vector  
( )1 2, , , N     is announced. 

A game consists of T  rounds; a superscript t  marks the t th ( )0, , 1t T= −  round. Apparently the  
player will try to minimize the total cumulative loss  

1 1

0 0 1

T T N
t t t

i i
t t i

L p
− −

= = =

= ×∑ ∑∑                                    (1) 

by controlling the bet distribution, i.e. by properly selecting the variables t
ip . We use the additional assumption  

that the loss budget is limited in each round by setting the constraint 1 1N t
ii= =∑  . Clearly a player’s goal is to  

minimize his or her total cumulative loss. An extremely lucky player, or a player with “inside information”, 
would select the minimum penalty option in each round and would put all his or her bet on this option, thereby  
achieving a total loss equal to 1

0 minT t
i it

−

=∑  . 

1.2. The Hedge Algorithm 
Quite a few algorithmic solutions, which will guide the player’s hand in the full information game, have 
appeared in the literature. Freund and Schapire have proposed the Hedge algorithm [2] for the full information 
game. Auer, Cesa-Bianchi, Freund and Schapire have proposed the Exp3 algorithm in [3]. Allenberg-Neeman 
and Neeman proposed a Hedge variant, the GL (Gain-Loss) algorithm, for the full information game with gains 
and losses [4]. Dani, Hayes, and Kakade have proposed the GeometricHedge algorithm in [5], and a modifi- 
cation was proposed by Bartlett, Dani et al. in [6]. Recently Cesa-Bianchi and Lugosi have proposed the  
ComBand algorithm for the bandit version [7]. A comparison can be found in [8]. 

Hedge maintains a vector ( )1 2, , ,t t t t
nw w w w=   of weights, such that 0t

iw ≥  ( 0,1, , 1t T= − , and 

1,2, ,i N=  ). In each round t  Hedge chooses the bet allocation according to the normalized weight  

1
Nt t t

i i iip w w
=

= ∑ . When the opponent reveals the loss vector of this round, the next round weight 1tw +  is  

determined so as to reflect the loss results, i.e. 1 t
it t

i iw w β+ =   for some fixed β , such that 0 1β≤ ≤ . 
In [9] Auer, Cesa-Bianchi, Freund and Schapire have proved that the expected Hedge performance and the  

expected performance of the best arm differ at most by ( )lnO TN N . Freund and Schapire [2] have given a  

loss upper bound, which relates the total cumulative loss with the total loss of the best arm. 

1.3. Competitive Analysis 
The competitive analysis of an algorithm  , which in this paper is Hedge, involves a comparison of  ’s 
performance with the performance of the optimal offline algorithm. In the bandit game the optimal offline 
algorithm, i.e. the optimal player’s decisions given the sequence of all penalties in advance, is trivial. In a given 
round the player can just bet everything on the option with the lowest penalty. 

According to S. Irani and A. Karlin (in Section 13.3.1 of [10]) a technique in finding bounds is to use an 
“adversary” who plays against   and concocts an input, which forces   to incur a high cost. Using an 
adversary is just an illustrative way of saying that we try to find the worst possible performance of an online 
algorithm. In our analysis the adversary tries to maximize Hedge’s total loss by controling the penalty vector 
(under a limited budget). 
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1.4. Interpretations and Applications 
In this section we offer some interpretations from the areas of 1) communication networks and 2) transportation. 
The general setting of course involves a number of options or arms, which must be selected by a player without 
any knowledge of the future. 

Bandit models have been used in quite diverse decision making situations. In [11] He, Chen, Wand and Liu 
have used a bandit model for the maximization of the revenue of a search engine provider, who charges for 
advertisements on a per-click basis. They have subsequently defined the “armed bandit problem with shared 
information”; arms are partitioned in groups and loss information is shared only among players using arms of 
the same group. In [12] Park and Lee have used a multi-armed bandit model for lane selection in automated 
highways and autonomous vehicles traffic control. 

1.4.1. Traffic Load Distribution 
This first application example can take multiple interpretations, which always involve a selection in a compe- 
titive environment, in which competition is limited. It can be seen as 1) a path selection problem in networking, 
2) a transport means (mode) choice or path selection problem, 3) a computational load distribution problem, 
which we mention in the end of this section. Firstly, we describe the problem in the context of networking. 

Consider N  similar independent paths (in the simplest case just N  parallel links), which join a pair of 
nodes  ,  . A traffic volume equal to Q  is sent from   to   in consecutive time periods or rounds by  
a population of agents. Q  is the same in each round, but the allocation of Q  to paths, i.e. ( )1 2, , ,t t t

NQ Q Q   

such that 1
N

ii Q Q
=

=∑ , is different in each round t . An agent A  produces a constant amount of traffic equal  

to A , such that q Q , in T  consecutive rounds, and allocates a part equal to iq  ( )1
t

ii q q
=

=∑  to the i th  

path in round t . The average delay (or cost) experienced by A ’s traffic in the t th round is proportional to  

1
N t t

i ii Q q
=∑ , if we assume a linear delay (or cost) model. Linear models are used for simplicity in network analysis  

[13] and can be realistic if a network resource still operates in the linear region of the delay vs. load curve, e.g. 
when delay is calculated in a link, which operates not very close to capacity. Agent A  aims at minimizing the 
total delay for its own traffic and may use Hedge to determine the quantities t

iq  in round t , assuming that A  
knows the performance of its own traffic in each path in the past time period. Note that the maximum delay in a 
round occurs if A  puts the whole q  in a single path together with the whole traffic of the competition, i.e. 
with Q ; then A ’s average delay in this round equals Q . On the contrary, if Q  is evenly distributed in all 
paths, A ’s allocation decision does not really matter, as the average will be equal to  

( ) ( )ii q q Q N Q N× =∑ . Of course the minimum delay in a round will occur if A  puts the whole q  in an  
empty path, thereby achieving a zero delay. 

The above problem can also be formulated as a more general problem of distributing workload over a 
collection of parallel resources (e.g. distributing jobs to parallel processors). A. Blum and C. Burch have used 
the following motivating scenario in [14]: A process runs on some machine in an environment with N  
machines in total. The process may move to a different machine at the end of a time interval. The load t

i , 
which will be found on a machine i  at time round t  is the penalty felt by the process. 

1.4.2. Interdiction 
Although an adversary is usually a “technical” (fictional) concept, which serves the worst case analysis of online 
algorithms, in some environments a real adversary, who intentionally tries to oppose a player, does exist. An 
example is the interdiction problem. 

We present a version of the interdiction problem in a network security context. An attacker attacks N  
resources (e.g. launches a distributed denial of service attack on nodes, servers, etc., see [15]) by sending  
streams of harmful packets to resource i  at a rate iw  (where 1, ,i N=   and iiw∑  is constant). A defen- 
der assigns a defense mechanism of intensity i  (e.g. a filter that is able to detect and avoid harmful packets 
with a probability proportional to i ) to resource i . At the end of a time interval T , e.g. one day, both the 
attacker and the defender revise the flows and the distribution of defense mechanisms to resources respectively, 
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based on past performance. 
Similar interpretations exist in transportation network environments, as in border and custom control, 

including illegal immigration control. An interdiction problem formulation can be used in a maritime transport 
security context: pirates attack the vessels traversing a maritime route. In [16] Vanek et al. assign the role of the 
player to the pirate. The pirate operates in rounds, starting and finishing in his home port. In each round he 
selects a sea area (arm) to sail to and search for possible victim vessels. A patrol force distributes the available 
escort resources to sea areas (arms), and pirate gains are inversely proportional to the strength of the defender’s 
forces on this area. Naval forces reallocate their own resources to sea areas. 

2. Problem Formulation 
In this paper we aim at finding the worst case performance of Hedge. Effectively, we try to solve the following 
problem: 

Problem 1. Given a number of options N , an initial normalized weight vector ( )1 2, , , Nw w w= w , and a  

Hedge parameter β , find the sequence 0
 , 1

 ,  , 1T −
  that maximizes the player’s total cumulative loss  

( )

1

0 1

T N
t t
i iH

t i
L pβ

−

= =

= ∑∑                                        (2) 

where ( )1, ,t t t
N=     is the penalty vector in round t  ( )0,1, , 1t T= − , such that 1 1N t

ii= =∑  , and the t th  

round penalty weights t
ip  are updated according to  

( )
11
01

1

,       1
tt

ii
t

t t t i
i i i i N t

ii

w
w w w p t

w

τ
τβ β
−−
=−

=

∑= = = ≥
∑



                        (3) 

for 1, , 1t T= −  and 0
i ip w= .    

Clearly the objective function (2) is a function of a) the N  initial weights iw , and b) the N T×  variables  
t
i , and c) β . Due to the normalization of both weights and penalties there are ( ) ( )1 1 1N T− × + +  indepen- 

dent variables in total. In the following we use ( )1 0 0 1 1
1 1 1, , ; , , , , , ,T T T

N N NL w w− − −
         or  

( )1 0 1; , ,T TL − −
w    instead of ( )HL β  whenever it is necessary to refer to these variables. 

3. Recursion 
Assuming that a given round starts with weights ( )1, , Nw w= w  and the adversary generates penalties  

( )1, , N=    , the next round will will start with weights ( ) ( ) ( )( )1, , , , ,NW W= W w w w    where  

( ) ( )
1

,    1, 2, , .
i

j

i
i N

jj

w
W i N

w
β
β

=

= =
∑





w                             (4) 

Then, the total loss of a T  round game, which starts with weights w , can be written as the sum of the 
losses of a single round game, which starts with weights w , and a 1T −  round game, which starts with  
weights ( ) ( ) ( )( )1, , , , ,NW W= W w w w   , as follows:  

( ) ( ) ( )( )1 0 1 1 0 0 2 0 1 1; , , , ; , ; , , .T T T TL L L− − − −= + w w W w                         (5) 

Note that the term 2TL − , which expresses the contribution of the last T  rounds, depends only on the 
updated weights provided by the initial round. Such a Markovian property can be generalized in the following 
sense: A 1 2T T+  round game can be seen as consisting of a 1T  round game 1g  followed by a 2T  round 
game 2g , whose initial weights are the final weights of 1g , and no more details about 1g  are passed to 2g .  
Assuming that the solution to Problem 1 is ( ) ( )0 1

1 1 0 1
max , ,

max ; , ,T
T T TL L−
− − −=



w w
 

   the following recursive  

formula for ( )1
max
TL − w  can be derived from (5):  
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( ) ( ) ( )( )1 0 2
max maxmax ; ;T TL L L− − = + w w W w



                          (6) 

where 0 =   is the penalty vector chosen by the adversary in the initial round. 
The optimal penalties can be computed also recursively. Let ( ) ( ) ( )( )1; 1; 1;

1 , ,T t T t T t
Nλ λ− − −= λ w w w , where  

( )1;T t
iλ
− w  denotes the i th optimal penalty of the i th option in the t th round of a T  round game (starting  

with weights w ). The optimal penalty of the initial round ( )0t =  is apparently equal to the value of  , which 
optimizes (6). Therefore  

( ) ( ) ( )( )1;0 0 2
maxarg max ; ; .T TL L− − = + λ w w W w



                        (7) 

In all other rounds 1,2, , 1t T= −  the optimal penalties are such that the total loss of the rest of the game is  
maximized, i.e. such that ( )( )( )2 1;0

max ,T TL − −W w λ w  is achieved. Since the total loss ( )2
max
TL − w  is achieved by  

using penalties ( )2;T t−λ w , the total loss ( )( )( )2 1;0
max ,T TL − −W w λ w  is realized by using  

( )( )( )2; 1;0,T t T− −λ W w λ w  instead. Therefore  

( ) ( )( )( ) ( )1; 1 2; 1;0,    0,1, , 2 .T t T t T t T− + − −= = −λ w λ W w λ w                   (8) 

4. Two Option Games and Numerical Results  
This section we exploit the recursive methodology, which has been presented in the previous section, in order to 
provide some numerical results for two option games. We compare these results with available bounds in the 
literature. We consider 2N = , i.e. two option games. We keep only the independent penalties 1

t
  in the  

extended notation and use the more compact version ( )1 0 1 1
1 1 1 1; , , ,T TL w− −
    . As an example, the loss of a  

single round game is given by  

( ) ( )( )0 ; 1 1 .L w w w= + − −                                 (9) 

Also, since the initial weights are ( ),1w w= −w , we simplify the maximum cumulative loss ( )1
max
TL − w  to  

( )1
max
TL w− . Assuming losses 0

1 =   and 0
2 1= −  , the next round will will start with weights ( ),W w   and  

( )1 ,W w−  , where  

( )
( ) 1, .
1

wW w
w w

β
β β −=

+ −



 

                             (10) 

Then (6) is simplified to  
( ) ( ) ( )( )1 0 2

max maxmax ; ,T TL w L w L W w− − = + 


                          (11) 

where 0 =   is the penalty chosen by the adversary for the first option in the initial round. 
The iteration starts from ( )0

maxL w , i.e. the loss of a single round game. In such game the adversary controls a  
single penalty variable, as the loss is given by (9). Apparently the adversary will choose binary values, i.e.  

0
1 1= =   ( )0

1 0=  if 1 1 2w w= >  ( )1 1 2w < , and the maximum total loss is ( ) { }0
max max ,1L w w w= − , i.e.  

( )0
max

11 , if   0 ,
2

1, if   1.
2

w w
L w

w w

 − ≤ ≤= 
 ≤ ≤


                             (12) 

The graph of ( )0
maxL w  appears as the lowest V-shaped “curve” in Figure 1. The fact that the ( )0

maxL w  is a  
piecewise linear function of w  with a breakpoint (i.e. a sudden change in its slope), creates even more break- 
points in ( )1

maxL w , ( )2
maxL w  and so on. Therefore, while it is possible to use the aforementioned recursion in  
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Figure 1. Plot of ( )1

max
TL w−  (maximum loss in a T  round game) vs. w  for 

0.1,0.3, ,0.9β =   and 1,2, ,10T =  .                                                           
 
order to find analytical expressions for the maximum total loss and the associated penalties, the analysis 
becomes quite complicated even for small values of the number of rounds T  (i.e. in a 1T +  round game). We 
omit this tedious analysis and present numerical results based on the recursive methodology given above. 

Instead we have implemented a numerical computation based on (11). ( )1
max
TL w−  is approximated by 1K +   

samples in the interval [ ]0,1 , i.e. by ( )1
max
TL i w− ∆ , where 0,1, ,i K=   and 1w K∆ = . In the same way the  

functions ( )0 ;L w   and ( ),W w   are represented by ( )21K +  samples ( )0 ;L m w n∆ ∆  and ( ),W m w n∆ ∆ ,  

where w∆ = ∆ . We have used 1000K = . Initially we create ( )0
maxL i w∆  ( )0,1, ,i K=   by using (9). We  

use the result as input to (11) and create ( )( )1
maxL i w∆ . Then we use the already calculated 0L  and 1L  in (11)  

to calculate 2L , then 0L  and 2L  to calculate 3L , and so on. In Figure 1 we show ( )1
max
TL w−  as a function of  

the initial weight 1w w=  in games with up to ten rounds ( )1, ,10T =   for different values of β . Observe  
that the shape of ( )1

max
TL w−  is more “interesting” for “unreasonably” small values of β . 

The optimal penalties can be determined by using formulas (7) and (8) for 2N = . In Figure 2 we draw one 
of the curves of Figure 1 together with the respective optimal penalties. The final round optimal penalty (i.e.  

( )3;3 wλ  in this example) is certain to be binary, since the adversary will assign 3 1i =  to the option i  with  

the greatest weight factor. However, the penalties ( )3;0 wλ  and ( )3;1 wλ  of the first two games are clearly  
non-binary. 

5. Binary and Greedy Schemes 
The penalty values in the first two rounds in the example of Figure 2 prove that the adversary’s optimal 
penalties are not necessarily binary. However, in this example β  is “unnaturally” close to 0, as in practical 
Hedge implementations β  is chosen close to 1; this choice achieves a more gradual adaptation to losses. Both 
experimental and analytical evidence show that the optimal penalties tend rapidly to binary values as β  
approaches 1. Effectively, it seems that results very close to optimum can be achieved by a “binary adversary”, 
i.e. an adversary that will resort to binary values only. 

On the other hand the optimal adversarial policy with binary penalties can be found exhaustively as  

( )
( )

( )
0 1

1 1 0 1
maxbin

, ,
max ; , ,

T T

T T T

S
L L

−

− − −

∈
=



w w
 

   

where S  is a set of N  binary vectors ( )1 2, , , Nb b b  such that 1 1N
ii b

=
=∑ , i.e. only one component equals 1.  

Apparently, the complexity of this calculation grows with TN . However, in the following we show that the 
optimal binary adversary is in fact the “greedy adversary”, The latter achieves binary optimality in linear time. 

A “greedy adversary” is eager to punish the maximum weight option as much as possible in each round. Thus  
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Figure 2. Plot of ( )3

maxL w  (maximum total loss of a 4 round 
game) vs. w  for 0.1β = , together with the optimal penalties 

3;tλ  ( )0,1,2,3t = .                                               

 
the adversary will assign exactly one unit of penalty to the maximum current weight option, and zero penalties 
to all other options. Given a sufficient number of rounds (say 0t ), it easy to see that the weights of an N   
option game are “equalized” so that any two weights t

ip , t
jp  are such that t t

i jp p β<  for 0t t≥ . When  
equalization is achieved, a periodic phenomenon starts and the greedy penalties form a rotation scheme. 

5.1. Greedy Behavior 
We explore the greedy pattern in a two option game that can easily be generalized to N  options. Assuming  
initial weights 1w , 2w  ( )2 11w w= −  such that 1 21 2w w> > , a greedy adversary will choose  

0 10 1
1 1 1 1t −= = = =    , 0

1 0t =  iff 0 01
1 2 1

t tw w wβ β− > > , where 0 1t ≥  (having assumed 1 2w w> ). At 0t   
the weight of the second option becomes for the first time greater than the weight of the first option, and a loss 
equal to 1 is assigned to the second option. Therefore, in the next step 0 1t +  the weights (before normalization) 
are 0

1
tw β  and 2w β , or equivalently 0 1

1
tw β −  and 2w  for the second time. In the next round they become 

0
1

tw β  and 2w  again, and in general they oscillate between these two pairs periodically. Therefore the total loss 
for 0t t≥  in a pair of subsequent rounds is equal to  

0

0 0

1 2

1 2 1 2

.
t

p t t

w wL
w w w w

β
β β β

= +
+ +

                             (13) 

The value of 0t  is determined by the initially assumed inequality, and since 0t  ought to be integer  
( )0 2 1ln ln lnt w w β= −   . The loss in the first 0t  steps ( )00,1, , 1t t= −  is equal to  

0 1
1

1
=1 1 2

.
t ww

w w

τ

τ
τ

β
β

−

+
+∑  
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Therefore, for an even positive integer 0T t−  the total loss in T  steps is  

( )

00

0 0

1
01 1 2

1
1 1 2 1 2 1 2

.
2

tt

H t t

T tw w wL w
w w w w w w

τ

β τ
τ

β β
β β β β

−

=

 −
= + + + + + + 

∑  

In a game with more than two options it is straightforward to show that in the “steady” (periodic) state 
weights tend to become equal, i.e. almost equal to 1 N , where N  is the number of options. Consequently, the  
loss is given by ( )HL T Nβ ≈  in a T  round game. 

5.2. Optimality of the Greedy Behavior 
The following proposition provides a simple polynomial solution to the problem of finding the optimal binary 
adversary. 

Proposition 1. The greedy strategy is optimal for the adversary among all strategies with binary penalties. □ 
Proof: Due to normalization of weights and penalties, in the proof we mention only option 1 weights and 

penalties. Assuming an initial weight ω  and penalties 0 1 1
1 1 1, , , n−
     in the first n  rounds, the weight, which  

emerges before the (n + 1)th round is ( )1L Lωβ ωβ ω+ − , where 1
10

n i
iL −

=
= ∑  . Effectively, two options are  

available to the adversary in each step, either i) to assign a penalty equal to 1 , which will produce an incre- 
mental loss equal to ( )1L Lωβ ωβ ω+ − , and will update the weight to ( )1 1 1L Lωβ ωβ ω+ + + −  or ii) to  

assign a zero penalty, which will produce a loss equal to ( )1 1L Lωβ ωβ ω− + −  and an updated weight equal  

to ( )1 1 1L Lωβ ωβ ω− − + − . Define ( ) ( )1x xf x ωβ ωβ ω≡ + − . 

This looks like a new game, in which the adversary is the player. The player’s status is determined by a real  
number x , and possible rewards are ( )f x  and ( )1 f x− . If the player opts for ( )f x , this will bring him to  

a new status x δ+ . If he opts for ( )1 f x− , this will bring him to x δ− . In our case 1δ = . Note also that  

( ) 1f −∞ = , ( ) 0f +∞ = , and ( )0f ω= . Moreover, if 0ξ  is the root of ( ) 1 2f x =  (or ( ) ( )1f x f x= − ),  

then ( ) 1 2f x ≥  for 0x ξ≤ , and ( ) 1 2f x ≤  for 0x ξ≥ . It is easy to prove that there is an odd symmetry  

around ( )0 ,1 2ξ , i.e. ( ) ( ) ( )0 0 02 1f x f x fξ ξ ξ+ + − = = , and ( )f x  is concave in ( )0,ξ∞ , while it is  
convex in ( )0 ,ξ ∞ . 

Assume that 1 2ω ≥ , then ( )0 1 2f ω= ≥ , and 0 0ξ ≥ . If the current status of the player is 1x , and  

1 0x ξ< , the greedy behavior is to move ( )1 0x ξ δ −   times to the right, which (unless T  is too short) will  

bring the player to a point 2x  such that 2 0x ξ≥ . If 2 0x ξ> , then ( ) ( )2 2
11
2

f x f x− > >  and the greedy  

player must choose ( )21 f x−  and move back to 2 0x δ ξ− < . Effectively, this starts an oscillation between  

2x δ−  and 2x , which will last until the end of the game. In the following we prove that this behavior is 
optimal, in spite of the fact that profits around 0ξ  are low. 

The main idea behind this sketch of proof is that a retreat (with consequent low profits ( )1 f x−  is never a  
good investment for the future. Assume 1x  as the player’s status, and T  steps (rounds) remain until the end of  
the game, while 1 0x Tδ ξ+ < . The player executes M  forward steps, i.e. 1ix x iδ= + , 0,1, , 1i M= − , with  
rewards ( )if x . Then, 1M −  backward steps with gains ( )1 if x−  are executed; consequently 1x  is  
reached again. In the rest of the game, i.e. until the T th step, greedy selections are made. This course of events 
is shown on curve (a) in Figure 3, where the dots mark the rewards achieved (and some dots have been 
vertically displaced by a small amount so as to be distinguishable from other dots at the same position). If 
greedy selections had been made all the way, the course of events would be as shown by curve (b). 

If iy  describes the status of the adversary on the greedy curve (b) at the i th step and ix  the status on curve 
(a), then ( ) ( )i if x f y=  for 0, , 1i M= − . Furthermore, ( ) ( )3M i M if x f y+ += . Therefore the difference 
between the cumulative reward on curve (b) and curve (a) is  
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Figure 3. Sample paths of player behavior, which are used in 
the proof of Proposition 1.                                     

 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

1

1 1 1
1 2 1 0 1

1 1 1
2 1

1

     .

T T M M

i i
i i T M i i

T

i T M

R f y f x f x i f x i f x i

f x i M f x f x M

δ δ δ

δ δ

−

= = − + = =

= − +

  ∆ = − = + − + + − +      

= + − + − +  

∑ ∑ ∑ ∑

∑
 

Effectively we need to show that 0R∆ ≥ . First, let us make some observations and explore other variations 
of 0R∆ ≥ . Note that R∆ , as given by (14), is positive if the cumulative reward from the back and forth 
movement (in the first 2M  steps) is less than the reward in the last 2M  steps. However, as T  increases, the 
position of the last step approaches 0ξ  and it can be shown that the cumulative reward of the last 2M  steps 
decreases. This property will be proved later, and it is due to the convexity and monotonicity properties of f . 
When T  further increases, some of the very last 2M  steps of the greedy behavior enter the phase of 
oscillation around 0ξ , and for T  sufficiently large, all 2M  belong to the oscillation phase. Note, however, 
that the oscillation phase rewards are those closer to 1/2, which is the lower limit of all greedy steps. If the 
greedy algorithm is to be optimal, even the 2M  oscillatory steps should bring a cumulative reward greater 
than the original back and forth movement. On the other hand, if we prove this last inequality, this will also 
prove (14), whose last 2M  steps bring more reward than the 2M  oscillatory steps. 

Let ( )1 2,ψ ψ  be the pair of oscillation points around 0ξ , i.e. ( )1 1 0 1x xψ ξ δ δ = + −   and 2 1ψ δ ψ= + . In  

the worst case, which has just been mentioned,  

( ) ( )

( ) ( )

1 2

1 2

1 2

1 2

1 1

1 1

1
1 1

     .
1 1

R M M f x f x M

M f x f x M

ψ ψ

ψ ψ

ψ ψ

ψ ψ

ωβ ωβ δ
ωβ ω ωβ ω

ωβ ωβ δ
ωβ ω ωβ ω

 
∆ = + − − + − +    + − + − 

 
= − − − +    + − + − 

 

However, ( ) ( )1 1f x f x Mδ− +  can be seen as the sum of M  terms ( ) ( )( )1 1 1f x i f x iδ δ+ − + + , for  

0i = , 1M − . We shall further prove that each of these terms is smaller than the difference inside the big 
parentheses, i.e.  

( ) ( )( )
1 2

1 21 1 1 .
1 1

f x i f x i
ψ ψ

ψ ψ

ωβ ωβδ δ
ωβ ω ωβ ω

+ − + + ≤ −
+ − + −

                 (14) 

This is a consequence of the following lemma:  
Lemma 1. For any concave function ( )f x  the following inequality is true:  

( ) ( ) ( ) ( )2 .f x f x x f x x f x x− + ∆ ≤ + ∆ − + ∆                        (15) 

Inequality (15) holds because  
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( ) ( ) ( ) ( ) ( )2f x f x x f x x f x x
f x x

x x
− + ∆ + ∆ − + ∆

′≥ + ∆ ≥
∆ ∆

                     (16) 

which is a consequence of the mean value theorem stating that there is a point 1φ  in ( ),x x x+ ∆  such that  
( ) ( ) ( )1f f x x f x xφ′ = + ∆ − ∆   . Also, there is a point 2φ  in ( ), 2x x x x+ ∆ + ∆  such that  

( ) ( ) ( )2 2f f x x f x x xφ′ = + ∆ − + ∆ ∆   . However, f  is a concave function, and its derivative is non-increa- 

sing, therefore 1 2x xφ φ≤ + ∆ ≤  implies ( ) ( ) ( )1 2f f x x fφ φ′ ′ ′≥ + ∆ ≥ , which proves (16). In fact (15) can be  
easily generalized to any same length intervals, even overlapping ones, i.e. if 1 2x x≤ , then  

( ) ( ) ( ) ( )1 1 2 2 .f x f x x f x f x x− + ∆ ≤ − + ∆                       (17) 

Due to (15) each successive equal length (i.e. x∆ ) interval produces an incremental reward  
( ) ( )f x f x x− + ∆ , which is smaller than the incremental reward of the next interval, and of all succeeding  

intervals, as long as f  remains concave. Effectively, Lemma 1 proves that the incremental reward of the  
rightmost interval, which does not contain 0ξ , i.e. the interval ( )1 1,ψ δ ψ− , is the highest among the rewards  
of all intervals of the same length, which begin to the left of 1ψ δ− . Unfortunately, our aim was to prove (14), 
which would be secured if f  remained concave in 1 2,  ψ ψ , e.g. if 1 0ψ ξ δ= −  and 2 0ψ ξ= . However this is  
not true, since at 0ξ  f  turns from concave to convex. Fortunately, the term ( ) ( )1 2f fψ ψ− , which covers  

the interval ( )1 2,ψ ψ  can be seen as the sum of rewards related with the concave f  in ( )1 0,ψ ξ  and the con- 

cave 1 f−  in ( )0 2,ξ ψ . Due to the odd symmetry around 0ξ ,  

( )( ) ( )( ) ( )0 2 0 0 2 0 02f f fξ ψ ξ ξ ψ ξ ξ+ − + − − = , therefore ( ) ( ) ( )2 0 0 22 2f f fψ ξ ξ ψ= − − , and  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 1 0 0 2 1 0 0 2 02 2 2f f f f f f f f fψ ψ ψ ξ ξ ψ ψ ξ ξ ψ ξ     − = − − − = − + − −      . 

However, due to the concavity of f , ( ) ( ) ( ) ( )1 0 1 0f f f fψ ξ ψ δ ξ δ− ≥ − − − , and  

( ) ( ) ( )( ) ( )( ) ( ) ( )0 2 0 0 2 0 1 0 0 1 0 12 2f f f f f fξ ψ ξ ξ ψ ξ ψ ξ ξ ψ ξ δ ψ− − ≥ − − − − − − = − − . Therefore  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 1 0 0 1 1 1f f f f f f f fψ ψ ψ δ ξ δ ξ δ ψ ψ δ ψ   − ≥ − − − + − − = − −    . 

This result states that the interval ( )1 1,ψ ψ δ+ , which contains 0ξ , provides higher f∆  than the previous  
interval ( )1 1,ψ δ ψ− , which in turn is higher than the f∆  of any previous interval of the same length. 

Therefore we have seen so far that a sequence of penalties, which begins at some 0x ξ<  and involves one 
fold, can be reduced to a sequence without any folds, and with improved total reward, as shown in Figure 4. In 
Figure 4 a sequence of steps with a single fold, which starts at 1x  and ends at 2x , is shown together with the  
respective greedy sequence, which starts at 1x  and ends at 3 22x M xδ= + . If the sequence must extend after  

0ξ , the additional steps are oscillation steps around 0ξ . The rest of this proof is just an application of this result, 
so that a sequence with an arbitrary number of folds can be reduced to an improved reward foldless sequence. 

 

 
Figure 4. Reduction of a sequence of penalties, which contains 
a fold, to a sequence without folds and with improved total 
reward.                                                          
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Suppose that the initial position of the game is at 1x , and that 1 0x ξ≤  (otherwise reverse the initial 
probabilities ,  1ω ω− ). Suppose also that the initial sequence does not extend beyond 2ψ , i.e. it does not reach 

0ξ  or it involves a number of oscillations around 0ξ . Then take the last fold and reduce it as mentioned, i.e. by 
replacing it with an equal number of greedy steps at the end of the current sequence. If these steps reach 0ξ , 
they are oscillation steps. Repeat the same step, until all folds have disappeared (oscillations do not count as 
folds). If the original sequence does extend beyond 0ξ , the approach is the same, but the reader should note that 
the application of this algorithm will finally reduce the part, which extends beyond 2ψ , to oscillations between 

1ψ  and 2ψ . 

6. Conclusion 
We summarize the main results of this paper: An worst performance (adversarial) analysis of the Hedge 
algorithm has been presented, under the assumption of limited penalties per round. A recursive expression has 
been given for the evaluation of the maximum total cumulative loss; this expression can be exploited both 
numerically and analytically. However, binary penalty schemes provide an excellent approximation to the 
optimal scheme, and, remarkably, the greedy binary strategy has been proved optimal among binary schemes for 
the adversary. 
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Abstract 
In this paper, we propose the receiver structure for Multiple Input Multiple Output (MIMO) Inter-
leaved Single Carrier-Frequency Division Multiple Access (SC-FDMA) where the Frequency Do-
main Equalization (FDE) is firstly done for obtaining the tentative decision results and secondly 
using them the Inter-Symbol Interference (ISI) is cancelled by ISI canceller and then the Maximum 
Likelihood Detection (MLD) is used for separating the spatially multiplexed signals. Furthermore 
the output from MLD is fed back to ISI canceller repeatedly. In order to reduce the complexity, we 
replace the MLD by QR Decomposition with M-Algorithm (QRD-M) or Sphere Decoding (SD). 
Moreover, we add the soft output function to SD using Repeated Tree Search (RTS) algorithm to 
generate soft replica for ISI cancellation. We also refer to the Single Tree Search (STS) algorithm to 
further reduce the complexity of RTS. By examining the BER characteristics and the complexity 
reduction through computer simulations, we have verified the effectiveness of proposed receiver 
structure. 

 
Keywords 
Interleaved SC-FDMA, MLD, QRD-M, Sphere Decoding, RTS, STS, Iterative Detection,  
Complexity Reduction 

 
 

1. Introduction 
Recently MIMO transmission techniques with multiple transmit and receive antennas are widely used to achieve 
the spatially multiplexed transmission and to increase the transmission rate in wireless communications. For 
MIMO spatially multiplexed transmission, MLD is known as the optimum signal separation method at the re-
ceiver side, which attains the minimum BER. However, when the number of transmit antenna and the modula-
tion levels are increased, MLD needs very high computational complexity and the reduction of complexity be-
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comes a problem [1]-[3]. The SC-FDMA is used as the uplink wireless scheme in LTE (Long Term Evolution). 
The feature of its low Peak to Average Power Ratio (PAPR) characteristics decreases the burden of amplifier li-
nearity in User Equipment (UE) and the SC-DFMA is more suitable to uplink transmission than Orthogonal 
Frequency Division Multiplexing (OFDM) [4]. Moreover by employing the interleaved SC-FDMA where the 
subcarriers for each UE are deployed like a comb tooth, the PAPR of SC-FDMA is further reduced and the fre-
quency diversity effect becomes large. We have already proposed the MIMO SC-FDE and MIMO Interleaved 
SC-FDMA receivers with iterative detection where the receive signal is firstly detected by FDE, i.e., MMSE 
nulling, to obtain the tentative decision results and secondly the ISI cancellation from the receive signal using 
the tentative decision results is done followed by the MLD for separating spatially multiplexed signals [5]. 
However, as the complexity of MLD increases as the power of modulation levels to the number of transmit an-
tenna, the complexity reduction of MLD becomes an important issue. For reducing the complexity of MLD, 
QRD-M is proposed [6], but it is a quasi-Maximum Likelihood (ML) method and could not obtain the ML solu-
tion although the complexity is greatly reduced. On the other hand, SD [1] [2] can obtain the ML solution like 
MLD with reduced complexity. In this paper, we propose the novel receiver structure in which the MLD is re-
placed by QRD-M or SD to reduce the complexity of MLD [5]. In addition, by using RTS algorithm [7], we add 
the bit LLR output function on SD, which enables the proposed SD receiver to cancel the ISI with the soft repli-
ca resulting in more accurate ISI cancellation. Moreover we have replaced the RTS by the STS [8] algorithm to 
further reduce the complexity of RTS. Through computer simulations, we have examined the BER characteris-
tics and the complexity reduction effect of proposed MIMO interleaved SC-FDMA iterative receiver with ISI 
canceller and MLD, QRD-M, SD with RTS or STS. Consequently we verify that the receiver structure using 
STS mostly improves the BER and the complexity. 

2. MIMO Interleaved SC-FDMA Receiver 
2.1. Proposed Transmitter and Receiver Structure 
In Figure 1, the block diagram of transmitter and receiver for the uplink is shown. At the transmitter of each UE, 
the Quadrature Amplitude Modulation (QAM) modulated signal is Fast Fourier Transform (FFT) transformed 
with N-points and converted to the frequency domain. The FFT points are then mapped to the interleaved fre-
quency points like a comb tooth. After that, the frequency points are Inverse FFT (IFFT) transformed with M 
points ( 4M N=  in case of 4 UE’s for example) to obtain the time domain signal. The Cyclic Prefix (CP) is in-
serted and the signal is transmitted to the channel. At the receiver in Base Station (BS), after removing the CP, 
the FDE, i.e., MMSE nulling, is firstly done. The receive signal is then FFT converted with M  points and the 
frequency domain signal is obtained. The frequency points are de-mapped to each user subcarrier arrangement 
and the subcarriers are multiplied by the MMSE weight ( )u nG  at frequency point n, i.e. 

( ) ( ) ( ) ( ){ } 1
2

T

H H
u u u u T nn n n n n σ

−
= +G H H H I                      (1) 

where ( )u nH  denotes the MIMO channel matrix at the frequency point n  assigned to the user u  
( )1 ~u U= , 2σ  the variance of noise at each frequency point, 

TnI  the identity matrix with the size Tn  
which is the number of transmit antenna. After that, the frequency points are IFFT transformed with N  points 
and the time domain signal to be detected is obtained as ˆux . 

[ ]1ˆ ˆ ˆ ˆ, , , ,u u uk uN=  x x x x                                (2) 

We call ˆux  as the tentative decision through FDE. Using ˆux , the receive signal replica due to ISI caused by 
the transmit signals other than the signal at time k  to be detected, is generated and is subtracted from the re-
ceive signal. Using tentative decision result of (2) and by letting the transmit signal of user u  at time k  being 
0, the tentative decision result for ISI cancellation is obtained as (3). 
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Figure 1. Block diagram of MIMO SC-FDMA transmitter and the proposed receiver structure with iterative feedback.           
 

Next, \ˆu kx  in (3) is transformed to frequency domain signal of \
ˆ

u kX  using FFT with N  points. The fre- 

quency domain ISI replica is made through multiplying ( )\
ˆ

u k nX  by the channel matrix ( )u nH  and the ISI  

replica ( ) ( )\
ˆ

u u kn nH X  is subtracted from the receive signal in frequency domain. Accordingly, the ISI com- 
ponents due to the transmit signals other than time k  are removed. If the ISI cancellation is perfect, then the 
condition where only the transmit signals at time k  from Tn  transmit antennas are transmitted to the receiver 
is achieved. The ISI cancelled receive signal ( )u k nZ  in frequency domain is expressed as 
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             (4) 

where ( )u nY  is the receive signal of user u  in frequency domain. Next, for ( )u k nZ  in (4), the signal sepa- 
ration of spatially multiplexed transmission is done using MLD. The total number of candidates of receive rep-
lica for MLD is TnK , where K  is the modulation levels. The candidate signal for MLD in time domain ˆu kx  
is obtained by letting the transmit signals all 0 except for at time k  to be detected. 
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where the matrix size is Tn N× . ˆu kx  in (5) is then FFT transformed with N  points resulting in ( )ˆ
u k nX .  

( )ˆ
u k nX  is then multiplied by the channel matrix of ( )u nH  which is assigned for user u at frequency point n  

and the candidate receive replica for MLD is obtained as ( ) ( )ˆ
u u kn nH X . Then the squared distance between  

the ISI cancelled receive signal and the candidate MLD replica in frequency domain is calculated as 

( ) ( ) ( )
2

1

ˆ
N

u k u u k
n

n n n
=

−∑ Z H X                                (6) 

where ∗  denotes the Euclidian norm. (6) is minimized over the total TnK  MLD candidates and the MLD  
output of ˆukx  in (5) which minimizes (6) is obtained. The tentative decision result ˆukx  in (2) is then replaced 
by the obtained ˆukx  and the procedure proceeds from time k  to time 1k +  where the initial value of k  is 1. 
This ISI canceller with MLD procedure is sequentially done from time 1 to N . Accordingly the residual ISI 
components in tentative FDE decision results are more precisely removed and the spatially multiplexed signals 
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are more accurately separated. After the processing for one FFT block is done, the obtained decision results for 
one block are regarded as the evolved tentative decision results. Then the MLD outputs are fed back to the ISI 
canceller at each FFT block and this feedback is iteratively done to lower the final BER. 

2.2. Complexity Reduction of MLD by QRD-M or SD 
The number of candidate replicas in MLD increases exponentially as TnK . As the complexity reduction method 
of MLD, we illustrate the method utilizing the tree search of MLD with QR decomposition [6]. The receive sig-
nal vector is written as 

= +y Hx n                                        (7) 

where y  is the receive signal vector with 1Rn × , H  the frequency flat channel matrix with R Tn n× , x  
the transmit signal vector with 1Tn ×  and n  the receive noise vector with 1Rn × . Using the QR decomposi-
tion, the channel matrix is decomposed into =H QR , where Q  is the unitary matrix and R  is the upper tri-
angular matrix. By multiplying the Hermitian transpose HQ  by y  from the left hand side, we obtain 

H H

= +

= +
= + 

y QRx n
Q y Rx Q n
y Rx n

                                   (8) 

where H=y Q y  and H=n Q n . The MLD criterion is then expressed as 
22 2 2

ˆ ˆ ˆ ˆ
ˆ ˆ ˆ ˆ ˆargmin argmin argmin argminH H= − = − = − = −

x x x x
x y Hx y QRx Q y Q QRx y Rx         (9) 

As R  is the upper triangular matrix, the detection of transmit signal is considered as the tree search problem 
from ˆ

Tnx  where ˆ
Tnx  denotes the transmit signal candidate from antenna Tn . The tree structure is shown in 

Figure 2 when 2K =  (BPSK) and 4Tn = , where the diverging number at each node and the depth of tree 
become 2K =  and 4Tn =  respectively. Equation (9) is also expressed in elements as 

1 2 3 4

2
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

                    (10) 

As the tree search method for Figure 2 toward the width direction, M  algorithm is widely known. At each 
step, the squared distance norm for every branch is calculated, and arbitral m  survival paths with the least cu-
mulative squared distance metric are retained. The complexity of M  algorithm is constant when the value of 
m  is determined and the QRD-M algorithm reduces the complexity of MLD very much, especially when 

1m = . But it could not obtain the ML solution, i.e., quasi-ML. On the other hand, the SD algorithm searches the 
tree of Figure 2 toward the depth direction. The SD first determines the initial sphere radius ˆC = −y Rx  for 
some transmit candidate of x̂ . Next SD searches the transmit signal vector which falls within the radius C  
toward the depth direction. When the cumulative distance metric exceeds the initial radius, then the subsequent 
 

 
Figure 2. Tree structure of MLD when using QR decomposi- 
tion.                                                          

Depth first
search

Breadth first search
4x̂

3x̂

2x̂

1̂x



M. Tsukamoto, Y. Iwanami 
 

 
512 

search along the path is no more needed, thus the amount of calculation is saved. Therefore, when the initial 
sphere radius is small, the complexity reduction becomes more effective. In other words, the higher the 0bE N  
and the smaller the initial sphere radius is, more effectively the complexity reduction is done. If the cumulative 
distance metric does not exceeds the initial radius till the bottom of tree, then the initial radius is replaced by the 
cumulative metric and the new radius is set. In the same manner the tree search is done for every path in the tree, 
thus the SD can obtain the ML solution. 

2.3. Receiver Structure When Using QRD-M Algorithm 
By using QRD-M instead of MLD in the receiver structure in Figure 1, we reduce the complexity of MLD. The 
same signal processing procedure mentioned in 2 is done to cancel the residual ISI and to satisfy the condition as 
if only the transmit signal at time k  is transmitted. After the ISI cancellation, the QRD-M is applied instead of 
MLD. The number of transmit signal candidates ˆu kx  equals TnK . Like in (5), the time domain transmit signal 
vector with N  points in which the candidate transmit signal is located at time k  and the transmit signals at 
other time instants are all set to 0 is generated. Then the time domain signal vector is transformed to the fre-
quency domain signal vector ( )ˆ

u k nX  using FFT with N  points. 
Then the channel matrix ( )u nH  assigned to user u  at subcarrier number n  is QR decomposed. 

( ) ( ) ( )u u un n n=H Q R                               (11) 

The Hermitian transpose ( )H
u nQ  is multiplied by the output ( )u k nZ  of the ISI canceller from the left  

hand side. 

( ) ( ) ( ) ,     1, ,H
u k u u kn n n n N= =

Z Q Z                       (12) 

The squared metric for minimization using ( )u k nZ  in (12) is given by 
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

           (13) 

Using M  algorithm, (13) is step by step calculated from the bottom to the top. The m  survival paths with 
the least cumulative metrics are retained at each step from the bottom. The path which minimizes (13) is finally 
selected from the m  survival paths which reach the top. The path obtained by ORD-M determines the output 
ˆukx . The signal processing afterward is the same as MLD. 

2.4. Receiver Structure When Using SD Algorithm 
By using SD instead of MLD in the receiver structure in Figure 1, we reduce the complexity of MLD. The same 
signal processing procedure mentioned in 2 is done to cancel the residual ISI and to satisfy the condition as if 
only the transmit signal at time k  is transmitted. In the proposed SD, the initial radius is set using QRD-M. (13) 
is used for the search of initial radius using QRD-M. The cumulative metric with small radius is firstly searched 
in the tree using QRD-M and we set this cumulative metric as the initial radius. Next the transmit signal candi-
date which satisfies the initial radius is searched toward the depth direction in the tree. When the cumulative 
distance metric exceeds the initial radius, then the subsequent search along the path is no more needed, thus the 
amount of calculation is saved. If the cumulative distance metric does not exceeds the initial radius till the bot-
tom of tree, then the initial radius is replaced by the cumulative metric and the new radius is set. In the same 
manner, the tree search is done for every path in the tree, thus the SD can obtain the ML solution. In (13) the 
search procedure is done toward the upward direction with exhaustive search to obtain the ML solution of ˆukx . 
If the QRD-M can find a smaller initial radius, then more effectively the tree search is done. 

2.5. Realization of Soft Output in SD 
We aimed to obtain the soft output from the SD in Figure 1. In case of QPSK, the bit LLR’s for the 1st bit and 
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the 2nd bit of the transmit signal from antenna ( ) 1, , Ti n=   are given by (14) and (15) respectively. 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2 2

1, , ,1 0 , ,1 1
1 1

ˆ ˆLLR min min 2
N N

i u k u u k uu k i u k i
n n

n n n n n n σ
= =

    ≅ − − + −        
∑ ∑ Z R X Z R X    (14) 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
2 2 2

2, , ,2 0 , ,2 1
1 1

ˆ ˆLLR min min 2
N N

i u k u u k uu k i u k i
n n

n n n n n n σ
= =

    ≅ − − + −        
∑ ∑ Z R X Z R X    (15) 

( ) ( ), ,1 0
ˆ

u k i nX  in (14) denotes the transmit signal in frequency domain of u -th user at time k  and frequency  

point n  from transmit antenna i  with the 1st bit being 0. ( ) ( ), ,1 1
ˆ

u k i nX  in (14) has the same notation but with  

the 1st bit being 1. ( ) ( ), ,2 0
ˆ

u k i nX  and ( ) ( ), ,2 1
ˆ

u k i nX  in (15) represent the same notation but with the 2nd bit be- 

ing 0 and 1 respectively. In SD, there exist some paths for which searches are not made in the tree. In order to 
calculate the bit LLR, the path for bit “0” and the path for bit “1”, both of which have minimum path metrics, 
have to be evaluated. For this evaluation, we have used the RTS [7] and STS [8] algorithms. 

2.6. RTS Algorithm 
In RTS, using (13) and the M  algorithm, the path with minimum path metric is obtained firstly and is re-
garded as the initial radius of SD. Then, the path metric which is not yet searched is calculated through SE algo-
rithm [1] [2]. In RTS, to evaluate the bit LLR, the SE algorithm is repeatedly applied to calculate the path metric 
which is not searched in SD. In Figures 3(a)-(c), we show the tree structure for BPSK when the number of 
transmit antenna is 3, for example. In Figure 3(a), the red line shows the minimum path metric [101] obtained 
from the M  algorithm with 1m = . In this case, in order to obtain the bit LLR of 3x̂ , we have to find the 
minimum path metric for which 3ˆ 0x = , which is illustrated in Figure 3(b). Likewise, in order to obtain the bit 
LLR’s of 2x̂  and 1̂x , we have to find the minimum path metrics for which 2ˆ 1x =  and 1̂ 0x = , those are illu-
strated in Figure 3(c) and Figure 3(d) respectively. To find the minimum path metrics having the counter bits, 
we repeatedly use the SE algorithm. 

2.7. STS Algorithm 
In STS, the path metrics for calculating the bit LLR’s are evaluated using the single search of the tree. The basic 
idea of STS follows that every path metric and its search depth are stored in the list and monitored. When the 
evolution of all the path metrics in the list does not occur during the tree search, the search of specific branch is 
saved and this results in complexity reduction. At the initial stage, the values in the list are all set to infinity. In 
Figure 4, we show the STS algorithm where the number of transmit antenna is 4, the number of modulation lev-
el K , ,s bλ  the accumulated norm with the search depth s  and the symbol number b , MLλ  the accumu-
lated norm of ML sequence. Also, the list as an example is illustrated in Figure 5 where the number of transmit 
antenna is 4 and the QPSK modulation is used. 

In STS algorithm, the list in Figure 5 is filled up with the algorithm in Figure 4. When 3,2λ  is calculated for  
example, its value is compared with all 1~2,1~4λ  already stored in the list. At this stage, when 3.2 1~2,1~4λ λ< , we  
find that the further search of this branch does not lead to the evolution of the path metric. Accordingly we stop  
the search and move to the calculation of 3.3λ . When MLλ  is finally obtained, the needed norms are read from  
the list and the bit LLR’s are calculated using (14) and (15). 

3. Computer Simulation Results 
Computer simulations are made for the system in Figure 1. The simulation conditions are listed in Table 1. 
Figure 6 shows the BER characteristics when the hard decision replica is used to cancel the ISI through MLD, 
QRD-M or SD for spatial de-multiplexing. In Figure 6, #4, for example, denotes the number of MLD, QRD-M 
or SD iterated. Figure 7 shows the BER characteristics when the soft decision replica is used to cancel the ISI 
through RTS or STS for spatial de-multiplexing. In Figure 8, we compared the BER characteristics between 
hard replica cancellation and soft replica cancellation with iteration being used. Also in Figure 6-8, we showed  
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(a)                                                              (b) 

  
(c)                                                              (d) 

Figure 3. Tree search algorithm in RTS. (a) Path with minimum path metric; (b) Paths for calculating the minimum counter 
path metrics for antenna 3; (c) Paths for calculating the minimum counter path metrics for antenna 2; (d) Paths for 
calculating the minimum counter path metrics for antenna 1.                                                               
 

 
Figure 4. STS algorithm.                                       
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Figure 5. Example of list with 4 transmit antennas and the 
modulation level K.                                                

 

 
Figure 6. Comparison of BER characteristics of MIMO inter- 
leaved SC-FDMA receiver with hard replica cancellation of ISI.             

 
Table 1. Simulation condition.                                                                                  

Number of UE 4 

Number of transmit antennas in each UE 4 

Number of receive antennas at BS 4 

Modulation formats QPSK 

Number of total subcarriers M = 256 

Number of subcarriers assigned to each user N = 64 

Symbol length of QPSK T 

Cyclic prefix length 4T/ 

Channel model between each transmit and receive antenna Equal power 16 paths quasi-static Rayleigh fading channel 

Interval of delay time T/4 

Subcarrier assignment IFDMA 

Channel estimation Perfect at BS 

FDE Nulling (MMSE) 

Initial radius setting for SD (SE algorithm) QRD-M (m = 1) 

Number of iterative feedbacks in the receiver 
0,1,3 ( # 1)= −  # denotes the  

repetition number of MLD, QRD-M, SD, RTS or STS 

Search
depth

Symbol
number

Already calculated
Not calculated

1Sym 2Sym 3Sym 4Sym

4,1λ

3,1λ

2,1λ

1,1λ

4,2λ

3,2λ

2,2λ

1,2λ

∞

2,4λ

1,4λ1,3λ

2,3λ

∞

3,3λ 3,4λ

1S =

2S =

3S =

4S =

Compare



M. Tsukamoto, Y. Iwanami 
 

 
516 

 
Figure 7. Comparison of BER characteristics of MIMO inter- 
leaved SC-FDMA receiver with soft replica cancellation of ISI.          

 

 
Figure 8. Comparison of BER characteristics of MIMO inter- 
leaved SC-FDMA receiver between hard decision and soft de- 
cision with iterative feedback.                                    

 
the lower bound of BER where the ISI cancellation is perfect, which means the demodulated bits for ISI cancel-
lation are error-free. In Figure 9, we show the comparison of complexity of MLD, QRD-M, SD, RTS and STS 
on 4 4×  flat fading channel. This complexity is measured using “tic” and “toc” function in MATLAB and the 
computation time needed for MLD is normalized to unity. 

From Figure 6, compared with the conventional FDE receiver, the proposed receiver using MLD with no 
iterative feedback improves the BER by about 7 dB at 5BER 10−= . By increasing the number of iterative 
feedbacks, the proposed receiver further improves the BER and obtains the BER improvement of more than 10 
dB which is close to the lower bound of BER. This is because the MLD outputs with high reliability are used as 
the improved decision results for making the accurate ISI replicas. Accordingly more exact ISI cancellation be-
comes possible followed by improved MLD performance. We observe the BER performance of QRD-M is infe-
rior to MLD, but the BER of SD coincides with the MLD, thus the SD can obtain the ML solution. 

From Figure 7, we see that the BER performance with soft ISI cancellation behaves basically the same as the 
SD with hard ISI cancellation in Figure 6, but the BER approaches more rapidly to the lower bound than the  
hard ISI cancellation. We find that at average ( )0 8 dBbE N =  the BER coincides with the lower bound and  
this means the perfect ISI cancellation is possible at this receive SNR value. 

From Figure 8, we see that the soft ISI cancellation with iterative feedback performs better than the hard rep-
lica cancellation. This is because more accurate ISI replica for cancellation can be generated for the soft decision 
than the hard decision. 

From Figure 9, QRD-M, SD, RTS and STS can reduce the computation time compared with MLD. The QRD- 
M is the most effective in reducing the computation time. The computation time is almost 1/100 of MLD and is 
constant over the average 0bE N  value. However, QRD-M is sub-optimal and ML solution is not obtained. 
The SD can obtain the ML solution, but for low average 0bE N  region less than 10 dB the computation  
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Figure 9. Comparison of computation time among MLD, QRD- 
M, SD, RTS and STS on flat fading channel.                           

 
time is about 15 times higher than QRD-M. However, above ( )0 10 dBbE N = , the computation time ap- 
proaches to QRD-M. This is because for high average 0bE N  region, the initial radius can be set to a very  
small value. Although the RTS can produce the soft output, the RTS needs a lot of path metric calculation lead-
ing relatively high computation time. The STS which is the improved version of RTS shows the computation  
time almost the same as the SD in low 0bE N  region. Therefore it can reduce the computation time about 1/5  
compared with the RTS. However, the computation time of STS is almost constant over entire 0bE N  region. 

4. Conclusion 
In this paper, we have proposed the low BER receiver structure for the interleaved SC-FDMA on the uplink 
MIMO frequency selective fading channels. In the proposed receiver, using the tentative decision results ob-
tained from the MMSE nulling (FDE), the ISI components are cancelled and the MLD is then used for separat-
ing the spatially multiplexed signal streams. The reliable output from MLD is again fed back to the ISI canceller 
to reduce the residual ISI. Furthermore we improve the complexity of MLD by replacing it with QRD-M or SD. 
We have verified the BER characteristics of the proposed receiver with MLD, QRD-M or SD through computer 
simulations. The receiver with SD achieves the same BER as the one with MLD, i.e., ML solution, whereas the 
QRD-M has the inferior BER because of its quasi-ML solution. We have also verified that the complexity of SD 
is very much improved compared with MLD especially in high 0bE N  region. In order to cancel the ISI more 
effectively using soft replica, we have further replaced the SD by RTS or STS algorithm in which the soft out 
from SD is available. As a result, the BER characteristic approaches more rapidly to the lower bound. The com-
plexity of STS is lower than the RTS and almost coincides with the SD in low 0bE N  region. The proposed 
receiver structure will be useful to extend the coverage of uplink. 
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Abstract 
The total reliance on internet connectivity and World Wide Web (WWW) based services is forcing 
many organizations to look for alternative solutions for providing adequate access and response 
time to the demand of their ever increasing users. A typical solution is to increase the bandwidth; 
this can be achieved with additional cost, but this solution does not scale nor decrease users per-
ceived response time. Another concern is the security of their network. An alternative scalable 
solution is to deploy a proxy server to provide adequate access and improve response time as well 
as provide some level of security for clients using the network. While some studies have reported 
performance increase due to the use of proxy servers, one study has reported performance de-
crease due to proxy server. We then conducted a six-month proxy server experiment. During this 
period, we collected access logs from three different proxy servers and analyzed these logs with 
Webalizer a web server log file analysis program. After a few years, in September 2010, we col-
lected log files from another proxy server, analyzed the logs using Webalizer and compared our 
results. The result of the analysis showed that the hit rate of the proxy servers ranged between  
21% - 39% and over 70% of web pages were dynamic. Furthermore clients accessing the internet 
through a proxy server are more secured. We then conclude that although the nature of the web is 
changing, the proxy server is still capable of improving performance by decreasing response time 
perceived by web clients and improved network security. 
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1. Introduction 
Many organizations today rely heavily on the use of the internet and the WWW; this has open doors for network 
administrators to acquire skills to manage the ever growing demand for access and good response time. A typi-
cal solution to providing access and good response time is to increase the bandwidth; this is not a scalable option. 
An alternative solution is to deploy proxy servers to service the ever increasing request of users. 

A proxy server is a server that sits between a client application, such as a web browser, and a real server. It 
intercepts all requests to the real server to see if it can fulfill the requests itself. If not, it forwards the request to 
the real server. A proxy server can improve network performance by functioning as a caching server. Most In-
ternet Service Provider (ISP) and organizations have been installing proxy caches to reduce bandwidth and de-
crease the latency to their users [1]-[5]. The performance increase due to proxy servers has been widely reported; 
however, a study reports that proxy servers actually decrease performance [6]. A pertinent question that comes 
to our mind is that since the web is evolving from static to dynamic information repository, is there a future for 
the caching proxy server?  

In order to further understand the nature of proxy server and how it can be used to provide improved access 
and response time to a large number of users requesting same object from the cache, we conducted a proxy 
server experiment. A non-intrusive network traffic monitoring system was setup in [7] to collect access logs 
from three proxy servers, for a period of five months to three years. These access logs were analyzed using We-
balizer. The three proxy servers are institutional web proxy cache. Two of the proxy servers are on the academic 
network, the Obafemi Awolowo University, Ile-Ife, Nigeria (OAU), the Indiana University Northwest Computer 
Networking Lab in HH226, Gary Indiana (IUN). The third proxy is on the Wide Area Network of the Interna-
tional Centre for Theoretical Physics, Trieste, Italy (ICTP).  

The rest of the paper is organized as follows. In Section 2, we review related work, followed by data collec-
tion in Section 3. In Section 4, we perform access log analysis on raw data and reduced data. In Section 5, we 
present the results of our analysis for each caching proxy server and finally, in Section 6, we conclude the paper. 

2. Related Work 
Caching can be applied at several locations, namely at the web client, web server and within the network (proxy 
servers) [8]-[10]. Caching proxy server has gained popularity on the Internet, due to their ability to keep local 
copies of documents requested by web clients and using them to satisfy future request for same document. This 
can save bandwidth and reduce delays perceived by web users.  

Several studies have reported performance increase due to proxy servers. One of the major functions of a 
caching proxy server is to decrease access time. The result of a study in [11] showed that the average response 
time of a hit may be five times smaller than a miss. A 20% to 25% improvement in user perceived response time 
was reported in [12] [13]. Research on the effectiveness of proxy caching is very active. A study at Virginia 
Tech has shown that hit rates of 30% to 50% can be achieved by a caching proxy [14]. Other studies gave a 
range from between 20% to 60% hit rate [9] [11] [15] [16] and [17] reported hit rate of between 10% to 40% for 
a three level caching hierarchy, and about 35% to 40% for a university-level web proxy cache. 

However, a study conducted in [6] reported a hit rate of 4%, which shows a decrease in performance. The 
reason for this decrease in performance was traced to the changing nature of the web, i.e. the web is evolving 
from static nature to dynamic repository. Furthermore, research into the ability of proxy servers to cache video 
was reported in [6]. In the last few years there have been research efforts to improve multi-level proxy cache 
configuration [18]-[21]. Other factors that may improve proxy cache performance are the replacement polices 
used by the cache and the workload characteristics. The results of [17] showed that combining different re-
placement polices at different levels of the cache can improve the performance of a caching hierarchy. Finally 
the results of [22] showed that the cache replacement polices are sensitive to Zipf slope, temporal locality, and 
correlation between file size and popularity but relatively insensitive to one-timers, and heavy tail index. 

3. Raw Data Collection 
We collected access logs from three proxy servers located at three different locations. Two of the proxy servers 
are located at the Obafemi Awolowo University, Ile-Ife, Nigeria and Indiana University Northwest, Gary, Indi-
ana computer networking lab. The third proxy server is located at the International Center for theoretical Physics, 
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Trieste, Italy; we refer to the proxies as follows: 
• ASOJU used by the OAU academic network; 
• IUN used by only the students in computer networking lab HH226; 
• ICTP used by the ICTP network. 

ASOJU continuously recorded access log on a daily basis for six months, details can be found in [7], The IUN 
records proxy logs during the academic year (August-December and January-May) for a period of three years, 
while ICTP proxy server had only one month of access log. Two of the proxies are institutional-level proxy 
servers while the third is only used by students in the networking lab HH226. 

4. Access Log Analysis 
4.1. Raw Data Analysis 
Webalizer [23] is capable of generating reports on a monthly basis and also a summary report for the entire pe-
riod. We have five months summary, from September 30, 2006 to February 28, 2007 for the first OAU proxy 
server which is referred to as ASOJU access log. The five-month ASOJU access log recorded a total of 
153,125,959 requests in 107 days of activity. The access logs for 45 days were not available due to down time 
and power outages. Similarly, we have three years of access log from September 2010 to October 2013 for the 
IUN proxy server which is referred to as IUN access log. The Three years IUN access log recorded a total of 
62,675,342 requests in 210 days of activity. The access log was only collected when students are using the lab 
during the semester. Hence the need to collect log files for a longer period since the lab is only in use three 
months in a year. The eight days ICTP access log referred to as ICTP recorded a total of 5,458,868 requests in 8 
days. 

Table 1 provides a summary of the access logs for the three proxy servers studied. ASOJU has the highest ac-
tivity in terms of number of request per day and also the highest average volume of bytes transferred per day. 

In this study we are interested in requests for the transfer of web documents. Hence we study the response 
code in the access logs for all web requests. The breakdown of the HTTP reply code as a percentage of the total 
request is shown in Table 2. Web proxy server can provide many possible responses to web client [24]. Here are 
some response code and their corresponding meaning: The 200 series response code means a valid document 
was made available to the client, 300 series means redirection, 400 series means client error and 500 series 
means server error. 

4.2. Raw Data Reduction Analysis 
The access log recorded the amount of data transferred regardless of the source (i.e. from proxy cache, another 
cache or origin server). To know the actual workload of a proxy server, we consider all requests resulting in the 
 

Table 1. Summary of proxy access logs (raw data).                                             

Item ASOJU IUN ICTP 
Access log duration 107 days 210 days 8 days 

Start date 
End date 

Sept 30 2006 
Feb 28 2007 

Sept 2010 
Oct 2013 

Feb 11 2007 
Feb 18 2007 

Total request 
Avg request/day 

153,129,674 
1,431,118 

62,675,324 
298,453 

5,458,868 
682,359 

Total bytes transferred (GB) 
Avg bytes/day (GB) 

1637.4 
15.30 

495.9 
2.36 

86.3 
10.79 

 
Table 2. Breakdown of HTTP response code.                                                  

Response code ASOJU (%) IUN (%) ICTP (%) 
200 series 
300 series 
400 series 
500 series 
Undefined 

38.34 
12.30 
46.00 
2.16 
1.20 

67.00 
20.00 
9.00 
1.00 
3.00 

45.20 
28.00 
2.70 
0.90 

23.20 
Total 100 100 100 
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documents being accessed from the origin server without an intermediate proxy. The objective is to evaluate the 
effectiveness of proxy caching.  

Suppose a client using a proxy makes requests 1 2,  ,  ,  nr r r  to pages, if a page has F  objects out of which 
C  can be obtained from the cache and W  from the origin server. Total request R  will be: 

1
.

n

i
i

R r
=

= ∑  

But not all requests will bring back data. Hence, all requests that will result in data transfer will be, 

1 1
.

n n

i i
i i

F W C
= =

= +∑ ∑  

So we can compute the document hit ratio (DHR) and byte hit ratio (BHR) as, 

1

1 1

Cache byteDHR ,     and    BHR
Total byte

n

i
i

n n

i i
i i

C

W C

=

= =

= =
+

∑

∑ ∑
 

Cache byte = the no of bytes transferred from the cache; 
Total byte = the total no of bytes transferred.  
For DHR we only considered 200 and 300 series of response, in order to consider only successful transfer of 

documents to requesting clients. For BHR we did not consider the 400 series (client error). Table 3 summarizes 
the reduced access logs for the three proxies. Based on the average number of request seen by each proxy server 
per day, ASOJU has the highest activity while IUN and ICTP have about the same activity. The successful 
transfer accounted for 45% to 87% while the total bytes transferred accounted for 64% to 89% similar to the 
observation in [19]. Other values on the table were calculated. The two performance metrics used in this study to 
evaluate the performance of the proxy servers are DHR and BHR. 

5. Results 
We observe that the total requests in the reduced data for ASOJU is smaller, this is expected since about 46% of 
the total request are error due to client authentication see Table 2. This is possible because ASOJU runs proxy 
authentication. Again about 60% to 78% of the requests are for dynamic pages that cannot be serviced by the 
proxy server. These observations support the fact that the web is fast changing from static nature to dynamic in-
formation repository [6]. However, the DHR range from 21% to over 38% for the three proxy servers analyzed 
in the study, these results are similar to the results obtained in [9] [11] [14]-[16]. Similarly, the BHR range from 
21% to 29% for the three proxy servers. This result is also comparable with [11]. Since The ICTP data was only 
collected for only 8 days in the month, we can only plot the graphs of the hit ratios for ASOJU and IUN using 
the reduced data for a six-month period.  

Figure 1 and Figure 2 show that both hit ratios for ASOJU and IUN are not affected by the volume of the 
workloads across the months. We further study this observation on monthly hourly raw data. We are unable to 
generate the hourly reduced data, since the breakdown of the HTTP response used for generating the reduced 
data can only be obtained for monthly data. We study the monthly variations of the mean hit ratios across the 
hours of the day for the three proxy servers. The y error bars on the graph shows the variability of the hit ratios 
across the hours. We observe that our hit ratios in the following monthly graphs are relatively lower, varying in 
the 2% to 8% range. This is expected since the raw data contains client errors that were not removed. We also 
plot the mean monthly requests for the three proxy servers, in order to identify the peak periods of the day for 
the servers, since it varies.  

Figure 3 shows the mean monthly hourly requests for ASOJU, the high usage periods (peak periods) are 9 hrs 
to 17 hrs and the low usage periods are 18 hrs to 8 hrs. This graph shows a typical work or social pattern in the 
environment. The traffic volume rises steadily with some deeps indicating break periods and fall steadily during 
the close of work for the day. It gives a representation of the user’s access pattern. The graph shows that 
monthly hourly requests follow a normal distribution.  

Figure 4 and Figure 5 show the variations in the monthly average hit ratios for ASOJU. Both hit ratios  
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Table 3. Summary of proxy access logs (reduced data).                                                                

Item ASOJU IUN ICTP 

Total request 
Avg request/day 

77,580,469 
725,051 

88,922,534 
499,565 

3,998,971 
499,871 

Total bytes transferred (GB) 
Avg bytes/day (GB) 

884.2 
8.26 

878.0 
4.93 

84.0 
10.5 

Total internet requests 
Total cache requests 

Total cache byte (GB) 
DHR (%) 

Cache miss rate (%) 
BHR (%) 

58,707,185 
18,873,284 

108.7 
24.3 
75.7 
22.8 

69,945,197 
18,977,337 

184.4 
21.7 
78.3 
21.4 

2,469,348 
1,529,623 

23.5 
38.3 
61.7 
28.8 

 

 
Figure 1. ASOJU hit ratios for the reduced data.                                     

 

 
Figure 2. IUN hit ratios for the reduced data.                                         

 

 
Figure 3. Mean hourly requests for ASOJU.                                          
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Figure 4. Variation in DHR for ASOJU.                                              

 

 
Figure 5. Variation in BHR for ASOJU.                                               

 
follow a similar trend, the standard deviation shown by the y error bars have a high dispersion for both ratios 
during the peak periods. This is expected since the traffic intensity increases during the peak periods. The varia-
tion of the DHR is higher; this is a reflection of the replacement algorithm and size of objects cached by the 
proxy server. This particular proxy is configured to cache small objects. Hence higher values of DHR, this will 
result in faster response time for the users.  

Figure 6 shows the coefficient of variation (COV) for ASOJU hit ratios. The hit ratios show low variations 
during the peak periods (9 hrs to 15 hrs). This shows that neither ratio depend on traffic intensity.   

Figure 7 shows the mean monthly hourly requests for IUN, the high usage periods (peak periods) are 0 hrs to 
17 hrs and the low usage periods are 18 hrs to 20 hrs. This graph shows a typical access pattern for a student lab, 
the traffic volume is high for most time of the day with a small deep and then rise again. This pattern is however 
different from the access pattern of an academic network which has a high traffic during office hours (8 am - 5 
pm). 

Figure 8 and Figure 9 show the variations in the monthly average hit ratios for IUN. Again, both hit ratios 
follow a similar trend, the standard deviation shown by the y error bars have a high dispersion for both ratios 
during the peak periods. This is expected since the traffic intensity increases during the peak periods. The varia-
tion of the BHR is higher; this is a reflection of the replacement algorithm and size of objects cached by the 
proxy server. This particular proxy is configured to cache large objects. Hence higher values of BHR, this will 
result in more bandwidth savings for the network.  

Figure 10 shows the coefficient of variation for IUN hit ratios. Similarly, the hit ratios show low variations 
during the peak periods (0 hrs to 17 hrs). Again, this implies that neither ratio depend on traffic intensity. 

Figure 11 shows the mean hourly requests for ICTP, the high usage periods (peak periods) are 8 hrs to 23 hrs 
and the low usage periods are 0 hrs to 7 hrs. The graph shows a typical social or work pattern. The traffic vo-
lume rises steadily with some deeps indicating break periods and fall slightly and remain high for the duration of 
the peak period. The graph shows the users access pattern. 

Figure 12 shows the effect of traffic intensity on the ICTP hit ratios. Similarly, the hit ratios show low varia-
tions during the peak periods (8 hrs to 23 hrs). Again, this implies that neither ratio depend on traffic intensity. 
One may expect that when the number of client requests increases (peak periods) so does the number of hits. 
However, this is not the case since the peak hours user population has access patterns different from light load 
hours. 
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Figure 6. COV for ASOJU hit ratios.                                              

 

 
Figure 7. Mean hourly requests for IUN.                                            

 

 
Figure 8. Variation in DHR for IUN.                                                

 

 
Figure 9. Variation in BHR for IUN.                                                

 
The study also shows that the proxy server provides better security for clients accessing the internet using a 

proxy server. Most proxy server run dynamic host configuration protocol (DHCP), a service that provide clients 
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server are protected from attack, since they are not visible from outside the network. Only the proxy server 
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Figure 10. COV for IUN hit ratios.                                                  

 

 
Figure 11. Mean hourly requests for ICTP.                                        

 

 
Figure 12. Effect of traffic intensity on the hit ratios.                                  

 
has a public IP address. We tried to attack clients behind the proxy server with no success. This technique shows 
that the proxy server provides a layer of security for clients accessing the internet using a proxy server.  

6. Conclusion 
This paper presents an experiment to determine the effectiveness of proxy servers and security provided by us-
ing proxy servers. We are also interested to know how the changing nature of the web has affected the perfor-
mance of proxy servers and level of security provided by proxy server. We conducted a six-month proxy server 
experiment to know the performance of proxy servers. Access logs of varying durations were collected, from the 
three different proxy servers to see if it would have any effect on our results. We analyzed the logs using Weba-
lizer. Two performance parameters—DHR and BHR—were used to evaluate the performance of proxy servers. 
We compute DHR and BHR for the duration of the study, and we also compute DHR and BHR for monthly and 
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hourly traffic to study the effect of traffic intensity on proxy server performance. The result shows a hit rate of 
about 21% to 38% and a byte rate of 21% to 28%, and the y error bar graphs show a high variation during the 
peak periods, while the COV graph shows a low or constant variation during the peak periods indicating that 
neither hit ratios depend on traffic load. The result shows that good performance can be achieved using proxy 
servers. Although the web is changing from the static nature to dynamic information repository, proxy servers 
actually improve performance and provide better security despite the changing nature of the web. In the future 
we hope to look into further enhancing security using honey pots and honey nets. We plan to investigate the 
cyclic multicast engine and proxy server as a possible technique to improve proxy server performance. 
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Abstract 
Recent advances have witnessed the success and popularity of cloud computing, which represents 
a new business model and computing paradigm. The feature of on-demand provisioning of com-
putational, storage, and bandwidth resources has driven modern businesses into cloud services. 
The cloud is considered cutting edge technology and it is solely relied on by many large technology, 
business, and media companies such as Netflix or Salesforce.com. However, in addition to the ben-
efit at hand, security issues have been a long-term concern for cloud computing and are the main 
barriers of the widespread use of cloud computing. In this paper, we briefly describe some basic 
security concerns that are of particular interest to cloud technology. We investigate some of the 
basic cloud concepts and discuss cloud security issues. Amazon Web Services is used as a case 
study for discussing common cloud terminology. Data security, as well as some cloud specific at-
tacks is introduced. The current state and the future progression of cloud computing is discussed. 
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1. Introduction 
Recent advances have witnessed the success and popularity of cloud computing, which represents a new busi-
ness model and computing paradigm [1]. The feature of on-demand provisioning of computational, storage, and 
bandwidth resources has driven modern businesses into cloud services [2]. The cloud is considered cutting edge 
technology and it is solely relied on by many large technology, business, and media companies such as Netflix 
or Salesforce.com. However, in addition to the benefit at hand, security issues have been a long-term concern 
and are the main barriers of the widespread use of cloud computing [1]. There are three main challenges [1] for 
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building a secure and trustworthy cloud: 
• Outsourcing reduces both capital expenditure and operational expenditure for cloud customers [1]. However, 

outsourcing also indicates that cloud customers no longer retain the physical control on hardware, software, 
and data. To address this challenge, a trustworthy cloud is expected, meaning that cloud customers are 
enabled to verify the data and computation in terms of confidentiality, integrity, and other security services 
[1]. 

• Multi-tenancy means that a cloud is shared by multiple customers [1]. Virtualization is heavily used by cloud 
vendors to optimize resource allocation and management [1]. A common but risky situation is that data be-
longing to different customers may be stored in the same physical machine. Adversaries can exploit this vul-
nerability to launch various attacks such as data/computation breach, flooding attack, etc. [1]. 

• Massive data and intensive computation are two other features of cloud computing. Therefore, traditional 
security mechanisms may not suffice the new security requirements due to unbearable computation or com-
munication overhead [1]. 

This paper investigates various aspects on cloud security [2]-[4], including data security [5], cloud risks [8] 
and API concerns [9] [10], cloud services and account hijacking [2]-[14]. The goal of this paper is twofold: first, 
we focus on the valuable and unique security aspects of the cloud that are different from security issues that 
widely exist in other computing platforms, since there are certain risks and vulnerabilities only presenting them-
selves on the cloud environment; second, our intention is to provide an overview of cloud security from the 
practitioners’ point of view. Therefore, we start from Amazon’s cloud service [12], and then proceed to discuss 
the security concerns and the applicable criteria that follow (Figure 1). 

The rest of this paper is organized as follows: Section 2 presents the background knowledge of Amazon’s 
cloud storage; Section 3 discusses the aspect of data security in cloud; Section 4 investigates other cloud risks 
and API concerns; Section 5 reviews cloud services and the risk of account hijacking; Section 6 sheds some light 
on the future of cloud security; Section 7 concludes the paper.  

2. Amazon’s Cloud Storage 
In this section, we will discuss basic technical terms and concepts associated with Amazon’s cloud platform. 
There are different types of storage on Amazon’s cloud: AMI (Amazon Machine Image) [15], EBS (Elastic 
Block Store) [16], snapshots [17], and volumes [16]-[19]. 
• A volume consists of stored data and possibly empty space. Also, a volume can exist virtually or can con-

sume a full physical hard drive [18]. 
 

 
Figure 1. Three main challenges in cloud secruity [1].                     
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• A snapshot is simply a backup or copy of an instance’s volume data. A snapshot can be used to restore the 
data on an instance, similar to restoring from a backup. A snapshot is typically not a bootable form of storage 
[17]. 

• EBS is a new form of data storage. An EBS is virtual data storage that acts identically to a volume, but the 
data can be spread across many physical hard drives and can be moved quickly and easily [16]. The motiva-
tion behind EBS is to increase storage efficiency in the cloud. Cloud providers can then sell leftover storage to 
more customers. Additionally, an EBS can consist of multiple volumes, similar to partitions on a drive [16]. 

• An AMI is an advanced image of a virtual machine that can be used to create one or more instances of that 
AMI [15]. These images are similar to bootable snapshots that carry additional information about the virtual 
machine. An AMI is loaded onto an EBS when an instance is created [15]. For example, when a user obtains 
an instance and sets it up to host his or her website, all he or she needs to do is save the instance as an AMI, 
copy it to clouds across the world, and then produce duplicate instances of that AMI. All of his or her in-
stances are live, working clones of the original image that are spread throughout regions. 

3. Data Security 
Cloud customers may store sensitive information in cloud instances. From a security perspective, cloud compa-
nies need to ensure the confidentiality of the service [2]. For example, this data could be the backend database 
for a financial service. A client of any cloud service is supposed to know the risks associated with data security, 
e.g., data loss and data theft [8]. When storing sensitive information, encryption is always a powerful scheme. 
Naturally, it would make sense to encrypt sensitive information such as credit card numbers that are stored in the 
cloud. A potential weakness to encryption in the cloud is the security of the keys. In the hacker world, it is 
commonly known that physical access to a machine always results in game over. This is because an attacker has 
control over the machine [2] [5]. Simple passwords on the operating system will not prevent an attacker from 
stealing data. A break-in is unavoidable unless the full disk is encrypted [8]. Full disk encryption means that the 
entire volume is encrypted, including the operating system [20]. While full disk encryption is possible in the 
cloud-computing world, many clients do not encrypt their data for performance and financial reasons. Disk en-
cryption adds additional overhead to the total data stored. Even though data rates vary from region to region, 
when clients pay by the terabyte, less data is best (see Table 1) [3]. Additionally, many large data stores require 
quick access. For example, a video streaming service needs to read data quickly [3]. Disk encryption will slow 
this process down significantly and increase business costs. To this end, many cloud customers do not encrypt 
their volumes. 

When cloud customers do not encrypt their volumes, a security risk is presented. A rogue employee of the 
provider has the power to snoop around without the customer’s knowledge. Since the employee has physical 
access to the costumer’s cloud instance, there is nothing to stop the employee from grabbing vital information 
and any other private keys [2] [8]. This employee can do this simply by cloning the victim’s virtual machine, 
and then running the clone on a second offline hypervisor [5]. The employee can monitor the behavior of the 
virtual machine and take their time looking for valuable data. The rogue employee can then proceed to steal the 
data or use the keys to break into more cloud instances. When storing data in the cloud, trust is a very important 
part of data privacy. “The threat of a malicious insider is well-known to most organizations. This threat is ampli-
fied for consumers of cloud services by the convergence of IT services and customers under a single manage-
ment domain, combined with a general lack of transparency into provider process and procedure” [2]. Therefore, 
a trustworthy cloud is an essential step toward the success of cloud computing. 

A key concern when encrypting data is determining whether or not the encryption software is open source. 
 

Table 1. Amazon storage pricing [3].                                                            

 Standard storage Glacier storage 
First 1 TB/month $0.105 per GB $0.011 per GB 

Next 49 TB/month $0.090 per GB $0.011 per GB 
Next 450 TB/month $0.075 per GB $0.011 per GB 
Next 500 TB/month $0.070 per GB $0.011 per GB 
Next 4000 TB/month $0.065 per GB $0.011 per GB 
Next 5000 TB/month $0.060 per GB $0.011 per GB 
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Opening encryption software is key to ensuring that no back doors or additional keys are created [1]. This has 
become a major problem for many services such as text messaging, videoconferencing, and email. For example, 
Apple has a service called, “iMessage” that handles text messages in the cloud. All messages are encrypted 
end-to-end, ensuring that no middleman can read your conversations [4]. What Apple does not tell you is that 
they are legally required to keep a copy of the key. Again customers are putting trust in the provider, Apple. 

4. Cloud Risks and API Concerns 
4.1. General Server Risks 
Of all the risks being reported by the news and blogs on the Internet, many of them are not risks inherent to 
cloud services, meaning they would apply to all servers. Although, the cloud does increase the risk of some of 
them (Figure 2): 
• Denial of Service (DoS) [5] being of the latter is obviously always an issue for servers. The added risk to us-

ing the cloud is that attacks on other users of the cloud would affect your portion. If an attack on the cloud 
unrelated to you brought it down it would also bring your server down or at least slow it down [5]. So while 
your server may not be the target of attacks, consideration needs to be added which include the notion that 
you may be working on the same hardware with anyone. 

• Data breaches have greater potential of disaster on the cloud. A single flaw in a cloud service could cause one 
data breach to extend to a breach of the entire system [2]. Methods more simple than side channeling could 
extract keys or gather unencrypted data. While some individuals think that it is a considerable risk of cloud 
computing, it is in fact more realistically less of a risk than it would be to create one’s own server and service 
it [8]. In the latter case there are many precautions to be taken, which have already been implemented by 
cloud services. 

• Data loss is an issue not unique to the cloud. Power loss is a potential scenario everywhere on Earth and 
sometimes unavoidable [8]. Articles have defamed cloud services for losing data when in reality those serv-
ers probably have better surge and outage protection than you could afford [14]. 

• The risk of giving other access to your server’s internals and secrets is once again almost unavoidable [2] [5]. 
Unless you were to buy, setup, and implement your own server in your home you will probably have to trust 
someone else to help you, thereby risking the data’s integrity. It would be unwise to attempt to secure grand 
amounts of money on the cloud for this reason; even on your own server the temptation would exist for the 
valuables to be stolen [2]. Perhaps an employee would risk their job and reputation for a chance at this mon-
ey or perhaps the cloud service has taken precautions against employees gaining too much valuable informa-
tion. This much is unclear and unreported by cloud service businesses. Nonetheless if looking toward using a 
cloud one should remember that risks surround every server and the most important question is: would you 
do the extra work for the extra security? 

 

 
Figure 2. Four general server risks in the cloud [5] [8].                  
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4.2. API Keys 
Application Programming Interface (API) Keys [19] on the cloud were first used solely as the identifier for 
client programs running on a cloud. This allowed for the management of client programs and users to be moni-
tored so as to backtrack events and log usage. While initially this had no security issues involved, later progress 
on cloud infrastructure has expanded the use of these keys [2]. In some cases it has been reported that these keys 
are used for authorization. Thus having this key gives one the power to alter delete or transfer an account’s data 
or to use the servers for any other purpose, which would then be traced back and billed to the account holder [2]. 
After these keys became security risks the major problem was that they were not treated like them. Developers 
would email them around and store them in their hard drives, where snooping and sniffing could find them. 

Years ago Google and Yahoo were making this mistake, but it was not long until the risks were found. They 
have since bulked their authorization security using Security Assertion Markup Language [21], and hashed- 
based authentication codes [22]. Yet the issue remains a threat as developers fail to follow best practices and 
continue to use API Keys for security purposes [2]. The older, more experienced businesses like Yahoo, Google, 
and Amazon have all either fallen into this trap before or are aware of the faults present. These companies can be 
trusted to build better software and control data flow than startups. If API Keys are going to secure information, 
they need to be handled with greater care. 

4.3. APIs 
Application Programming Interfaces or APIs, give what is almost a roadmap into how an application works [9] 
[10]. They are usually treated securely but not often enough. The University of Texas at Austin and Stanford 
University examined several commonly used web services [10]. Payment services at several of them were found 
to have vulnerabilities in the Secure Sockets Layer (SSL) protocol when accessed through APIs not meant for a 
browser [3]. Taking advantage of this flaw led to getting access to a user’s files. Applications like Chase Mobile 
Banking and Instagram failed to implement SSL with complete security [10]. 

5. Service and Account Hijacking 
At this point in its development, the cloud is seriously at risk for service and account hijacking [2]. This entails 
the unauthorized access to and use of the accounts and services of clients who utilize the cloud. This hijacking 
can happen any number of ways—since the cloud is simply a network run on many different servers, it is vul-
nerable to all the same attacks as both networks and servers [2]. 

Once an attacker has hijacked a service or account, he or she may be able to eavesdrop on the activities of the 
authorized users, impersonate authorized users, tamper with the network data, or utilize the service or account to 
propagate malware, e.g. by redirecting clients to malicious websites—all the threats typical for non-cloud net-
works and servers [2]. Unique to the cloud, however, the attacker may use the hijacked service or account as a 
base of operations to perform further attacks on other machines in the cloud [2] [5]. 

5.1. Recent Examples 
In recent years, one of the companies on the vanguard of cloud technology—Amazon.com, Inc.—fell prey to 
such an attack. In 2010 hijackers performed a cross-site scripting (XSS) attack on some site to gain its creden-
tials, and were successful [23]. The attackers then infiltrated the Amazon Relational Database Service (RDS) [7] 
such that, even if they lost their original access, they would still have a backend into the Amazon system. From 
that point on, they could capture the login information of anyone who clicked the login button on the Amazon 
homepage. 

The attackers used their servers to infect new machines with the Zeus Trojan horse [23] and control machines 
already infected with it (Zeus is a piece of malware designed for Windows most often used for stealing bank in-
formation through form-grabbing and password-logging via a man-in-the-browser attack [24] [25]). Computers 
infected with the malware began to report to Amazon’s EC2 for updates and instructions [23]. 

One of the most interesting facts about this case was that it was not, strictly speaking, Amazon’s fault. The at-
tackers gained access through some other, more vulnerable domain [23]. This reveals one truth about the cloud: 
on it, even one vulnerable system may lead to the compromising of the whole network. Furthermore, Amazon 
was only one of several sites to suffer this type of attack in the period of just a few months, and it was not in bad 
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company: Twitter, Google’s app engine, and Facebook all experienced similar threats [23]. 

5.2. Possible Defenses 
To prevent this type of breach, the Cloud Security Alliance (CSA) admonishes organizations to disallow users 
and services from sharing account credentials between themselves, and in addition to employ multi-factor au-
thentication requirements when feasible [2]. However, both these changes may make systems more difficult to 
use, more expensive, and slower. Multi-factor authentication [26] is authentication demanding at least two of the 
following: knowledge, or something one knows; possession, or something one has; and inference, or something 
one is. Thus, multi-factor authentication places much more of a burden on users and services than single-factor 
authentication. And if users and services are disallowed from directly sharing credentials, cloud service provid-
ers may have to construct secure channels (an expensive undertaking) or hire a third party for communication 
between users and services (likewise expensive) [26]. 

6. The Future of Cloud Security 
6.1. PRISM Scandal 
In June 2013 Edward Snowden revealed that the National Security Agency (NSA) has been collecting enormous 
amounts of communication and search data from internet companies such as Microsoft, Yahoo, Google, and 
many more, including data about the activities of American citizens [27]. Snowden also explained that even 
low-level NSA employees have the ability to access this data without warrants. Such surveillance has taken 
place since January 2007. It may not be immediately clear why this information is particularly relevant to the 
cloud. The government can force cloud service providers to install backdoors in their hypervisors, but it can do 
the same for operating systems and even individual machines [11]. However, targeting the machine of one indi-
vidual is much less likely, since at that point the government has singled out that user specifically. Instead, the 
cloud provides the NSA with a brimming ocean of network activity, in which it can cast its net and hope to catch 
something of use—much more efficient than targeting individual machines. As one writer for Porticor said: 
“Scanning all the data from a cloud provider is relatively easy, because massive amounts of data from multiple 
owners is all available” [11]. Porticor recommends that users encrypt their own data to combat such invasions of 
privacy, but it is doubtful that such a solution will ever prove widely acceptable, seeing as it places undue re-
sponsibility on users and requires a degree of expertise. The example of PRISM [27] touches on many issues 
within the future of cloud security: maintenance of privacy, government policy, and data theft (since attackers 
may capture user data using NSA techniques, or even the NSA channels themselves). These issues are not often 
considered by users of cloud services, and are not being discussed on a large scale. 

6.2. A Better Cloud 
There are organizations working towards a more secure cloud, such as the CSA [2]. Another is Silver Sky, an 
expert provider of cloud security and provider of “the industry’s only advanced Security-as-a-Service platform 
from the cloud” [13] [28]. The CTO of Silver Sky, Andrew Jaquith, explains that many CIOs are moving their 
services to the cloud in order to save money, but that security remains a key concern and these moves may be 
insecure or at least hasty. But on the other hand, he also explains that many cloud service providers are becom-
ing clearer, more transparent, and more assured than ever before that they could protect customer data [13]. 

Thus, the move to the cloud, while it may in some ways be insecure, does not herald anyone’s doom. And, 
with its ever-increasing popularity, even hesitant companies may not soon have a choice. 

7. Conclusion 
In this paper, we provide an overview of cloud security in various aspects. We first review the data storage 
scheme for Amazon’s cloud. The unique forms of products and services offered through cloud services show the 
incentive for modern business use. Using Amazon Web Services [12] as a case study, we are able to implore 
some of the basic terms and concepts of cloud computing. We then proceed to discuss data security, API con-
cerns, account hijacking, and other security concerns. These general concerns are shown to be of particular in-
terest to cloud security. The main differences between traditional services and cloud services are compared from 
a security perspective. Service and account hijacking is covered, as well as possible defenses. We investigate 
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differences between security issues in cloud services and in traditional services. From the practitioners’ view, we 
briefly overview the security in cloud. The study in this paper provides a guideline of research on cloud services 
and security issues. Finally, we give some ideas on how to build a more secure cloud. Our future work will focus 
on the security concerns in cloud services. It will include the privacy protection of data information stored in 
cloud, data integrity with multiple backups for services purpose, etc. 
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