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Abstract

Recently, there has been a rapid growing interesiew applications requiring quality of service E)o
guarantees through wireless local area networksAMJL These demands have led to the introduction of
new 802.11 standard series to enhance access msdppuarting QoS for multimedia applications. Howeve
some applications such as variable bit rate (VB&fit address some challenges in the hybrid coatéin
function (HCF) nominated to provide QoS. This pampexrsents a novel priority queuing model to analyze
medium access in the HCF controlled channel acl¢€A) mode. This model makes use of a MAP
(Markovian Arrival Process)/PH (Phase Type)/1 quetil two types of jobs which are suitable to suppo
VBR traffic. Using a MAP for traffic arrival procesand PH distribution for service process, theuision of
vacation period makes our analysis very generalcamdprehensive to support various types of prdctica
traffic streams. The proposed priority queuing niagl@ery useful to evaluate and enhance the pmadoce

of the scheduler and the admission controller @mHICCA mechanism.

Keywords: QoS, HCCA, Priority Queues, Matrix-Geometric MethbtAP/PH/1

1. Introduction as enhanced distributed channel access (EDCA) and
controlled channel access referred taH&F controlled
annel access (HCCA) [1].

. . h
Increasing demands to access to network in hotspot§ . :
9 P Although contention-based channel access is very

areas at airports, hotels, coffee shops have leeless ol d robust for best effort traffic. it ;
local area network (WLAN) to be a key technology fo 5|mp_§ an Sro ust for bes 'Ie orh rafic, 'bca“"mf?
high-speed local access in public and private areasPfOVide QoS guarantees easily. These can be achieve

Furthermore, in the near future, WLAN will play ayk  With the polling-based medium access through the
role within the hybrid wireless systems and alsis the ~ HCCA. The HCCA provides &ybrid coordinator (HC)
best candidate to connect home devices to wireles$ith ability to assign a contention free time inf@r
networks. Therefore, it should be able to allowrsige ~ during contention period and contention free period
ubiquitously access a large variety of services.t@m  Packet transmission. Therefoteansmission opportunity
other hand, demands for new applications such ais re (TXOP) and service interval (SI) are very important
time traffic, multimedia video and voice over IPear Parameters to provide QoS guarantees. A reference
increasing rapidly. These applications have creatssti ~ scheduler —calculates these parameters with the
for QoS support. reservation information achieved through the nedjotn
However, IEEE802.11 is unsuitable for multimedia With the end users. Using average values, such as
applications to support QoS in the MAC layer. Theies ~ average packet length and average data rate, tputem
IEEE802.11 working group has been developing a newtransmission parameters cause some challenges $o Qo
protocol, IEEE802.11e, which will be able to prawid support in VBR traffic. Therefore, modification dffie
QoS features. IEEE802.11e introduces the hybrid co-scheduler to provide such traffic is very crucial.this
ordination function comprised of two medium accessway, analytical system analysis is very usefulnprove
mechanisms: contention-based channel access terre and develop the system.
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This paper presents a priority queuing model to to the stations during each Sl. Consequently, statfon
analyze a medium access in the HCCA. Accordindi¢o t is polled once per Sl and allowed to transmit #@skets
HCCA characteristics, the model is based on a MAP/until its TXOP duration elapses. Uplink and dowhlin
PH/1 queue with vacation and time-limited servitehe = TXOPs are initiated by the scheduler in the HC and
presence of two priority levels. Some important-per when there is no packet in the queues for transoniss
formance measures are presented after solving tha@XOP duration expires. To provide QoS, each station
queuing model through the matrix-analytic metho@]2  manages QoS control field added to the legacy fsame
To our best knowledge, although there are somerpape Consequently, the scheduler receives separated
which have investigated the HCCA and the EDCA reservation information of different traffic streanto
through simulation [49], and the EDCA analytically calculate an aggregated service schedule. Sombisof t
[10-12], there is only one published analytical work fo jnformation is the mean data rate, delay bound,
the HCCA [13], where a queuing model without pt@ri - mayximum burst size, minimum physical rate, user
levels has been developed. However, priority iseg k priority and peak data rate. The scheduler, fifsalb

point to separate various t”rafffic stre;a_ms Witgdéht calculates the maximum service interval accordinthe
QoS requirements, especially for real-time and r@- 0|5y hound for each traffic stream. Then, it Ssldhe

Eme 4 t_rg{ft:c. ﬁ.m at?d't'oc;" to dmanagef resoprg:;, US€smallest service interval among all the maximunviser
andwidth efficiently and provide QoS for variousflic intervals corresponding with the traffic streams as

streams, 1t Is necessary .th.at d|ﬁerentl traffmgmhs service interval for all stations. The schedulgerathat
appear in the different statistic or dynamlc_: ptiotevels determines TXOP for each traffic stream according t
in the system. Therefore, IEEE802.11e introduces fo . S ;

the negotiated reservation information. AllocatedOP

priority levels for eight groups of traffic streams f o ;
; ; : or each station is sum of all TXOPs of stationaffic
Consequently, to modify and investigate the peréoroe streams. TXOP of jth station that has mauédraffic

of the scheduler and the admission controller, rjyio ; . ted as foll
analytical model in the presence of prioritizedficais streams IS computed as Toflows.

very helpful. In [14], a priority model in a medium 0 ‘Sxp. ‘x L M
without a vacation period and time-limited servisas TXOP, = Z max(—-——— + 0,—- +0) (1)
introduced. That model can not be applied to theCHC i=1 i R

medium access which is based on a vacation peridd a
time-limited service. This paper will present aopty
gueuing model to analyze medium access in the HGCA
making use of an MAP/PH/1 queue with two typesobfj
which are suitable to support vast practical tradfreams.
The rest of the paper is organized as follows: in
Section 2, we briefly describe the HCCA mechanism,
phase type (PH) distribution and discrete Markovian
arrival process (DMAP); our proposed model is
presented in Section 3; the related performancesunea
are analyzed in Section 4; numerical and simulation . . .
results are given in Section 5; and finally conidas are 2.2. Discrete Markovian Arrival Process (DMAP)

drawn in Section 6.

where R denotes the minimum physical data ratend. a
M represents the nominal and the maximum size of
packet respectively,0 denotes the mean data rate and
O represents the overhead due to the physical ah@ M
headers, acknowledgment and polling frames. Acogrdi
to the service interval duration, the number ofivact
stations and the TXOP duration in each station, an
admission controller manages the number of active
stations to provide QoS.

Consider a discrete time Markov chain with a trimsi
matrix D and two sub-stochastic matr®,, D,, where

D =D, +D,. Suppose at the time t, the Markov chain is
in the statei, 1<i<n. Then, at the time epoch t+1 with
probability (D,);;, k=01 arrival process enters state

IEEE802.11e/HCCA is a polling-based medium and j» 1< j<n and starts a batch of k arrivals. Therefore,
centralized scheduling which is controlled by th€.H D, corresponds to a transition matrix with no arriaatl
Each station that requires a strict QoS suppatigsved D, corresponds to a transition matrix with only one
to send QoS requirement packets to the HC and @e H arrival per time slot.

assign a corresponding transmission opportunitgho
station. The HC can start a polling period at amet
during a contention period after the medium remaltes

for at leastpoint coordination function (PCF) inter-frame
space interval. Each station can transmit a segseot
data packets separated by a short inter-frame space
during own TXOP allocated by the HC in a contention
free period. Therefore, as it has shown in Figurea 1
sequence of transmission opportunities will be gaesi Figure 1. TXOP allocation in contention free period.

2. HCCA and System Parameters

2.1. HCCA

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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2.3. Phase Type (PH) Distribution
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hand, it is obvious that the packet transmissiaretis
corresponding to the service time which dependshen

Phase type distributions can approximate many ofpaCket Iength while the channel data rate is fixed.

general distributions encountered in queuing system
Therefore, it is appropriate in service time mauglj2].
Consider an

absorbing state, and initial probability vecti8, S,...]

with m+1 elements where3 is a row vector with m
element while fe+ S, =1 (€ is column vector of
one). Let the transition probability matrix of tMarkov

0
chain be P:P = S S .
0 1

where S is a sub-stochastic transition matrix, isS
nonsingular (I is identity matrix) an®’ =e—Se. The

absorbing Markov chain can initialize from any sgat
according to the initial vector and gets absorkedht
absorbing state. Therefore, the time to absorptiguch
a Markov chain is said to have phase type distobut
which is represented with the paf3,S) .

3. Proposed Priority Queuing Model

To clarify the model, suppose that there is onéosta

communicating with the HC in the system. The HC can

m+1 states Markov chain with one comprehensive,

Therefore, to support various packet length distidns
and make the model of service process more gearcal
a phase type (PH) distribution
proposed for a service process model. Consequéhdy,
introduced priority queuing model is based on a MAP
PH/1 queue with vacation and time-limited servi€he
proposed model is based on the work of [14] whiclkes
use of matrix-geometric solution for analysis ptjor
queues without vacation and time limitation in s&v

Some of the notations and symbols which will beduse
throughout the paper are introduced as followsis a
column vector of one (with appropriate order equals
the number of columns of the matrix or to the vecto
length that it is multiplied with),e;(v) represents a

column vector of zeroes with T length except at\tie
position that is one¢' is the transpose o vector, |,

denotes an identity matrix of dimensidexk and H,

is

representsH {O I"'l}
k - .
0O O

3.1. Arrival Process

be considered as a single server which serves gueuelhe arrival process is modeled by a discrete Maekov

(high and low priority) of the station no more th@n
slots (maximum TXOP duration is divided to T slots)
during each Sl. In the view of the station, as saernl
time slots is used up or queues become empty eitvers
goes on a vacation (i.e. the server serves othgoss or

arrival process (DMAP). The DMAP, an extensiontad t
Markov modulated Bernoulli process, can supportynan
types of traffic flows such as VBR traffic genengfi
variable packets length in variable inter-arrivaripds.
Suppose there are two independent types of traffic

becomes idle until the next visit). Hence, as it is corresponding to two priorities where each trasomirce

illustrated in Figure 2, the minimum vacation digatis

is able to generate only one packet per time Elehce,

subtraction of the SI and the maximum TXOP duration each traffic flow will have two sub-stochastic niees
It is assumed that the HC is a server which servegSection 2.2) and consequently there are four sub-

priority queues in non-preemptive priority caseingra

stochastic matrixesy,,, D,;, D;,, D,) corresponding to

TXOP period. In a non-preemptive case, no servicejoin packet arrival (high priority and low priorigyacket

interruption is applied upon arrival of a high piip
packet when a low priority packet is being servéd.
analyze the discrete time Markov chain (DTMC)
describing the queuing model, arrival process, iserv

process and vacation model are defined. The arriva
process is modeled by a discrete Markovian arriva

process (DMAP) to allow correlation among the
inter-arrival times within packets (within each quity
and between two priorities packets) and suppotiouar
types of traffic streams, especially VBR traffic iain
generate packets in random arrival intervals. @motiher

Service Vacation Sl
Period Period

Figure 2. Service and vacation periods for one siah in HCCA.

Copyright © 2009 SciRes.

arrival) where Dy, denotes a transition matrix with no
packet arrival, D;; is a transition matrix when one high
priority packet arrives, D, represents a transition
Imatrix when one low priority packet arrivef, is a

|transition matrix when two high and low priority gkt

arrive(one of each priority packet) and also
D =Dy, + D,;; + D,, + D, whereD represents stochastic

matrix. The arrival rate isA;=¢/(D; +D,) =12
wherey =g e andyge=1 (eis a column vector of one).

As mentioned above, four sub-stochastic matrices ca
be expressed by the sub-stochastic matrices of both
traffic streams. SupposeD,(l) and D;(1) are the
transition matrices in the high priority traffic wh no
packet and one packet arrives at a time slot, otispéy.
Furthermore assume,D,(2) and D;(2) are the
transition matrices in the low priority traffic wheno
packet and one packet arrives at the time sloectisply.

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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In this case,D,,=D,() 0D,(2), D,,=D,1)0D,(2), 3.4. State Space and Transition Matrix of the DTMC
D,=D,(1)0D,(2) and D, =D, 0D, (2), where O _ _ _
is the Kronecker product. In th_|§ subsec-tlon, we mtroduce ;tate space awd .th
transition matrix of the discrete time Markov chain
(DTMC). The state space can be divided into twonmai
groups that are vacation and service state spBeeb. of
these states are described by the number of thetzao

the high priority and low priority queueg,{,), the phase

3.2. Service Process

The service process is corresponding to the traazsom

time. The total transmission time of a frame is sofm of the arrival process (j), the phase of the higrity or

transmission time of data packet, its necessargdisa o briori ;

) priority service processe;k,), the phase of the
added by the MAC and physical layer, ACK, and short vacation (I) and the phase of tﬁeZTXO@). Therefore
inter-frame space (SIFS). We assume that the channethe states can be expressed as follows '

data rate, ACK, SIFS durations and header sizéae.

Hence, the service time of a packet can be coresidas d’ ={(i,,i, j.1), 0<i;<Q;0<i,<Q j
a random variable which varies only with the length =12,...m1=1...1}

the packet. Consequently, to generalize the moddl a

support different packet length distributions, vemsider do ={(0iz, j. ko 1), 1<, <Q j=12... t
phase type distribution for both high priority ahav =1..T; k, =12,...m}

priority service processes. Lefs,S) and (5,,S)

denote PH distribution for high priority and lowiqgmity a7 ={(ivl J.koD), 151, <Q [ 1<i, <Q; =12,

services, respectively whei®,S, are transition matrices =1,...T; k, =12,...,m,} (2)
of dimensionsm xm, m,xm,, respectively andg,, 5, ds ={(ip.i,, j.kp,t),1<i;<Q; 0<i, <Q; j=12,...n; t
represent initial vectorss’ =e-Se, S, =e-S,e are =1..T; k=12...m}

transition to absorption vectors for the high gtioend  whereQ is the buffer size in the number of packets (high

low priority services, respectively. priority and low priority),d" denotes the vacation states
) while the number of high priority and low priority
3.3. Vacation Model packets in the queues areandi, respectively and the

] ] ] ] packet arrival is i th phase as well as vacation islin
In the service period, whenever there is no packée th phase,d; represents service state space when there
qgueues or the TXOP duration expires, the servargrt P 0o T€P P

vacation period. Therefore, the vacation durationaré only low priority packets in the system. Theref a
depends on the service duration. A vacation with th 10W priority packet is being served while the seevis in
maximum duration begins whenever the server vibis the phas&; at t th time slot and the packet arrival igin
station at the first slot of TXOP and the statimsmo  th phase as well. In the same wa)f, is service state

packet to transmit. Consequently, a vgca.tion' mndql space when there is at least one high priority eaik
be represented by @; V) phase type distribution while  the system and a low priority packet is being sgremd

the Markov chain can initialize from any states (s represents service state space when there isstt le

D e e e one o proy packet i the sysem and by
’ packet is being served.

absorption vector will be g =e; (i) 1<i<T+1, The transition matrix of the discrete time Markov
V=Hg andV’= e-Ve, respectively. chain can be expressed as follows.

[ probability of remainingin  probability of switching  probabilityof switching |
vacation fromvacation to fromvacation to
lowpriorityservice high priority service

probability of switching probabilityof remaining  probabilityof switching
fromlowpriority service inlowpriorityservice fromlowpriority service
to vacation to high priority service

probabilityof switching probabilityof switching . .

) . - ) o ) probability of remaining
from highpriorityservice ~ fromhighpriorityservice = . T .

) o ] in highpriority service
tovacation tolowpriorityservice

Figure 3. General form of the transition probability sub matrix.
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By Bn ] ng =Dgo O (V +V051) (5)
Bo A A % matrix denotes transitions in which the number of
p= A, A A 3) packets in the low priority queue increases by while

the both queues are empty. Transitions occur wlegnev
only a low priority packet arrive®{,) and the server stays

Ar A A

on vacation ) or completes vacation/) and starts the
L Ar A+A low priority service (5,) at the first slot of the TXOP.
where the rows of P matrix correspond to the nunaber .
P ng = [Dlz ov e(mob, DVOﬁz] (6)

packets in the high priority queue. Therefore, matiill
have Q+1 rows. As it is assumed that each type of It is assumed that whenever the both queues become
traffic can generate only one packet and only caeket empty the server goes on vacation. The vacation can

can be served per time slot (less than or equatés), the begin from different states of its Markov chain @fhiis
structure of P matrix is quasi-birth-death. Consetjy, dependent on the instant that the queues becomty emp

the elements of matrix P represent block transitionin the service periodBjy supports state transitions that
m{;\trices in Which the number of packets in the highpg packet arrives @,,), the process of the last low
priority queue increasesi(,, A) or decreases By, Ay)  priority packet is completed. Consequently, queue
by one, or remains invarianB{,, A)) after transition at become empty and the vacation period begins
the current time slot. On the other hand, eache¢rof  (transitions can happen at any time slots in theDPX

P matrix also represents one matrix describing lowperiod) (S36, i =1,..,T).
priority queue size. Therefore, each rowRf, B,,, B,

0
A, A,A Dblock matrices, described as follows, 0
10ri H 0 DOODSZJl
represents the number of low priority packets ie th By = : (7
queue. :
To describe each sub matrix (with general foBf Do 0 S35,

or A’), a general sub matrix form is defined in Figure B, B, B2 block matrices represent transitions in

3. The general sub matrix can be understood as thevhich the number of packets in the low priority gee
transitions probability matrix governing switch amgoa  remains invariant, increases, decreases by oneaesp
vacation, a high priority and a low priority semidNote that  tively while the high priority queue remains emgtyer
the maximum service duration is T slots and trmmsitan  transition, and there is at least one packet in e
happen at any time slots. Therefore, service pdricithe ~ Priority queue before transition. These conditiara
general matrix is divided to T slot (in high prigrand low ~ happen on the vacation, or in the service (low rfiyio
priority). It is obvious that some of the statensiions in ~ duéue is served). _ o

the general matrix may not happen. Therefore, thtates Now, we explain possible state transitions in tleek
will be zero. To reduction of the matrix dimensioti®se  matrix Bgo. We divide transitions into two cases. 1) no

rows and columns of the general matrix which an® ze packet arrives DOO)! and a) the server remains on

will be removed if the general matrix can matchhvitie : :
. . . . . vacation b) the server ends vacation and goes on
other matrices in the P matrix. Now, in the resttto$ V). b) 9

sub section, we express the sub matrices by caimmide the low priority service Y°43,) at the first slot of TXOP

the possible state transitions in the general médrim. (i.e. €(T)OD,,OV°B,). c) the server remains on the
[ % BY i processing of low priority packetS; ), d) the server
BY B B leaves the service processing due to the TXOP abiquir
B B B (e (T)) and enters vacatior(,d). 2) a low priority
B. = 00 0 0 (4) i .
00 : . packet arrives D,,), and a) the processing of a low
B BY B, priority packet is completed and a new low priority
B! B%+B. processing begins3,), b) the processing of a low
00 00 00 |

priority packet is completed while the TXOP duvati

Block matrix By represents state transitions when .
expires as well and the server goes on vacaBpdj

high priority and low priority queues are empty and

remain empty after transition. Transitions occur o _|De OV e(T)0 Dy OV°A3,

whenever no packet arrive®g) and the server is on ©71 BV H._[O[Dy S, +D,, 0 SB,]
vacation {/), or completes vacatiorV(°) and starts it (8)
again. As there is no packet to be served, the manri

vacation duration will be initializedd,). Boo" =€ (T) U[Dgo U €, + Dy, U S;9]

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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By, contains the state transitions increasing the

number of packets in the low priority queue by amel
remaining the high priority queue empty while therat
least one packet in the low priority queue befoaadition.
One can easily compute the possible transitions above
discussions

D, 0V

_ (M) 0D, 0V,
|&M0OD, 08,5

Boo H,OD,OS, ©

By represents state transitions in which the number

of packets in the low priority queue decreasesri®y and
at least one packet is in the low priority queuéotme
transition as well as high priority queue remainggy.
These transitions happen when no packet arrivedtend
processing of a low priority packet is completedd a)

35
Q Q Q
Xoo"'zxc\)lj +zxoj (2)+lej @ 1=0
fL=l=4, 17, 1= I (11)
DX %@ %@ 1s1<Q
j=0 j=0 j=0
Q
Xo0 + D X0 * %61 (2) =0
fill=)=yo (12)

DX Xy X (@ 1<1<Q
j=1

Probability of the queue length at the end of the
TXOP duration can be calculated in the similar neann

4.2. Packet Loss Rate

the processing of another one begins, b) the TXOPpacket loss occurs whenever a new packet arrivés an

duration expires and a vacation period begins.

Bl 0 0

e 10
eF(T)D[Dﬂoljgé] HT D DOOD$ﬂ2:| ( )

By1, Bior Ay, A, A and their elements can be computed

in the same manner. The block matrices are given i
Appendix A.

4. Performance Measures

According to the structure of P matrix, its steadgte

distribution vector can be obtained by applying the

matrix-geometric method. Let probability steadytesta
distribution vector be

X=[Xo X4 Xz ... Xg] Wherex =[Xio Xi1 Xiz ... Xial,
=0 % (1) %;(2)] and x;(K)=[x; (k) %7 (k) ... ] (K) ]
0<i<Q, 0<j<Q, k=1,2 where x{f(k) is the probability

that the number of packets in the high priority amthe
low priority queues ard and | respectively while type
k packet k=1: high priority, k=2: low priority) is
being served at then th time slot of the TXOP period.
Using balanced equationsX(= xP, xe =1) and
the matrix-geometric method, the steady state vecto

can be calculated. For more details of how to find
steady state vector, readers can refer to [2].

4.1. Queue Length Distribution

Let f,(I) (f, (1)) be the probability that there atehigh
priority packets (low priority packets) in the geed’he
length of the high priority queue will bk if there arel
high priority packets in the system and the seisearot

on the processing of the high priority packet (iseon
vacation or in the processing of the low prioriggcket)
or, | +1 high priority packet are in the system while one
high priority packet is being served.

Copyright © 2009 SciRes.

n

the target buffer is full. These conditions can gep
during service processing (at any time slots of itk©P
duration) or vacation.

The high priority packet will be lost when the nuenb
of packets in the high priority queue @ (regardless of
the number of packets in the low priority queuell @n
new high priority packet arrives (by itself or tdiger
with a low priority packet) D,,+D,). Therefore, the

packet loss probability will be sum of all possible
probabilities among vacation and service period

satisfying above conditions. As an example,
Q 711

AT xS, OI(D,+D,)0(S)] shows sum of the
j=0 k=1

probabilities in which the server stays on the high
priority processing while a new high priority patke
arrives and the other mentioned conditions has been
satisfied. Consequently the high priority Packesloate
which is normalized with the high priority arrivaate
(A,) is expressed as follow.

~ Q2
P =M 12 X(‘Slj[( Dy, +D,) OV +V0131)]
=0

Q T-1
+AZZ x$,; WI(Dy, +Dy) 0 (Sy)]

Q2o
+ 2, x4, WDy, + D,) Oe,, 4]
j=0

Qo T-1
A S X @D, +D,)0(s,) (13)

i=0 k=1

Qo
+2,Y x4, (QI(Dy, +D,) O, J]
j=0

Qo T-1
+ 7YY x5 (QU(Dy, +D,) O (SYB)]

j=0 k=1

Qo
+ A7y X5, ([(Dy; +D,) 0 S)4]
j=0

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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At the same way, Packet loss in the low prioritgg@  scenarios are a) there is no packet in the higbripyri
occurs when the Ipw priority queue is full and avneyv queue and the server stays on vacatrM°3), b) the
priority packet arrives D,, + D, ). Therefore all possible server completes the processing of the last higgrityr
states satisfying those conditions could be exptess  packet in the Tth slot (the last slot of TXOP) ayues on
follows. vacation, c) the server leaves the low prioritygessing

P =A% [(D.+D.)O(V +V° due to the TXOP expiration and goes on vacatiorhel)

b = A2 Xoq,[(Dro + Do) DLV Fl server completes the low priority processing at Tile

Q
+A,7Y %6, [(Dy, +D,) O (V +V O3] slot and goes on vacation. Consequenty, which is
gl . normalized by, can be expressed as follows.
+A72, 2 Ko, (D + D) D (S)] 28 = A, %o (Dy, + D,) O (V +V°0)
Q 4 Q, v
+2,7Y x5, @Dy, + D,) O, 3] +47 2%, (Dyy + D,) OV
i=1 (14) i=0 (16)
Q T-1 &
*2,7) % Xio, (UDy, + D,) O (Sy)] +A7 2% (D, +D,) 0 83
i=0 k=1 j=0
! Q
+2;7") X, (QU(D,, + D,) O e, 4] + ™ X, (2)(Dy, +D,) 0 (S +e,, )
i=0 j=1
Q T-
+ /12‘12 Tzl xigz @D, + D,) 0 (S’B,)] ¥ represents the probability vector in which arriyin
Qi=1 k=1 high priority packet finding no high priority padkehead
+ 41 T D(D.. + D.) 0 S°5 of it while server is serving a low priority packat the
z ,Z; Xio, WI(Dz + D2) 1 S0 kth slot of the TXOP. It can occur when the seistays
on the processing of a low priority packet at thie &ot
4.3. Access Delay Distribution of the TXOP while high priority packet arrives.
Q
In this subsection, we introduce access delayibligton z =/11_lz X, (Q(D,,+D,)0S, 2<ksT  (17)
for the high priority and the low priority packetsccess = . . ) )
delay is the required time in which an arriving lpetcat The other elements which are given in Appendix B

the target queue reaches the head of queue. Adekgs  can be calculated using similar above discussioow,N
can be studied as an absorbing Markov chain. Thench to find the time till absorption in a Markov chaithe
initializes when the packet arrives the queue, gags  transition matrix for high priority packet accesslay
absorbed when the packet reaches the head of theequ (P,) is required. This matrix is defined as follows.
Therefore, the access delay is the required time to _ -
absorption in the Markov chain.

In the high priority queue, experienced delay is th
period of the time in which an arriving packet basvait ~
until all high priority packets ahead of it areast, and P, = Ab ) (18)
the process of a low priority packet, which is lgein ' '
processed at the arrival time, is completed Theeefie ,&1
access delay in the high priority queue dependshen A ;&3
number of the high priority packets ahead of aiviag L = 4
packet._ Suppose defines the initial probability vector It is obvious that the access delay for an arriviigh
in the high priority access delay. priority packet only depends on the number of Ipighrity

- VA ST T packets ahead of the arriving packet. The number of
2=[2020-29] 2 (7 &L 2L Zh 2] (19) packets which arrives after desired packet hadfaoten
where z',z¢ and Z¥, (1<k<T) denote the pro- the access delay. Therefore, the arrival transifrairix

bability of the arriving high priority packet finaty i high Wil b€ I. Now, each element off, matrix can be
priority packet ahead of it with the server: in ation, in ~ computed with the similar discussions in the Sec8a4.
the low priority processing at thk th slot of the TXOP ~ For example, B,, represent state transitions when the
and, in the high priority processing at tkeh slot of the ~ number of packets ahead of arriving packet chaimges1
TXOP, respectively. to 0 at the end of transition. It is obvious thainsitions
occur when the high priority processing is complete

0

0 0

0

Sl P

IJ>1

Probability vector z; represents the probability of
arriving high priority packet D,,+D,) (regardless of 0 0 0

low priority packet arrival), finding no high pridy BlO:|: 010S°%5 0 H-010S°
packet ahead of it with server: on vacation. Thesjize er(M 3 T .

(19)
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The other elements are given in Appendix B. Finally

the probability vector after elapsing n+1 time sidt be
zn+1 = ZnPh (20)

where z° =z. To reduction of computation, the set of

following equation can be used.

{zozoszi By
2 =7 A+ ZLA,
Finally, let W,,; be the probability that the waiting

time of high priority packet is less than or eceall, then
Wi = 7R, (22)

(21)

where z; is the probability vector that the arrived high

priority packet finding no packet a head of itiaffeslot.

R Y

The VBR traffic is modeled by three independent
ON/OFF sources as showed in Figure &b, D,(2) and

D,(2) can be easily calculated like voice traffic

matrices. Readers to find more details can refdf 5.
If we assume that the maximum video packets siZ is
times more than data block size, and video pachigts
follow log-normal distribution with a probability ass
function (p,) in terms of the number of data blocks such

a following example [3]

The low priority access delay is calculated in [0.002 0.153 0427 0.286 0.099 0.025 0.006 0.002]

Appendix C.

5. Numerical and Simulation Results

In this section, first we provide a simple example

The S,,S) and B, will be
B, =

wireless multimedia communications to demonstrate [0.002 0.006 0025 0099 0286 0427 0153 0.002]

how can apply the computational algorithm.
It is assumed that the wireless network can tranami

fixed size data block during one time slot, andheac
packet is segmented into a number of data blocks.

Suppose a station can transmit voice and videdidraf
Furthermore, the priority of voice traffic is highthan
the video traffic. Voice traffic is modeled by atN@FF
source as depicted in Figure 4a. Therefdbg(l) and

D, @ can be calculated as follows [15].

D,=R*D , D,@W=(1-R*D

]
o 14 0 A
where A is the probability of the packet arrival per

time slot. Now assume that the voice packet lersgfitved
and is three times more than data block size. There

/TUT
1—/11<
1-n

@

3u, 241
1-3u, i W
V2 2y,

(b)
Figure 4. ON/OFF traffic model for Voice and VBR traffic.

-

Ha
1-3y,
3y,

Copyright © 2009 SciRes.

Let SI and TXOP durations be 100 and 10 slots,
respectively. Then,

V=H,,,V°=e-Ve ¢ =¢(100 1<i<11T=10

Using the above information, one can easily find ou
system performance through the introduced model.

Now, according to the 802.11e and characteristics o
the applied traffic streams which are describetblaw,
the numerical results obtained from the analytinadel
are compared with simulation results. We analyze th
queue length and the access delay distributionedisas
the packet loss rate for the high priority and tbe
priority packets. Similar to above example, one can
easily match the proposed model with the introduced
traffic and system parameters.

It is assumed that the voice traffic is handledhvét
higher priority than video traffic. The voice traffis
modeled by an ON/OFF source which generates 160
octet message periodically with a bit rate 64 khigng
active period. The CBR video traffic has only a 6tste
and always stays in that. The VBR traffic is modelsy
three independent ON/OFF sources with the mean bit
rate 200 Kb/s. however, the PhFit program [16] ban
used to find out the phase type distribution ofvieer
times of real traffic. Table 1 summarizes the dédfe
traffic used for the analytical analysis and sirtiolss. It
is assumed that the queue buffer size is seventlad
channel data rate is 12Mbps.

Simulations are performed using program which is
written in C++ medium. There are two queues in each
station, and the server processes packets in dattte o
gueues in the FIFO fashion. There are ten statigrich
are communicating with the access point. All staio
enjoy ON/OFF voice traffic as high priority traffi€ive

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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stations generate the CBR video traffic and theersth 1 %+ = /g/i/
send the VBR video traffic as low priority traffic. 09 =
Arrivals to the queues are independent of whether t oe .
server is in service or on vacation. The TXOPs tima " +/
are calculated through Eqn (1), according to tladfier Bos / /‘
information in each station. Each station can trahgs “oa . e Ity
data during its TXOP period. oa| 2 \ ¢ % VBR video (Sim)
Figure 5 shows cumulative distribution function 0z gt fzggwjeog’;m;
(CDF) of the high priority and the low priority que ot —&— CBR video (Ana.)
length for VBR, CBR video and voice traffic streams s 1 2 3 2 5 6 7
Although the CBR packet arrival rate is much lartem tumber of packetsn the queve

that of the VBR traffic stream, the queue lengththe  Eigure 5. CDF of packet queue length for differentraffic
CBR traffic is less than that one in the VBR traffi ggreams (Simulation (Sim.) & Analytical (Ana.)).

considerably. As it is obvious from the mentioniplife,
the probability that the length of the queue ges lthan

or equal to six is about 98 percent for the CBRfitra R

while that is about 74 percent for the VBR traffic. 09 \

means that most of the time the VBR packets rerimin 081 .

the queue and unable to be transmitted. Therefbee, 2; . (

packet loss goes up and lots of packets drop. @toal 50'5 : / 3

and numerical results show that the packet loss isat s * Voice (sim)

about 28 percent for the VBR traffic while it iscalh 0.6 o = " z‘;;ewi’féim) |

percent for the CBR video traffic. Consequently, 02 % % VBRvideo (Ana) |

although there is enough bandwidth to support QoS o1 ® CBRideo (Sim.) |

guarantee in the VBR video traffic but the schedige o o L CRRvdeolm)

unable to use it. 0 1 2 3 4 5 6 7
The CDF of the queue length at the end of the TXOP Packet queue length at the end of TXOP

for all traffic, plotted in Figure 6’.Conf'rms cred Figure 6. CDF of packet queue length for differenttraffic
challenges through the VBR traffic. Therefore, the gyeams at the end of TXOP (Simulation (Sim.) &

modification ~of the scheduling algorithm and apalytical (Ana.)).
introduction of a dynamic scheduler to adapt witie t
bursty arrivals are unavoidable. Dynamic conditiams

the scheduler can be obtained through adjusting the 1y s
TXOP and the Sl durations based on the packet queue 0.9 =
length statistics. Scheduler can get the infornmatiom 0.8 1{:'

Figure 7 shows CDF of the access delay and packet

the stations and find the optimal TXOP and Sl tigtou 07 Z-

the employing the model to maintain an empty quetue 06 | &

the end of TXOP duration. %0'5 o
go.

blocking in the high priority and the low priorityaffic 0.4 1 L e Ei':;l))
through analysis and simulations. It is observeat #il 0.3 VBRVvideo (Sim) |1
packets in the CBR video traffic experience acckday 0.2 4 —%— VBRVvideo (Ana) ||
less than about 35 ms, while only 23 percent oMB& 01 4 = CBRuvideo (Sim) ||
video packets experience such a cumulative aceday.d 0 —¢— CBRvideo (Ana)

Although there is enough bandwidth to serving tHRV 1 12 23 34 45 56 67 78 89 100 111
traffic, the scheduler does not have essentiaitfikty to Delay (msec)
support of bursty arrival rate. Consequently, thewg
will be full and 28 percent of arrived packets blecked Figure 7. CDF of access delay for different trafficstreams
and dropped. (Simulation (Sim.) & Analytical (Ana.)).

Finally, from Figures 57, it can be readily seen that
the validation of analytical model is confirmed the 6. Conclusions
numerical results obtained from analytical modal #re
simulation results under the same conditions.

The scheduling algorithm which is introduced by HCC
/IEEE802.11e to support QoS in multimedia applaadi

Table 1. Description of different traffic streams. ! > n Sl
enjoys separated queues with specified priorityelev

Application  Arrival rate(Kb/s)  Packet size(byte) and transmission opportunity according to the icaff
Voice 64 160 streams characteristics. The transmission oppaytusi

VBR video 200 660 found out based on the mean values. Therefore, some

CBR video 3200 910 multimedia traffic streams such as VBR traffic asklr

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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some challenges in this medium. Consequently, adapt
algorithms to new conditions in order to providesided
QoS is on the focus of researchers. To investigate
improve the scheduler, analytical model is veryfulse
This paper introduced a priority queuing model tiog
HCCA. Using of the MAP/PH/1 queue makes the model
more comprehensive and provides it to support wffe
practical traffic streams. The important performanc
measures in the high priority and the low prioduyeues
are calculated which enable us to investigate tfeeteof

the Sl and the TXOP durations on QoS guarantees an{f]
find out the optimal TXOP values according to theuge
length and the access delay statistics to provios. @ is
shown by the numerical and the simulation resuits t
the analytical model is quite accurate, and thegulisn
the practical system design and performance evafuat

(6]

(7]

(9]
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Appendix A

Block matrices of transition matrix P (Section 3.4)

[ R00 01 b
Bm Bm
-1 0 1
Bm Bm Bm
-1 0 1
B01 B01 B01

-1 0 1
BOl BOl BOl
-1 0 1
Bor  Boi* By |

BY=[D,0V 0  €M)0D,0V4)]
By =[D,0v 0 ¢MOD,0vs]

) 0 0

B(;il-v HT D Dll D S’Z HT D Dll D Sgﬁl

o =6 (T)0[D,; 08,0+D;, 0, d]

Bél{DZDV 0 €(M)O DZDVO,Bl}

0 0 0
o B
Bo B
0 1
Blo - BlO .B.lo N
By B
L By + Blo
0
0
Bloé) =| Do U S&O o,
DOO I:l godl'
0 0
BllO = 0 0

e(T)0 D12DS?5 H; O DlZDS)IBZ

0 0
B) = 0 0
eT(T)DDOODSf’J HTDDOODSFIBZ
e A -
A A
A

o

A

AA
A +A]
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DV 0 &) 0D, V4
A(JJ: A(JJLV HTDDOOD% HTDDOODQIZS’I
A 0 H O[D,0S+D,04]

A =& (T) U[ Dy, &, 5+ Dyy 0 I
Atc))Hvzer(T)D[DooDenlo—"'Dan)a]

DOV O 4MOD,OVG
Aé: AéLv H, 0D,0S HTDD12D$:81
A 0 H, 0[D,0S +D,0SA]

A =e.(T)0[D,, Ue, 0+ D, 053]

A™=eM0[D,0g,5+D, 057
R A }
AN A
A = AR
A A
i A +A
D, 0V 0 ¢MOD,0V'A
A= A% H,0D,0S H,OD,0S4
A 0 H,0D,0S
A" =e(T)0[D, 0§, d+D, 053]
A" =e(T)0D, 06,0
D, OV 0 d(MOD,0Vves
Ail: A:}Lv HTDDZDSZ HTDD2D$A
A 0 H,0D,0§
A" =& (T)0[D, 08, 0+D,07]
A" =e(T)0D,0g,d
AL ;
A AL
A, = A 5}1
A A,
| A%+ AL
i 0 0 0
A = 0 0 0
& (T) 0D, 0S8 0 HyODyUS'A
0 0 0
A= 0 0 0

e(MUD,085 0 H,UD,0SA
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Appendix B 0 0 0
A, = 0 0 0
State probability vectors in the high priority access eMOI0SS 0 H,OI0S4
delay (Section 4.3)
Q2 .
Zy =AY %, (Dy +D,) OV Appendix C

j=1

Access delay Distribution for the low priority packets
(Section 4.3)

The arriving low priority packet will reach the ftkef its

Q2
ZgH =A 12 ng_l(z)(Dn"' D,) 0 Sg
= queue and will be ready to transmit if all the Ipviority

¥ kets ahead of i d. Since the low ifyi
A KW, +D,)0S 2<ksT packets ahead of it are served. Since the low ifyrior
=0 packet is unable to be transmitted while there hagh

priority packets in the system, the arriving lowopity
L, packet has to wait for completion of the transmissf
z =h ZK,- (D + D) BV all high priority and low priority packets whicheain the
120 system and those high priority packets which wiilteg
during the period of the time that the arriving letc
moves towards head of queue. Therefore, the nuwiber
o packet arl}eﬁd r?f arriving Io&/vlpriority packet i\tatitsivhal
AN T 0 time is all high priority and low priority packets the
A ;Xﬂj e system (including any high priority packet whichgimi
% have ar(ived joint.Iy with it). Supposg defines initial
+/]1-1Z >§,T (2)(D,,+D,) 0 (S5 + e,,9) probability vector in the low priority access delay
j=0 y=[Y, yl"'le] where Yi =[Yio yil"‘yin]

Yi :[yi\jl yi%L"'yi-er yi%H YJH]
where y,‘j’ represents probability of an arriving low

Q2
+A Y % ()(Dy +D,)0e, 5
=0

Qo
Zi =AY KD, +D,)0S, 2<ksT
j=0

Q priority packet finding i high priority and j lowrjority
Zoy =AY X/ (D, +D,) OV B, packet in the system with the server on vacatiod an
1=0 yi'J‘,_( yi'j‘H)lsksT is the probability of an arriving

K AND L D) low priority packet finding i high priority and joilv
2 =h JZ:;XT @L+DIUS priority packet in the system with the server ie tow
o priority (high priority) processing at the kth slaf
+AY XSO0, +D,)0SA TXOP. All the probability vectors can be calculatach
1= similar manner which has discussed in the Sectidn 4
2 v B}
A XD, +D,) 0SB 2<k<T 1si<Q Yoo =4z {Xoo[ Dy OV +V 5] + x5 (1)[ Dy, 0 §73]
i T
+x0,(2)[Dy, 0 S20] + xS W[ Dy, O SP6,
Block matrices of transition matrix P, %(2){Dy 01 59) kZ:;Xm BP0 S0
;
A 0 eMOoloves, +> %1 (D, 0S5] }
A=l AY H,010S, H,O010S)s k=2
;&OHV 0 H,O10S YSJ- :/12_1{ng+1(2)[|312 g %OJJ"'X(TU’ (2I[D,, 0 emza]
+X; O[D,, 0 §3] + %5 [D,, OV]} 1< j<Q,
AY=e(T)O[I D €0+ 10 S;9] y(l)jL :/]271{X(\)lj[D12 OV°BI} 1) <Q,
A =e(T)01 D€, Yo =4 1%, 1D, 08]} 1j<Q, 2<ks<T
| OV 0 emoIove yi; = A, {x[Dy, OV + ] (1)[Dy, O &, 4]
Bpo = ?o%v H,O010S, H;O010S +x, Q[D, 0 3]+, (2)[D,, 0 ]
Hv
Bo 0 Hr B +3G, D[D;, 0 §'3]+ 5, O[D, 0 $;]
Boo =& (T)O[l Oe,d+1 0S)4] +xy,[D, OV]+x],(2)[D,, O e, 4]
By =e(T)D1 06,0 +%;.([D, U6, d}  0<j<Q,
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Vi =4 16Dy, OS]+ x4 ()[D, OS]}
0<j<Q, 2<k<T
Yin =4 {X[D, OVB]+x[D,0V°A]} 0<j<Q,
Vi =4 {4 OID, OS]+ %D, 0 S)B]
+X5 1 O[Dy, OSB]+ x5 W)[D, I S'A]
+x1()[D, 0B8]} 0<j<Q, 2sksT
Yy =4 (%D, OVI+x O[Dy, D&, 3]
+x0,; O[D, D e, ]+ X, Dy, 0 §I]
+X (2)[Dy, 0 $3]+ % M)[D, 0 §7]
+X,;(2)[D, 0 3] + %7, [D, OV]
+X (2)[Dy, Oe,, a1+ XL, (2)[D, D e,,dl}
i22 0<j<Q,
yiL =4 {4 (QID, OS] +x5(2[D, OS]}
2<i<Q 2<ksT 0<j<Q,
Vi =4, {x[D, OV°B]+x,,[D, OV°B]}

By =
_ ng
Bot
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&

B, B3

0

5B,

Bor

0

& (1) O(Dyy + D) 1S,9]  H; O(Dyo + D) 0SB,

By,

BY=[D,+D)0V 0  €MD(D,+D,)0OVa]

1

~.[o
By =|:

0

0
0

~ _{(DNDZ)DV 0 q(T)D(DmDZ)DV%}
B = 0

0
B H,0(D,+D,)0S, H,0(D,+D,)0 %}

B =€ (T) O[(D,,+D,) 0S5+ (D,, +D,) Ue, J]

2<i<Q

0<j<Q,

Y =X O[D, 0 S1+ X5 (2)[D, U S]
+ X5 D, 0SB+ X @)D, 0 4]
+X72)[D, 0 SB] +X55(2)[D, 0 SA]
2<isQ  0<5j<Q,

Transition matrix for the low priority packet acsatelay:

%oo B~01 N
. A A
oo A AR
Av A A
L A, At+A]
Boo ]
B By
é — B(;ol BOOO
00 . .
Be BL
i Bo Bo
égg =(Dgo + D) O (V +V051)
0
é—éo _ (Dgo +Dy,) 0 S5
0 :
(Dgo *+ D,,) 0 S23;
L [ @DV dMODe+D)IVE,
° & (M) U(DytDp)lUe, 0  HyO(Dy+DR)US
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By
Bo
8- %
Bb
L By,
0 0
B = 0 0
&(T)0(Dyo+D,) 0S0 H; O(Dy+Dp) US4
0
0

él%o =|(Dgo +Dy,) U %Oa_l

(DOO + DlZ) U Slodl'

A=IOA  A=I0A A,=IOA

_ [oe*pyov 0 &M OO +D) V'R

A?: égLv H: 0Dy +Dp) 0S, HTD(DOQJ-DH)D%)IQ.
Aé)Hv 0 Aé)HH

A" =6:(1) DDy Dy) U6, 5+(Dpo+ D) U]
A = (N DIy + D) U8, 5+ (D D) 1]

(D11+ DZ) av

AO Lv

A?HV

Ro=

;iOLv
’ZiOHv

0

HT D(D11+D2)D% HT D(D11+D2)D$ﬂl

0

A" =H; O[(Dy+D,,) 0S +(D,, +D,) U]

€MO(D,+D,)OV°A

H, 0(D,+D,)US

=& (N[0, +D,) e, 5+(Dy, +D,) 1]
=& (M 0(D,+D,)0e, s
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oo 8 8 8 Yo = ygB~oo + y;%o N
= Y= YoB YA YA,
er(T)D(Doo"'Dlz)D%Oo_ 0 H; |:|(D00+D12)DS),81 yinﬂ:yin—lzi"'yin;b"'yirll;‘—l i>2

Supposg/® =y . Then, y™* = y"R Finally, let W, be the probability that the waiting
To reduction of computation, the set of following time of low priority packet is less than or equal T.
equation can be used. Then,W,; = ygR.
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