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Abstract 
Low-frequency double-resonance quartz crystal oscillator circuit was developed with active in-
ductance aiming the quick start-up in the intermittent operation on the sensor circuit and DC iso-
lation using a Q-MEMS sensing crystal HTS-206. Allan standard deviation indicated 5 × 10−12, 
showing short range stability of the sensor circuit sufficient for the ubiquitous environmental sen- 
sor network. 
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1. Introduction 
Environmental sensing awaits solutions to reduce the electric-power in monitoring under the limitation of the 
power source. The ubiquitous sensor network is realized with varieties of sensor circuit and a wireless network. 
The temperature measurement in the environmental sensing is realized by several methods: thermistors, plati-
num wire or sheet resistor and semiconductor sensor devices. The temperature is measured as the amplitude of 
low level DC or modulated signals and faces the difficulty which arises from the drift. Q-MEMS crystal temper-
ature sensor can realize high resolution in the sensing of environmental temperature. Direct digital temperature 
measurements have been developed by several research groups, usint crystal cut LT, SC-cut or equivalent cut 
[1]-[7]. In a recent work we reported quick start of quartz crystal oscillator. The quick start of the crystal sensor 
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circuit allows intermittent excitation of the sensor system meeting the request for the power management in the 
environmental sensing. In this work, we aimed several engineering issues: 1) Quick start of low frequency 
quartz crystal oscillator circuit in the intermittent operation; 2) Reduction of drift by the direct digital measure-
ment; 3) DC isolation between the sensor and the electronic circuit. Tuning fork type Q-MEMS quartz crystal 
sensor realizes the direct digital sensing of temperature, where Q-MEMS is a combination word of Quartz and 
MEMS (Micro Electro Mechanical System), a fabrication process offering high performance in a compact 
package, with CI values as low as those on ordinary-sized crystals. In recent works, double-resonance quartz 
crystal oscillator was reported for the enhancement of the frequency pulling [8], the mode separation of the mul-
timode quartz crystal resonator [9] [10], and the start-up acceleration of low frequency quartz crystal oscillator 
circuit [11]. Start-up acceleration of several Mega Hertz is studied by the gain control in the quartz crystal oscil-
lator using a cascade circuit [12]-[14]. Few works treats the acceleration of the start-up of the low-frequency 
quartz crystal oscillator. We aim to test the conformity of the acceleration scheme with the Q-MEMS crystal 
sensor. Stability of the oscillation frequency is discussed based on the moving average of the variance deter-
mined for the discrete samples following the proto call of the modified Allan standard deviation for moving av-
erage of finite length data is employed as the measuring rule of the short range stability [15]-[17].  

2. Design and Analysis of Quartz Crystal Oscillator 
2.1. Acceleration of the Start-Up of a Quartz Crystal Oscillator 
Figure 1 shows a circuit diagram of the active inductance double resonance oscillator circuit. The initial oscilla-
tion is generated by a part this oscillator acting as a CR oscillator, and after the stable oscillation of the quartz 
crystal resonator current starts, the double resonance is established between the quartz crystal and an active in-
ductance combined with the parallel capacitance resulting in the generation of negative resistance. IC1 and IC2 
are CMOS inverter, where CMOS is Complementary Metal Oxide Semiconductor. HTS-206 Q-MEMS temper-
ature sensing crystal is connected through coupling capacitors which are formed between metallic sheets, 20 mm 
square in dimension attached on both sides of a Pyrex glass plate. The value is approximately C16, C17 = 18 pF.  

Essential circuit constants R2, C10, and C0 determines the resonance condition, where C0 is the parallel capa-
citance of the quartz crystal resonator. R2 settles the bias in the initial stage of the oscillation. C10 stores the 
ground potential at the activation of the Vcc voltage, inserted between the node connecting two inverters. The os-
cillation frequency is determined by a recharging-time constant R2 multiplied by C10. Capacitors C2 and C3 are 
load capacitors which is necessary for the generation of negative resistance. C5 and C6 are pass-capacitors be-
tween the bus-line and the circuit ground. C0 and C1 are reserved for the parallel capacitance of the resonator and 
the series capacitor of the motion arm. The conductance is controlled by negative feedback resistors Rf = R3, R4, 
R5, and R6.  
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The problem is if the active inductance can generate the negative resistance, and if the negative resistance is 
large enough to realize the short start-up time. Practical question is the shift of the resonance frequency of the 
crystal sensor by the series capacitors. Figure 2 shows simplified equivalent circuit-1. CMOS inverter IC1 and 
IC2 is replaced by two current sources controlled by the gate voltage Vin and Vg. 

Applying Kirchhoff’s law, the relations for Iout and Vin are found. Vin is the input voltage of IC1 and Iout is the 
output current of IC2.
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Figure 1. Circuit diagram of the quartz crystal oscillator. Circuit constants: Bias resistors R3, R4, R5 and R6 = 3.3 kΩ, feed-
back resistor R2 = 3 MΩ, varied for the optimum setting; C2, C3 = 10 pF; C10 = 10 pF; C5 = 0.1 μF; C6 = 10 μF; C7 = 100 
pF; C16, C17 = 18 pF. Inverter IC1 and IC2 TC7SHU04F; Vcc = 3 V. Equivalent circuit constant of the quartz crystal resona-
tor: f1 = 40 kHz; L1 = 12,000 H; R1 = 47.6 kΩ; C1 = 1.326 fF, C0 = 803 fF. 
 

 
Figure 2. Simplified circuit: equivalent circuit-1. 
 

Solving for the relation between Iout and Vin, total conductance GM is found.  
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Then the following relation is found. Current I2, I3 are expressed in the terms of I1. 
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Rearranging the expression, relation (11) is found. 
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Z2 is the impedance of a quartz crystal resonator (Zxt), and impedance for other components is defined as in 
(12). The composed impedance Zcc of the active circuit is found, substituting the impedance. From the condition 
for the non-zero solution of current, the oscillation condition results in (13). The impedance of the circuit is di-
vided into resistive and reactance parts.  
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The equivalent resistance and the reactance of the circuit are found. Equivalent inductance Lcc or capacitance 
Ccc is determined depending on sign of reactance Xcc. 

2 2 2 2

1, , , .cc
cc cc cc cc

cc

Xac bd ad bcR X L C
Xa b a b ω ω

 + −
= = = = − 

+ +  
                   (15) 

Factors “a”, “b”, “c” and “d” are introduced for the simplicity of the expression, where factors “c” and “d” 
have the dimension of “Ω” and factors “a” and “b” are dimensionless numbers.  
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GM is separated into real and imaginary parts. 
.M s sG g jb= +                                     (17) 
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Introducing (13) and (19) into Zcc, the impedance of the active circuit is found.  
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Figure 3 shows simplified diagram of equivalent circuit-2 and equivalent circuit-3. The active circuit is indi-
cated with Rcc and reactance Ccc or Lcc depending on the sign. The resonator consists of parallel capacitance C0 
and the motion arm, L1, C1, and R1, the equivalent series inductor, capacitor, and resistor respectively. CS is a 
stray capacitance. Calculating the parallel composition of C0 and Cs with the active circuit, equivalent circuit-3  
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(a)                                        (b) 

Figure 3. Simplified equivalent circuit. (a) Equivalent circuit-2; (b) Equivalent cir-
cuit-3. 

 
is found. Composed equivalent resistance Rcci and capacitance Ccci are found. 
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Negatively signed capacitance is converted to an active inductance by relation (21). 
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The denominator of negative resistance Rcci has quadratic dependence on Rcc. The maximum value of the ab-
solute value is reached at a specific value of Rcc determined by C0s and Ccc. The following relation is fulfilled. 
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The active inductance appears in the vicinity of the resonance frequency, while capacitance Ccc is negative. 
The resonance frequency is determined by Lcc, C0S, and the sum of C0 and Cs. In this simplified form, the abso-
lute value of negative resistance Rcci becomes infinitely large, if Ccc approaches −C0S and condition (23) is ful-
filled.  
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= −                                     (23) 

At the resonance frequency determined by Lcc and C0S, the absolute value of negative resistance determines 
the growth of signal. The suppression of negative resistance by inductance L1 establishes the stability and inhi-
bitory action against the signal growth. Temperature sensing crystal HTS-206 is a tuning-fork type resonator, 2 
mm in diameter and 6 mm in length of the exterior size, produced for low power oscillation of 0.1 μW typically. 
Table 1 shows the equivalent circuit constant of the quartz crystal resonator.  

Temperature dependence of the crystal sensor is explained in the experimental part. Figure 4 and Figure 5 
compare the absolute values of negative resistance Rcc and Rcci as functions of frequency. In Figure 4, the abso-
lute value of negative resistance and the active inductance is compared as functions of frequency. The parameter 
gmf is selected at 4.1 μA/V. The active inductance disappears at 55 kHz for gmf = 4 μA/V, and 110 kHz for gmf = 
8 μA/V. The frequency limit is 40 kHz for gmf = 3 μA/V and 110 kHz for gmf = 8 μA/V. Larger gain is necessary 
for the negative resistance and the active inductance.  

0 0.ccC C− =                                     (24) 
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Table 1. Equivalent circuit constant of the temperature sensing crystal (HTS-206). 

Resonance frequency 
Equivalent circuit constant 

L1 C1 R1 C0 Q1 

39.992508 kHz 12 kH 1.326 fF 12.6 kΩ 803.279 fF 239,149 

 

 
Figure 4. Absolute value of negative resistance Rcc and reactance Ccc 
as functions of frequency and gain. Circuit constant: C2, C3 = 14 pF; 
C10 = 18 pF; R2 = 1.0 MΩ, gmf = 4 μA/V. 

 

 
Figure 5. Absolute value of negative resistance Rcci and reactance as 
functions of frequency and gmf. Circuit constant: R2 = 1.9 MΩ; C2, C3 
= 14 pF; C0 = 1.14 pF; C4 = 18 pF; Cs = 1 pF. gmf = 4 μA/V. 

 
In Figure 5, the absolute value of negative resistance Rcci and the active inductance is compared as functions 

of on frequency. The parameter gmf = 4.1 μA/V was optimized for 32.768 kHz realizes the maximum value of 
negative resistance Rcci approximately of 150 kΩ and the reactance: Ccci = −3 to −4 pF. 

Figure 6 shows that the active inductance is generated in narrow range of gain corresponding to the resonance 
frequency and higher gain is necessarily compared with the case of 32.768 kHz, for better performance. The ab-
solute value of negative resistance ranges to Rcc = 2 × 103 kΩ and the reactance is inductive Ccc = −0.6 pF at gmf 
= 8 μA/V.  

In this analysis, the terminal impedance at a - b is expressed with Rcc and Rcci. The parallel capacitance C0 and 
stray capacitance Cs included in the impedance Rcci. From relation (22), Rcci becomes infinitely large at Ccc = 
−C0s. This result must be interpreted carefully, because the optimum condition is not realized in the context of  
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(a) 

 
(b) 

Figure 6. Comparison of negative resistance for different values of 
gmf and fr. (a) Dependence of negative resistance on gmf for different 
values of fr. Frequency fr = 32.768 kHz and 40 kHz. Circuit constants: 
C2, C3 = 14 pF; C4 = 18 pF; R2 = 1.9 MΩ; (b) Frequency dependence 
of negative resistance for different values of gmf. gm = 2, 4, and 8 
μA/V. Circuit constants: C2, C3 = 10 pF; C4 = 18 pF. R2 = 1.9 MΩ. 

 
the actual circuit design. The idea given in this result is that the active inductance can generate large negative re-
sistance compared to the capacitive region. Actually, Rcc is determined under the limitation of the circuit con-
stants and the oscillation frequency. The strength of the oscillation is limited within the linear region of the ac-
tive circuit.  

The curve indicated as 32.768 kHz shows the result calculated using the equivalent circuit constant of a time- 
base quartz resonator analyzed in Ref. 6. Comparing the dependence on frequency and gain, larger gain is 
needed for the appropriate design of the active inductance and negative resistance, when the resonance frequen-
cy is higher. 

2.2. Modelling of the Start-Up of Oscillation 
Computer simulation was carried out using LTspice IV for Windows (Linear Technology Corporation, 1630 
McCarthy Blvd., Milpitas, CA, USA) [18]. Figure 7 shows the circuit layout for the simulation. CMOS inverter 
IC1 and IC2 are replaced with pairs of complementary MOSFETs (Metal Oxide Semiconductor Field Effect 
Transistor). Because original Q is too high for the stable simulation, the motional capacitance and inductance are 
scaled with the resonance frequency fixed. The motional components do not correspond to the values assigned  
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Figure 7. Equivalent circuit for the LTspice simulation. Cour-
tesy of Linear Technology Co. 

 
in the analysis and experiment, neither the delayed connection of the motion arm is considered. When the mo-
tion arm is removed, this circuit forms a CR oscillator. The oscillation frequency is determined by the reactance 
of the parallel capacitance of the quartz resonator and feedback resistor R2. Figure 8 shows a typical wave form 
of the CR oscillator and FFT spectral peak of the initial CR oscillation.  

Figure 9 shows the transient excitation of the crystal current with miss-matched frequency setting of the CR 
oscillation. As the peak of the CR oscillation at 70 kHz is higher than the resonance frequency, phase mismatch 
can be observed in a few cycles of the initial oscillation. In the optimum setting, the crystal current in the motion 
arm grows faster, and the oscillation frequency of the oscillator circuit is locked to the resonance frequency 
within several oscillation cycles. 

3. Experimental Result and Discussions 
The stability of the stable oscillation of the double resonance oscillator is evaluated experimentally. The stability 
of the oscillation frequency is analyzed with 53230A universal frequency counter (Agilent Technologies, Santa 
Clara, Ca, USA) synchronized with external rubidium oscillator with long period stability < 2 × 10−11/month and 
short period stability < 1 × 10−11/s. 

3.1. Stability of the Double Resonance Quartz Crystal Oscillator 
Figure 10 shows the modified two-sample Allan standard deviation as a measure for the short-time frequency 
stability showing sufficiently high short range stability. The protocol is defined in (25), following IEEE Stan-
dard 1139. The frequency of oscillator circuit fk is the discrete sample of oscillation frequency. τ is the gate time 
and k is the sequential number of samples. Dimensionless parameter is defined from frequency deviation norma-
lized by the moving average of finite length data over 10 sequential samples [17]. As a sensor system, the fre-
quency is measured at 100 to 1000 ms range. Allan standard deviation of 5 × 10−12 indicates sufficiently high 
stability when the sensor is isolated in a constant temperature vessel. The Allan standard deviation shows in-
crease in the range from 1000 to 10,000 ms indicating the increase in the environmental drift. 
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Figure 8. Waveform of the CR oscillator and the FFT spectral 
analysis R2 = 3.0 MΩ. 

 

 

 
Figure 9. Growth of the crystal current and the frequency locking. 
Upper track: Current I(L1) fowing through motional inductance L1. 
Lower track: Output voltage. R2 = 1.9 MΩ. 

 

 
Figure 10. Allan standard deviation showing high short range sta-
bility of the crystal oscillator. 

3.2. Temperature Sensing through Coupling Capacitors 
Figure 11 shows the normalized frequency shift as functions of temperature.  

In Figure 11, solid line shows the regression curve of the frequency shift in the direct connection normalized 
with respect to the oscillation frequency at 0 degree C. Cross symbols indicate the frequency shift when the 
crystal sensor is connected through coupling capacitors: C16, C17 = 18 pF. Once the regression curve is deter-
mined, temperature can be calculated from the oscillation frequency. It is necessary to calibrate the temperature 
dependence curve must with different standard, because the temperature dependence varies depending on the 
value of the coupling capacitor. Figure 12 shows the dependence of the resonance frequency on temperature 
measured by the impedance curve. The active circuit satisfies the oscillation condition for the variation of mo-
tional impedance CI over operating temperature. 
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Figure 11. Temperature sensing. Solid line: Direct sensing; y = 
2E−4x3 − 0.0808x2 − 24.37x − 0.4608. Cross symbols: Capacitive-
ly coupled sensing, C16, C17 = 18 pF; y = −4E−05x3 − 0.0495x2 − 
24.128x + 72.718. 

 

 
Figure 12. Temperature dependence. Cross symbols: Resonance fre-
quency; Regression curve: y = 7E−7x3 − 0.0623x2 − 26.069x + 0.7698. 
Open circles: CI. HTS-206 sample-F10. Courtesy of SEIKO EPSON Co- 
rp. 

4. Conclusion 
Environmental sensing awaits solutions to reduce the electric-power in monitoring under the limitation of the 
power source. The quick start of the crystal sensor circuit allows intermittent excitation of the sensor system 
meeting the request for the power management in the environmental sensing. In this work, active inductance 
double resonance circuit resolved the engineering issues for the quick start-up: 1) Large negative resistance; 2) 
Low distortion and linearity; 3) Triggering circuit. The quartz crystal oscillator is triggered with a CR oscillator, 
and transferred to a stable excitation within several period. The maximum negative resistance ranges to 2 MΩ at 
specified gain of the active CMOS inverter circuit. The composed reactance of the active circuit negative capa-
citance Ccc = −0.6 pF. Simulation showed the rapid start-up of the oscillation by the energy transfer by the initial 
CR oscillation. The oscillation condition was examined by the analysis, the start-up in the computer simulation 
and examined by the experiment. The stability of the double-resonance oscillator showed short range stability of 
5 × 10−12 which satisfied the industrial requirement for the resolution of the standard quartz crystal sensor. 
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Abstract 
The problem studied in this paper was inspired from an actual textile company. The problem is 
more complex than usual scheduling problems in that we compute overtime requirements and 
make scheduling decisions simultaneously. Since having tardy jobs is not desirable, we allow 
overtime to minimize the number of tardy jobs. The overall objective is to maximize profits. We 
present various mathematical models to solve this problem. Each mathematical model reflects 
different overtime workforce hiring practices. An experimentation has been carried out using 
eight different data sets from the samples of real data collected in the above mentioned textile 
company. Mathematical Model 2 was the best mathematical model with respect to both profit and 
execution time. This model considered partial overtime periods and also allowed different over-
time periods on cells. We could solve problems up to 90 jobs per period. This was much more than 
what the mentioned textile company had to handle on a weekly basis. As a result, these models can 
be used to make these decisions in many industrial settings. 

 
Keywords 
Overtime Decisions, Cell Loading, Cell Scheduling, Mathematical Modeling 

 
 

1. Introduction 
In manufacturing systems, capacity allocation and machine scheduling play an essential role. Typically, capacity 
requirements are determined first and then detailed scheduling is performed to fit into the determined capacity. 
The capacity planning establishes the number of machines/workers needed in a process layout environment, 
number of production lines or cells needed in a cellular environment, number of shifts to be utilized, whether 
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overtime will be done or not, etc. Various approaches have been developed for capacity planning purposes such 
as capacity bills, resources profiles, rate-based capacity planning, and mathematical modeling, etc. On the other 
hand, scheduling deals with the detailed allocation of resources established in the capacity planning step to var-
ious jobs over a period of time. Scheduling establishes start and completion times of jobs on resources, i.e. ma-
chines, cells, production lines and workers. 

In a company, each on-time delivered product brings revenue and customer satisfaction; both are essential to 
maintain the profitability of any company over a long term period. Making a job tardy is highly undesirable for 
any company. Establishing capacity requirements is a difficult task and it gets even harder when capacity re-
quirements vary from one period to the next. In this situation, using overtime is a feasible method and many 
companies use that. Therefore, overtime can be used to adjust the capacity to handle the jobs which otherwise 
become tardy and may lead to poor reputation or in worst case loosing up of valuable customers. Overtimes are 
of two types: weekend overtime and weekday overtime. This distinction is important in that their costs usually 
vary. Weekend overtimes are usually more expensive than the weekday overtime because of the change in 
hourly workforce rate. Therefore, each overtime decision comes with a cost associated with it. This all makes 
the problem difficult to solve and lead to a NP-hard optimization problem where the weekend and weekday 
overtime decisions as well as cell loading and job sequencing are performed to maximize the overall net profit. 
We need to mention that if overtime is needed week after week, this may be an indicator that organization needs 
to re-assess capacity requirements and adjust regular capacity levels, i.e., increase number of cells, number of 
machines, etc.  

2. Problem Definition 
The problem studied in this paper was inspired from an actual textile company. In every planning period (week) 
there are n jobs to complete using m number of identical cells. Manufacturing cells are popular in the manufac-
turing world. Cellular Manufacturing (CM) aims to obtain the flexibility to produce a high or moderate variety 
of low or moderate demand products with high productivity. CM is a type of manufacturing system that consists 
of manufacturing cell(s) with dissimilar machines needed to produce part family/families. Generally, the prod-
ucts grouped together form a product family. The benefits of CM are lower setup times, smaller lot sizes, lower 
work-in-process inventory and less space, reduced material handling, and shorter flow time, simpler work flow 
(Suresh & Kay, 1998 [1]). Cellular Manufacturing also simplifies planning and control of various tasks floating 
on the shop floor. Cells are ideally equipped with all of the machines needed to produce a productor product 
family (independent) and usually follow uni-directional flow (flowshop).  

Many textile companies also use cells to enjoy the benefits the cells have to offer. Machines used in cells in 
textile industry are usually limited to different types of sewing machines such as overlock machines, stitch ma-
chines, automatic flat lock sewing machines. In this study, each cell can perform eight operations. The opera-
tions performed are briefly discussed in this paragraph. The first operation is cutting and the next three opera-
tions require sewing machines. The operations that follow are finishing, ironing, cleaning and packing. Opera-
tions 2 and 4 each were performed on two identical machines as they were the slowest operations. It is easy to 
re-configure cells in the textile industry once products with different requirements are produced as machines and 
work benches are easier to move around. 

In this paper, it is assumed that each job has its own individual due date. The modeling gets complicated in 
that we need to decide additional capacity requirements at the same time we make scheduling decisions. Any job 
that cannot be completed by its due date becomes tardy and is assumed lost sales. Having tardy jobs is not de-
sirable as this adversely affects relationships with customers and thus reputation of the firm in the long term. As 
a result, we allow overtime to minimize the number of tardy jobs. Overtime decisions are made for shifts on a 
daily basis. Overtime can be done during the weekends (Saturday and Sunday) as well as weekdays. Weekend 
overtime is done prior to upcoming week. It is also assumed that weekend overtime cost is higher than weekday 
overtime cost. The overall objective is to maximize profits. Tardy jobs are avoided as long as profit to be made 
is higher than the corresponding production/overtime costs. There are limitations on weekday and weekend 
overtime capacities. In this paper, the number of shifts considered is 2. Models can easily be modified to ac-
commodate 1 shift. However, if the company wants to adopt a 3-shift policy, then weekday overtime option has 
to be eliminated and overtime can only be done during weekends. Lot splitting is not allowed in this study. 

We propose mathematical models based on the current overtime workforce handling practices followed by the 
industries to solve this problem and then compare their performance in this study. 
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3. Literature Review 
Several researchers focused on cell loading problem. Among them, Süer, Saiz, Dagli & Gonzalez [2] andSuer, 
Saiz & Gonzalez [3] developed several simple cell loading rules for connected and independent cells, respec-
tively. They have tested the performance of these rules against four different performance measures, namely 
number of tardy jobs, maximum tardiness, total tardiness and utilization. Süer, Vazquez & Cortes [4] developed 
a hybrid approach of Genetic Algorithms (GA) and local optimizer to minimize number of tardy jobs in a mul-
ti-cell environment. In the same study, they have used three different GA approaches; basic GA approach, hybr-
id GA with local optimizers and finally GA with learning feature. Hybrid GA outperformed basic GA, however, 
GA with learning improved solutions only marginally. Süer, Arikan & Babayiğit [5] [6] studied cell loading 
subject to manpower restrictions and developed fuzzy mathematical models to minimize number of tardy jobs 
and total manpower levels. They have used various fuzzy operators and identified fuzzy operators that can find 
non-dominated solutions. In their work, number of cells and crew size for each cell were identified in addition to 
product sequencing decisions.  

There are a number of works reported where both cell loading and product sequencing tasks are carried out. 
Süer & Dagli [7] and Süer, Cosner & Patten [8] discussed models to minimize makespan, machine requirements 
and manpower transfers. These works first assigned products to cells to minimize makespan and then re-se- 
quenced the products to minimize manpower requirements. Yarimoglu [9] developed a mathematical model and 
a genetic algorithm to minimize manpower shortages in cells with synchronized material flow. Synchronized 
material flow allowed material transfers between stages at regular intervals (e.g., 4 hour in his case).  

Some other researchers studied the sequencing of families in a single cell or machine. Nakamura, Yoshida & 
Hitomi [10] considered sequence-independent group setup in his work and his objective was to minimize total 
tardiness. Hitomi & Ham [11] also considered sequence-independent setup times for a single machine schedul-
ing problem. Ham, Hitomi, Nakamura & Yoshida [12] developed a branch-and-bound algorithm for the optimal 
group and job sequence to minimize total flow time keeping the number of tardy jobs minimum. Pan and Wu 
[13] focused on single machine scheduling problem to minimize mean flow time of all jobs subject to due date 
satisfaction. They categorized the jobs into groups without family splitting. Gupta and Chantaravarapan [14] 
studied the single machine scheduling problem to minimize total tardiness considering group technology. Indi-
vidual due dates and independent family setup times have been used in their problem with no family splitting. 
Süer and Mese [15] studied the same problem but allowed family splitting as it would be beneficial in many 
cases.  

A number of researchers focused on shoe manufacturing industry and reported various results. These works 
heavily focused on scheduling jobs on the Rotary Injection Molding Machines. Süer. Santos and Vazquez [16] 
have developed a three-phase Heuristic Procedure to minimize makespan. Süer, Subramanian and Huang [17] 
included some heuristic procedures and mathematical models for cell loading and scheduling problem. The ob-
jective was to minimize makespan and unlimited availability of the molds was assumed. Later, Huang, Suer and 
Urs [18] introduced the limited mold availability into the problem for the same objective. 

The most important feature of the scheduling problem studied in this paper is that both overtime decisions and 
detailed scheduling tasks including cell loading and product sequencing are performed simultaneously. Even 
though there were previous works that considered capacity and scheduling decisions simultaneously before (see 
Süer, Arikan & Babayiğit [5] [6]), there is only one work that considers both overtime and scheduling decisions 
simultaneously (see Mathur and Süer [19]) in the literature to the best knowledge of the authors. We propose 
new mathematical models that can be used under varying conditions. The objective is to maximize the profit and 
it is closely related to finishing jobs on time. 

4. Integer Programming Formulation 
Maxwell [20] developed a mathematical model to minimize number of tardy jobs on a single machine schedule. 
Later, Süer, Pico and Santiago [21] extended this model for parallel machine scheduling. In a later study, Süer, 
Arikan and Babayiğit [5] [6] adapted this model to cell loading problem where jobs are assigned to cells and 
manpower levels for each cell are identified simultaneously. Süer, Mathur and Ji [19] extended these models 
where due date equations are modified to allow for overtime decisions. In the models proposed in this paper, the 
due dates of jobs are modified in a similar way to meet different working conditions. This modification allows 
us to consider overtime decisions along with cell loading and scheduling. The main logic behind this formula-



G. A. Süer, K. Mathur 
 

 
61 

tion is that the due time for a job is extended (increased) by the total overtime hours planned before this job is 
due. 

Assume that a job is due Wednesday noon. Assuming only one shift work, then the due time for this job is 
calculated as 20 hours (8 hours available on Monday, 8 hours available on Tuesday and 4 hours available on 
Wednesday). Assume that mathematical model proposes to do overtime both on Monday and Tuesday, 3 hours 
each day. Then the due time of this job becomes 26 hours (=20 + 3 + 3). The proposed mathematical models 
accommodate this possibility in the formulation. The objective is to maximize profit. All of the jobs should be 
ordered by the Earliest Due Date (EDD) before model is run (d[1] ≤ d[2] ≤ d[3] ≤ … ≤ d[n]). Similarly p[i] is the 
processing time of the job in the ith order. It is also assumed that weekend overtime work is done prior to plan-
ning week. 

In this section, four different integer programming formulations are introduced. Each one of them is based on 
the observation on overtime workforce handling practices followed by the industries. Indices and parameters 
used throughout the paper are listed below. 

Indices:  
i: job index 
j: cell index 
t: day index  
q: shift index  
Parameters: 
n: number of jobs  
m: number of identical cells  
pi: processing time of job i (in hours)  
di: due time of job i (in hours) 
shift[i]v: shift in which ith job is due 
si: sales price of job i 
cwd: weekday overtime cost per shift 
cwe: weekend overtime cost per shift 
dayi: due day of job i depending on due time 
otwd: length of weekday overtime (3 hours)  
otwe: length of weekend overtime (8 hours)  

4.1. Mathematical Model 1 
The unique feature about this model is that it allows different weekday and weekend overtime decisions with 
respect to different cells and also workers are paid for the complete period of overtime slot even if they finish 
the work early in the overtime period. The model is capable of determining the schedule of jobs on each cell as 
well as handling the capacity of each cell by making overtime decisions.  

The objective is to maximize the net profit as shown in Equation (1). This is computed by subtracting all 
weekend and weekday overtime costs from the sales revenue of the products finished by their due time. Week-
day overtime can be done on any of the five working days and weekend overtime can be done on Saturday 
and/or Sunday. The first set of constraints (Equation (2)) enforce that early jobs are completed before their due 
times (original or extended). The second set of constraints (Equation (3)) guarantees that a job can assigned to at 
most one cell. The values of decision variables xij and ottjq will be known once the mathematical model is solved.  

Decision Variables: 
xij: 1 if job i is assigned to cell j, 0 otherwise 
ottjq: 1 if there is overtime on day t in shift q of cell j, 0 otherwise 
Objective Function: 

5 2 7 2

1 1 1 1 1 6 1 1
Max 

n m m m

i ij tjq tjq
i j t j q t j q

z s x cwd ot cwe ot
= = = = = = = =
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j

x i n
=

≤ ∀ =∑                                  (3) 

4.2. Mathematical Model 2 
Model 2 is similar to Model 1 in that it allows different weekday and weekend overtime work with respect to 
different cells. However, the difference between two models comes from the practice that overtime workforces 
can be hired and paid for the fraction of the overtime slot in this Model. In this model, overtime decision varia-
ble is modified as given below.  

ottjq: fraction of overtime to do on day t in shift q of cell j between 0 and 1 

4.3. Mathematical Model 3 
The model has been first proposed by Süer, Mathur and Ji [19]. The unique feature about this model is that a 
uniform overtime strategy is applied, i.e., all of the cells get to do the same overtime whenever an overtime de-
cision is made. This may be important in some companies where all the workers are given the same opportunity 
to do overtime and gain additional income. Overtime workforces are hired and paid for the complete period of 
overtime slot on all cells. In this case, overtime decision variable is simplified as shown below.  

ottq: 1 if there is overtime on day t in shift q, 0 otherwise 
The objective is to maximize the net profit as shown in Equation (4). The first set of constraints (Equation (5)) 

enforce that early jobs are completed before their due times (original or extended). The second set of constraints 
(Equation (6)) guarantees that a job can assigned to at most one cell.  

Objective Function: 
5 2 7 2

1 1 1 1 6 1
Max   

n m

i ij tq tq
i j t q t q

z s x cwd m ot cwe m ot
= = = = = =

= − −∑∑ ∑∑ ∑∑                       (4) 

Subject to: 

[ ] [ ] [ ]

[ ] [ ]day shift 7 2

1 1 1 6 1
1, 2, , , 1, 2, ,

k kk

tq tqi i j k
i t q t q
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= = = = =

≤ + + ∀ = ∀ =∑ ∑ ∑ ∑∑             (5) 

1
1 1,2, ,

m

ij
j

x i n
=

≤ ∀ =∑                                  (6) 

4.4. Mathematical Model 4 
Model 4 is similar to Model 3 in that all of the cells get to do the same overtime whenever an overtime decision 
is made. However, the difference between two models is that overtime workforces can be hired and paid for the 
fraction of the overtime slot in Model 4. In this case, overtime decision variable is modified as shown below.  

ottq: fraction of overtime to do on day t in shift q between 0 and 1 
The main features of four mathematical models are summarized in Table 1. 

5. A Numerical Illustration 
An example case is illustrated in this section. A 20-job and 2-cell problem is solved by all four mathematical 
models using ILOG OPL 6.3 optimization tool. In each mathematical model illustration, three tables and one 
figure are given. The first table shows the sequence of jobs assigned to each cell; the second table shows the 
corresponding overtime decisions for the problem; the third table shows the original due day, due shift and due 
time; revenue generated from each job, processing times, detailed computations of completion times and revised 
due dates (Di*) based on overtime decisions; and the Gantt chart is given in the corresponding figure. It is im-
portant to note that the weekend overtime starts before the week starts. For example, to complete a job before 
the set due date (say on Monday evening), overtime can be performed on Saturday and/or Sunday shifts.  

5.1. Solution by Mathematical Model 1  
This model assigned 18 out of 20 jobs to cells. Jobs 8 and 14 are not assigned to any cell (hence tardy and in this 
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paper lost customer orders). The jobs assigned to each cell are summarized in Table 2. Table 3 shows when and 
on what cell we need to do overtime during the week. Table 4 shows the details of all computations. When a job 
is tardy, its completion time is not listed since it is assumed as lost sales (for example for job 8 in Table 4). Job 
1 in Table 4 is due Monday, shift 1, and original due time is 5.79 hours and it has been assigned to cell 1. Since 
we allow overtime on Sunday shift 1 for eight hours on cell 1, the due date is taken as (D1*=) 13.79 hours (=5.79 
+ 8). Similar adjustment are made for all jobs, i.e. jobs original due dates are modified (increased) by consider-
ing the overtimes scheduled before their due date. On cell 1, Monday shift1 is of regular eight hours whereas on 
cell 2, Monday shift 1 is of 11 hours (including overtime). On both the cells, Monday shift 2 are 11 hours (in-
cluding overtimes); Tuesday shift 1 and shift 2 are 11 (including overtimes) and eight hours respectively; and 
the remaining weekdays are all regular eight hours. Whereas on the weekends, only cell 1 needs eight hours of 
overtime only on Sunday shift1 as shown in Table 3 and Figure 1. 
 
Table 1. Characteristics of Mathematical models over Overtime decision variables. 

Mathematical Models 
Overtime 

Different on different cells Same on all cells Complete duration Partial duration 

Mathematical Model 1     

Mathematical Model 2     

Mathematical Model 3     

Mathematical Model 4     

 
Table 2. Sequence of jobs assigned to each cell for model 1. 

Cells Jobs 

C1 1, 3, 4, 6, 9, 10, 11, 12, 16, 19 

C2 2, 5, 7, 13, 15, 17, 18, 20 

 
Table 3. Overtime decisions for model 1. 

 Day Monday Tuesday Wednesday Thursday Friday Saturday Sunday 

Cells 

C1 
Shift 1 0 1 0 0 0 0 1 

Shift 2 1 0 0 0 0 0 0 

C2 
Shift 1 1 1 0 0 0 0 0 

Shift 2 1 0 0 0 0 0 0 

 

 
Figure 1. Gantt chart for model 1 solution. 
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Table 4. Detailed computations for model 1 solution.  

Jobs Due Day Due 
Shift 

Processing 
time Due time Di* Completion 

Time (Ci) 
Sales Price  

(si) in $ Early/Tardy 

1 Monday 1 3.01 5.79 13.79 3.01 2424.38 Early 

2 Monday 2 11.70 13.75 19.75 11.70 3539.11 Early 

3 Tuesday 1 10.61 17.11 31.11 13.62 2451.80 Early 

4 Tuesday 1 5.41 18.44 32.44 19.03 1792.35 Early 

5 Tuesday 1 12.89 19.08 28.08 24.59 3733.76 Early 

6 Tuesday 1 13.32 19.49 33.49 32.35 3748.54 Early 

7 Tuesday 1 4.93 20.96 29.96 29.52 1696.70 Early 

8 Tuesday 1 15.35 21.04 - - 2147.59 Tardy 

9 Tuesday 1 3.42 22.21 36.21 35.77 1430.30 Early 

10 Wednesday 2 9.47 45.36 59.36 45.24 1299.49 Early 

11 Wednesday 2 6.40 45.90 59.90 51.64 1913.32 Early 

12 Wednesday 2 8.07 46.06 60.06 59.71 3092.46 Early 

13 Thursday 1 5.37 52.81 61.81 34.89 2799.01 Early 

14 Thursday 1 11.74 54.82 - - 1629.80 Tardy 

15 Thursday 2 14.09 58.18 67.18 48.98 3914.95 Early 

16 Thursday 2 10.86 59.30 73.30 70.57 2483.75 Early 

17 Thursday 2 14.16 60.35 69.35 63.14 2026.68 Early 

18 Friday 1 6.20 64.15 73.15 69.34 1799.68 Early 

19 Friday 1 7.73 64.62 78.62 78.30 1110.93 Early 

20 Friday 1 10.20 70.69 79.69 79.54 3483.41 Early 

5.2. Solution by Mathematical Model 2 
This model also assigned 18 out of 20 jobs to cells as shown in Table 5. On both cells, Monday shifts are 11 
hours (including overtimes); Tuesday shift1 and shift 2 are 11 (including overtimes) and 8 hours, respectively; 
and the remaining weekdays except for Friday shift 1 are all regular eight hours. On cell 1, Friday shift 1 is of 
8.39 hours (=8 + 0.13*3) whereas on cell 2 it is of 8.02 hours (=8 + 0.0067*3) including overtimes. On the 
weekends, overtimes are required on Sunday shift 1 of 3 hours (=0.375*8) on cell 1 and on Saturday shift 1 of 
1.12 hours (=0.14*8) on cell 2 as shown in Table 6. In this case, the due date for job 1 (D1*=) is computed as 
11.79 hours since we allow partial overtime on Sunday shift 1 for three hours (=0.375*8) and also allow three 
hour overtime on shift1 on Monday on cell 1 (=5.79 + 3 + 3). Table 7 shows the details of all computations and 
the corresponding Gantt chart is given in Figure 2. 

5.3. Solution by Mathematical Model 3 
This model resulted in three tardy jobs. The sequence of jobs assigned to cells is given in Table 8. Overtime de-
cisions are summarized in Table 9. On both the cells, Monday as well as Tuesday shift 1 and shift 2 are of 11 
hours (including overtimes) and eight hours respectively; and the remaining days are all regular eight hours. On 
the other hand, no overtime work is scheduled for weekends. In this model, the due date for job 1 (D1*=) is tak-
en as 8.79 hours (=5.79 + 3) as we allow three-hour overtime on Monday shift 1 on both cells. The detailed 
computations are summarized in Table 10 and the corresponding Gantt chart is given in Figure 3. 
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Table 5. Sequence of jobs assigned to each cell for model 2. 

Cells Jobs 

C1 1, 2, 6, 7, 12, 15, 17, 19  

C2 3, 4, 5, 9, 10, 11, 13, 16, 18, 20 

 
Table 6. Overtime decisions for model 2. 

 Day Monday Tuesday Wednesday Thursday Friday Saturday Sunday 

Cells 

C1 
Shift 1 1 1 0 0 0.13 0 0.375 

Shift 2 1 0 0 0 0 0 0 

C2 
Shift 1 1 1 0 0 0.0067 0.14 0 

Shift 2 1 0 0 0 0 0 0 

 
Table 7. Detailed computations for model 2 solution.  

Jobs Due Day Due 
Shift 

Processing 
time Due time Di* Completion 

Time (Ci) 
Sales Price 

(si) in $ Early/Tardy 

1 Monday 1 3.01 5.79 11.79 3.01 2424.38 Early 

2 Monday 2 11.70 13.75 22.75 14.71 3539.11 Early 

3 Tuesday 1 10.61 17.11 27.23 10.61 2451.80 Early 

4 Tuesday 1 5.41 18.44 28.56 16.02 1792.35 Early 

5 Tuesday 1 12.89 19.08 29.20 28.91 3733.76 Early 

6 Tuesday 1 13.32 19.49 31.49 28.03 3748.54 Early 

7 Tuesday 1 4.93 20.96 32.96 32.96 1696.70 Early 

8 Tuesday 1 15.35 21.04 - - 2147.59 Tardy 

9 Tuesday 1 3.42 22.21 32.33 32.33 1430.30 Early 

10 Wednesday 2 9.47 45.36 55.48 41.80 1299.49 Early 

11 Wednesday 2 6.40 45.90 56.02 48.20 1913.32 Early 

12 Wednesday 2 8.07 46.06 58.06 41.03 3092.46 Early 

13 Thursday 1 5.37 52.81 62.93 53.57 2799.01 Early 

14 Thursday 1 11.74 54.82 - - 1629.80 Tardy 

15 Thursday 2 14.09 58.18 70.18 55.12 3914.95 Early 

16 Thursday 2 10.86 59.30 69.42 64.43 2483.75 Early 

17 Thursday 2 14.16 60.35 72.35 69.28 2026.68 Early 

18 Friday 1 6.20 64.15 74.29 70.63 1799.68 Early 

19 Friday 1 7.73 64.62 77.01 77.01 1110.93 Early 

20 Friday 1 10.20 70.69 80.83 80.83 3483.41 Early 

 
Table 8. Sequence of jobs assigned to each cell for model 3. 

Cells Jobs 

C1 2, 5, 9, 10, 11, 12, 16, 19  

C2 1, 4, 6, 7, 13, 15, 17, 18, 20 
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Table 9. Overtime decisions for model 3. 

Day Monday Tuesday Wednesday Thursday Friday Saturday Sunday 

Shift 1 1 1 0 0 0 0 0 

Shift 2 0 0 0 0 0 0 0 

 
Table 10. Detailed computations for model 3 solution. 

Jobs Due Day Due 
Shift 

Processing 
time 

Due 
time Di* Completion 

Time (Ci) 
Sales Price 

(si) in $ Early/Tardy 

1 Monday 1 3.01 5.79 8.79 3.01 2424.38 Early 

2 Monday 2 11.70 13.75 16.75 11.70 3539.11 Early 

3 Tuesday 1 10.61 17.11 - - 2451.80 Tardy 

4 Tuesday 1 5.41 18.44 24.44 8.42 1792.35 Early 

5 Tuesday 1 12.89 19.08 25.08 24.59 3733.76 Early 

6 Tuesday 1 13.32 19.49 25.49 21.74 3748.54 Early 

7 Tuesday 1 4.93 20.96 26.96 26.67 1696.70 Early 

8 Tuesday 1 15.35 21.04 - - 2147.59 Tardy 

9 Tuesday 1 3.42 22.21 28.21 28.01 1430.30 Early 

10 Wednesday 2 9.47 45.36 51.36 37.48 1299.49 Early 

11 Wednesday 2 6.40 45.90 51.90 43.88 1913.32 Early 

12 Wednesday 2 8.07 46.06 52.06 51.95 3092.46 Early 

13 Thursday 1 5.37 52.81 58.81 32.04 2799.01 Early 

14 Thursday 1 11.74 54.82 - - 1629.80 Tardy 

15 Thursday 2 14.09 58.18 64.18 46.13 3914.95 Early 

16 Thursday 2 10.86 59.30 65.30 62.81 2483.75 Early 

17 Thursday 2 14.16 60.35 66.35 60.29 2026.68 Early 

18 Friday 1 6.20 64.15 70.15 66.49 1799.68 Early 

19 Friday 1 7.73 64.62 70.62 70.54 1110.93 Early 

20 Friday 1 10.20 70.69 76.69 76.69 3483.41 Early 

 

 
Figure 2. Gantt chart for model 2 solution. 
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Figure 3. Gantt chart for model 3 solution. 

5.4. Solution by Mathematical Model 4 
This model also led to 18 jobs being completed before their due dates. The sequence of jobs assigned to cells is 
given in Table 11. Overtime decisions are summarized in Table 12. In Table 13, for example Job 1, is due 
Monday, shift 1, and original due time is 5.79 hours. Since we allow partial overtime of 2.21 hours (=0.27625*8) 
on Saturday shift1 and also allow three hour overtime on Monday shift 1 on both the cells, the due date is taken 
as (D1*=) 11 hours (=5.79 + 2.21 + 3). Similar adjustment are made for all jobs, i.e. jobs original due dates are 
modified (increased) by considering the overtimes scheduled before their due date. On both the cells, Monday 
shift 1 and shift 2 are 11 hours (including overtimes) each; Tuesday shift 1 and shift 2 are 11 hours (including 
overtimes) and regular of eight hours, respectively; Thursday shift 1 and shift 2 are regular eight hours and 8.09 
hours (=8 + 0.03*3) (including overtime) respectively and the remaining days are all regular eight hours. Whe-
reas on the weekend on both the cells, overtime is required only on Saturday shift 1 of 2.21 hours (=0.27625*8) 
as shown in Figure 4. 

6. Experimentation Results 
In this section, experimentation results are discussed. Eight problems were formed with 20, 30, 40, 50, 60, 70, 
80 and 90 jobs; and 2, 2, 2, 2, 2, 4, 4 and 5 cells, respectively (problems 1, 2, 3, 4, 5, 6, 7 and 8 respectively). 
The data generated is inspired from the Textile Company where the problem was observed. Each product un-
dergoes eight different operations. The upper and lower range of processing times for each operation were iden-
tified based on the sample data provided by the company. The processing times were generated randomly from 
this interval for the corresponding operation in each data set. Processing times for operations 1, 2, 3, 4, 5, 6, 7 
and 8 follow uniform distributions UD(2, 4), US(1, 2.5), UD(1, 3.5), UD(1, 2), UD(1, 2), UD(1, 2), UD(1, 2), 
and UD(0.2, 2), respectively. The batch size of each product follows uniform distribution UD(50, 250). The 
production rate for each product is identified based on the bottleneck machine. The processing time (hr) for a job 
is computed dividing its batch size with its production rate. The due time of each job is generated by using Equ-
ation (7). Products’ due days (considering one week as a period) as well as a due shifts (1 or 2) are calculated on 
the basis of due time. The sale price of each job is assigned by using Equation (8). The hourly labor rates for 
regular time, weekday overtime and weekend overtime are taken as $10, $15, and $20, respectively. The week-
end overtime is limited to 8 hours per shift whereas weekday overtime is restricted to 3 hours per shift. 

( )1 1,10
n

ii
i i

p
d p UD

n
=

 
 = + ×
 
 

∑                               (7) 

( )200 1 0.25,0.5i is p UD= × × +                                (8) 

6.1. Results of Mathematical Model 1 
The results of Mathematical Model1 are shown in Table 14. The results show that mathematical model pro-
duced tardy jobs in spite of the fact that overtime was done both during the weekdays and weekend for some 
problems (problems 1, 4, and 5). In problems 2, 7, 8, weekend overtime was not done even though there was a  
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1       4                  6                 7          13                  15                       17                  18  20



G. A. Süer, K. Mathur 
 

 
68 

Table 11. Sequence of jobs assigned to each cell for model 4. 

Cells Jobs 

C1 2, 4, 5, 9, 10, 11, 13, 16, 18, 20  

C2 1, 3, 6, 7, 12, 15, 17, 19 

 
Table 12. Overtime decisions for model 4. 

Day Monday Tuesday Wednesday Thursday Friday Saturday Sunday 

Shift 1 1 1 0 0 0 0.27625 0 

Shift 2 1 0 0 0.03 0 0 0 

 
Table 13. Detailed computations for model 4 solution. 

Jobs Due Day Due 
Shift 

Processing 
time 

Due 
time Di* Completion 

Time (Ci) 
Sales Price  

(si) in $ Early/Tardy 

1 Monday 1 3.01 5.79 11.00 3.01 2424.38 Early 

2 Monday 2 11.70 13.75 21.96 11.70 3539.11 Early 

3 Tuesday 1 10.61 17.11 28.32 13.62 2451.80 Early 

4 Tuesday 1 5.41 18.44 29.65 17.11 1792.35 Early 

5 Tuesday 1 12.89 19.08 30.29 30.00 3733.76 Early 

6 Tuesday 1 13.32 19.49 30.70 26.94 3748.54 Early 

7 Tuesday 1 4.93 20.96 32.17 31.87 1696.70 Early 

8 Tuesday 1 15.35 21.04 - - 2147.59 Tardy 

9 Tuesday 1 3.42 22.21 33.42 33.42 1430.30 Early 

10 Wednesday 2 9.47 45.36 56.56 42.89 1299.49 Early 

11 Wednesday 2 6.40 45.90 57.11 49.29 1913.32 Early 

12 Wednesday 2 8.07 46.06 57.27 39.94 3092.46 Early 

13 Thursday 1 5.37 52.81 64.02 54.66 2799.01 Early 

14 Thursday 1 11.74 54.82 - - 1629.80 Tardy 

15 Thursday 2 14.09 58.18 69.48 54.03 3914.95 Early 

16 Thursday 2 10.86 59.30 70.60 65.52 2483.75 Early 

17 Thursday 2 14.16 60.35 71.65 68.19 2026.68 Early 

18 Friday 1 6.20 64.15 75.45 71.72 1799.68 Early 

19 Friday 1 7.73 64.62 75.92 75.92 1110.93 Early 

20 Friday 1 10.20 70.69 81.99 81.92 3483.41 Early 

 

 
Figure 4. Gantt chart for model 4 solution. 
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Cell 2

Day
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Table 14. Mathematical model 1 results. 

Problem # # of jobs # of cells nT Doing weekday 
overtime (Y/N) 

Doing weekend 
overtime (Y/N) 

Objective 
function value Computation time 

1 20 2 2 Y Y 40890.62 3 s 

2 30 2 1 Y N 30085.93 2 m 8 s 

3 40 2 0 Y Y 36465.85 <1 s 

4 50 2 2 Y Y 48188.39 27 s 

5 60 2 6 Y Y 50869.05 56 m 58 s 

6 70 4 0 Y N 88216.51 <1 s 

7 80 4 1 Y N 93810.16 4 m 54 s 

8 90 5 1 Y N 109658.39 4 m 19 s 

 
tardy job in the system. Doing overtime would cost more than profit to be obtained from this tardy in these 
problems. In problem 3, tardy job(s) were avoided by doing overtime both weekdays and weekends. Finally, in 
problem 6, weekday overtime was sufficient to avoid tardy jobs. The execution times of models varied from 1 
second to almost 57 minutes.  

6.2. Results of Mathematical Model 2 
The results of Mathematical Model 2 are summarized in Table 15. There were tardy jobs in problems 1, 2, and 5 
even though overtime was done both during the weekdays and weekend. In problems 3 and 4, tardy job(s) were 
avoided by doing overtime both weekdays and weekend. Finally, in problems 6, 7 and 8, weekday overtime was 
sufficient to avoid tardy jobs. The execution times of models were less than 2 seconds.  

6.3. Results of Mathematical Model 3 
The results of Mathematical Model 3 are given in Table 16. In problems 4 and 5, there were tardy jobs even 
though overtime was done both during the weekdays and weekend. In problems 1 and 2, weekend overtime was 
not done even though there were tardy jobs in the system. Finally, in problems 3, 6 and 8, tardy jobs were 
avoided by doing overtime either on weekdays or both weekdays and weekend. Problem 7 could not be solved 
due to memory restrictions. The execution times of models varied from 1 second to almost 2 hours 4 minutes.  

6.4. Results of Mathematical Model 4 
The results of Mathematical Model 4 are shown in Table 17. The results show that mathematical model pro-
duced tardy jobs in spite of the fact that overtime was done both during the weekdays and weekend for some 
problems (problems 1, 4, and 5). In problems 2, 7, 8, weekend overtime was not done even though there was a 
tardy job in the system. Doing overtime would cost more than profit to be obtained from this tardy in these 
problems. In problem 3, tardy job(s) were avoided by doing overtime both weekdays and weekends. Finally, in 
problem 6, weekday overtime was sufficient to avoid tardy jobs. The execution times of models varied from 1 
second to almost 57 minutes.  

6.5. Comparison of Mathematical Models 
In this section, the results of four mathematical models are compared. The highest profit for each problem was 
obtained with mathematical model 2 (MM2). MM4 found the second highest profit in six of the problems tested 
and tied with MM2 in problems 2 and 4. The main reason why MM2 and MM4 obtained better results is due to 
the fact that overtime decision variables are allowed to take fractional values thus lowering the overtime cost. 
On the other hand, MM1 got the third highest profit values in five problems and tied with MM3 in the remaining 
three problems. Based on the results, the preference of models can be listed as 1) MM2; 2) MM4; 3) MM1; and 
4) MM3. It is also important to note that the difference between the best and worst profit values in the problems 
tested here is less than 0.80% in seven out of eight problems and it is 1.62% in the remaining problem. The re-
sults of four mathematical models are summarized in Table 18.  
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Table 15. Mathematical model 2 results. 

Problem # # of jobs # of cells nT Doing weekday 
overtime (Y/N) 

Doing weekend 
overtime (Y/N) 

Objective 
function value Computation time 

1 20 2 2 Y Y 41155.12 <1 s 
2 30 2 1 Y Y 30243.78 <1 s 

3 40 2 0 Y Y 36622.85 <1 s 

4 50 2 0 Y Y 48557.07 <1 s 
5 60 2 6 Y Y 50876.50 9 s 
6 70 4 0 Y N 88311.01 <1 s 
7 80 4 0 Y N 94068.04 2 s 

8 90 5 0 Y N 109881.77 2 s 

 
Table 16. Mathematical model 3 results. 

Problem # # of jobs # of cells nT Doing weekday 
overtime (Y/N) 

Doing weekend 
overtime (Y/N) 

Objective 
function value Computation time 

1 20 2 3 Y N 40488.82 <1 s 

2 30 2 1 Y N 30081.08 4 m 24 s 

3 40 2 0 Y Y 36465.85 <1 s 

4 50 2 1 Y Y 48168.69 <1 s 

5 60 2 6 Y Y 50869.05 2 h 3 m 31 s 

6 70 4 0 Y N 88216.51 <1 s 

7 80 4 out of memory 

8 90 5 0 Y N 109632.80 <1 s 

 
Table 17. Mathematical model 4 results. 

Problem # # of jobs # of cells nT Doing weekday 
overtime (Y/N) 

Doing weekend 
overtime (Y/N) 

Objective 
function value Computation time 

1 20 2 2 Y Y 41155.12 <1 s 

2 30 2 1 Y Y 30243.78 <1 s 

3 40 2 0 Y Y 36622.85 <1 s 

4 50 2 0 Y Y 48557.07 <1 s 

5 60 2 6 Y Y 50876.50 6 m 41 s 

6 70 4 0 Y N 88311.01 3 m 27 s 

7 80 4 0 Y Y 94068.04 17 s 

8 90 5 0 Y N 109881.77 15 m 36 s 

 
Table 18. Performance comparison between mathematical models. 

Problem # # of jobs # of cells 
Mathematical Model 1 Mathematical Model 2 Mathematical Model 3 Mathematical Model 4 

nT Objective 
function value nT Objective 

function value nT Objective 
function value nT Objective 

function value 

1 20 2 2 40890.62 2 41155.12 3 40488.82 2 41155.12 

2 30 2 1 30085.93 1 30243.78 1 30081.08 1 30243.78 

3 40 2 0 36465.85 0 36622.85 0 36465.85 0 36622.85 

4 50 2 2 48188.39 0 48557.07 1 48168.69 0 48557.07 

5 60 2 6 50869.05 6 50876.50 6 50869.05 6 50876.50 

6 70 4 0 88216.51 0 88311.01 0 88216.51 0 88311.01 

7 80 4 1 93810.16 0 94068.04 Out of memory 0 94068.04 

8 90 5 1 109658.39 0 109881.77 0 109632.80 0 109881.77 
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7. Conclusions and Future Work 
In this study, various mathematical models are proposed to determine overtime requirements, assign jobs to cells 
and also determine the sequence of jobs simultaneously in each cell. The objective is to maximize the profit to 
be obtained from the completion of products on time. These mathematical models represent different overtime 
workforce handling practices followed by industries. The problem has been inspired from a textile company. 
Data used in the experimentation has been generated based on the collected sample real data from the same 
company.  

The result of a mathematical model gives us a weekly complete schedule with the overtime decisions on each 
weekend and weekday on each shift and on each cell. Moreover, it tells us the load on cells and also the sche-
dule of jobs on each cell. The selection of an appropriate mathematical model obviously depends on practices of 
different companies. However, if there is a chance to select among these models, then Mathematical Model 2 
would be the best choice as it outperforms all other mathematical models in all of the problems tested. Mathe-
matical Model 2 allows partial overtime periods. It also allows different overtime periods on different cells. This 
flexibility in the problem formulation led to the best results. Mathematical model 4 tied the results in two of the 
problems and got the second best results in the rest of the problems. Indeed, the gap between the best and worst 
results when all models were considered was smaller than 1.62%.  

The experimentation also showed that mathematical models could solve large problems relatively fast. Espe-
cially Mathematical Model 2 took less than nine seconds to find the optimal solution in all of the problems 
tested. This may be another factor that would make Mathematical Model 2 a desirable one in addition to the fact 
that it found the highest profits among all models. We could solve problems up to 90 jobs per period. The num-
ber of jobs mentioned in the textile company had to handle on a weekly basis roughly varied 20 - 40 jobs. As a 
result, these models can be used to make these decisions in similar industrial settings. 

Some of the future work planned includes addition of setup times to the models. Allowing lot splitting is 
another option. We may also consider a minimum limit on overtime in the future models. Another possible ex-
tension is to allow tardy jobs but apply penalty (tardiness cost) when that occurs. In this study we assumed that 
cells were identical. It is also possible to consider cell size alternatives. One last note about the topic is that if a 
company uses overtime regularly, it may be worthwhile to adjust capacity levels (increase) to avoid additional 
overtime costs. 
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Abstract 
This paper focuses on model development for computer analysis of the thermal behavior of an ex-
ternally driven spindle. The aim of the developed model is to enable efficient quantitative estima-
tion of the thermal characteristics of the main spindle unit in an early stage of the development 
process. The presented work includes an experimental validation of the simulation model using a 
custom-built test rig. Specifically, the effects of the heat generated in the bearings and the heat flux 
from the bearing to the adjacent spindle system elements are investigated. Simulation and expe-
rimental results are compared and demonstrate good accordance. The proposed model is a useful, 
efficient and validated tool for quantitative simulation of thermal behavior of a main spindle sys-
tem. 

 
Keywords 
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1. Introduction 
The accuracy of a machine tool is influenced by its static, dynamic and thermo-elastic behavior [1]. The influ-
ence of a machine tool’s thermal behavior on the machining process accuracy and repeatability has been the fo-
cus of research since the 1960s [2]. Main spindle systems contribute significantly to the final workpiece accura-
cy. The thermal properties of the main spindle unit as well as its rotational accuracy and static and dynamic 
stiffness affect the accuracy of the manufactured part. Advances in mechatronics have led to a higher precision 
of machine tools. However, the predictability of the thermal stability of machine tools becomes more critical, 
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especially to avoid costly design modifications in latter stages of machine development based on experimental 
studies [3]. Due to the significance of the main spindle’s thermal behavior on machine tool manufacturing accu-
racy, a good understanding of the thermal interaction among different spindle components in practical spindle 
systems is required [4]. 

The spindle system’s overall behavior strongly depends on the design and structure of the employed compo-
nents. Particularly, the behavior of high-speed spindles can vary significantly according to the direction or ar-
rangement of its components. For example, the arrangement of bearing sets, motor placement and motor coolant 
jackets in the housing, fits between bearings, housing design and bearing preload mainly influence the spindle 
behavior during high speed operation. 

Spindle bearing friction is the main reason for bearing heat generation, which limits the maximum achievable 
spindle speed. As speed increases, there is an increase in generated heat in the bearings, the motor and the cut-
ting surface. This additional heat causes thermal expansion. The amount of heat generated in the bearing should 
be estimated within the design process in order to choose the proper types of bearings and drives. 

Angular contact ball bearings are most widely used for high speed spindles due to their properties under high 
speed conditions [5]. The bearings outer ring temperature is commonly used to detect early bearing failure, since 
expansion causes increased bearing loads and can lead to seizure [6]. 

Therefore, it is important to include the spindle’s and bearing’s thermal effects on the prediction of the overall 
response at elevated rotational speeds. The thermal models of bearing and spindle must be combined to provide 
a comprehensive representation of the heat transfer mechanisms. 

Many attempts have been made to model the thermal behavior of the spindle and bearings for more than 60 
years [7]. The Finite Element Method (FEM) is widely used to formulate the thermo-mechanical model of the 
bearing and spindle system [8]-[10]. The FEM models include the dynamic stiffness of the bearings, contact 
forces, temperature distributions and thermal expansions. The main drawback of this method is that it cannot be 
applied and adapted to different types of systems and conditions of operation in an efficient and fast manner. 
Besides, the standard software does not incorporate the models for numerical estimation of heat generation in 
the bearings and requires a lot of preparatory work [10]. 

In order to achieve a better understanding of the thermal behavior of the main spindle and its influence on the 
surroundings, it is not sufficient to use specially designed test rigs for the testing of individual spindle compo-
nents. Beyond that, an examination of the entire spindle system is required. For this reason a custom-designed 
modular test rig was built. Different machine tool spindles can be operated on this test rig under a variety of 
testing conditions. During the early stages of design and as a part of the comprehensive effort to define the error 
caused by thermal expansion due to spindle operation, a thermal model of the spindle system was developed, 
following the purpose of increasing the efficiency of evaluating the thermal behavior of such spindle systems. 
Using the model and software developed, a fast numerical evaluation of the effect of machining operation para-
meters on the heat transfer mechanism within the main spindle system was obtained. 

For the purpose of model validation, an experimental study was conducted using a custom-built test rig. In 
this paper the test rig configuration and experimental work for the externally driven spindle’s thermal behavior 
are investigated. In this spindle as a special case study, the only heat generation sources are the bearings. The 
experimental work is followed by modelling and simulation of the thermal behavior of the spindle system using 
Wolfram Mathematica® software. 

2. Simulation Model Development 
The purpose of the spindle bearing model is the calculation of heat generation, heat transfer and temperature 
distribution over the spindle and housing elements. The developed model is coupled with the thermal models of 
the bearing to obtain a thermal response of the whole spindle system. The following assumptions were made [6]: 
• Shaft and housing are assumed to be radially axisymmetric about the centerline of the spindle. 
• The primary analysis will be one-dimensional in the axial direction. Radial heat loss in the housing will also 

be considered. 
• Any heat generation (or cooling) is assumed to occur at the bearing contact zone, the center of the spindle (as 

in a centrally located motor), or the tips of the spindle (cutting heat and motor heat). 
Although there are many simplifications, this heat transfer model can be used to examine the temperature 

fields in the bearings, housing and spindle shaft by examining the actual spindle bearing assembly. Without loss 
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of generality, the proposed heat transfer model is developed based on an externally driven grinding spindle with 
maximum spindle speed of 7000 rpm and a bearing bore diameter of 85 mm. 

2.1. Bearing Heat Generation 
The externally driven grinding spindle investigated in this research is assembled with sealed universal bearings 
with small steel balls. Figure 1 illustrates the basic method used for defining heat transfer through the spindle 
and housing. 

The heat is mainly generated in the contact between bearing raceways and balls due to frictional losses and 
rolling friction, influenced by speed, preload and lubricant. The cutting process is also a heat source. All three 
types of heat are the result of rotating motion and they are calculated from torque and speeds. The equation 
combining all three sources of heat is [8]: 

brg brg_ brg_ brg_l v sq q q q= + +                                  (1) 

where brgq  is the heat flux from the bearing, l , v and s stand for load, viscosity and rotational speed, respec-
tively. All three types of heat are generated at the contact between the ball surfaces and bearing raceways. Prior 
to the solution of thermal steady-state behavior, bearing heat generation must be calculated. According to 
Palmgren [7] and Harris [11], the total friction torque in the bearings is related to load, viscosity and rotational 
speed. By replacing the bearing loading forces with bearing contact loads expressions, the equations for inner 
and outer rolling resistance torque, ( )inner ringiM , ( )outer ringeM , related to load and viscosity at each ball can be ex-
pressed as [6]: 
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The bearing parameters 0 f  and 1f  are dependent on the bearing and lubrication type. For angular contact 
ball bearings, 0 f  is equal to 2.0 for grease and 1f  is equal to 0.001 for oil-air. The kinematic viscosity η  
(m2/s) is found using the operating lubricant temperature. The ball’s rolling velocity is 

roll md Dω ω=                                      (3) 

where D is the ball diameter (m), ω  is the inner ring velocity (rad/s). iQ , eQ  and _maxiQ , _maxeQ  (N), are 
the ball contact load and ball maximum contact load at the contact point of the inner ring and the ball and the 
outer ring and the ball, respectively. The rotational speed related rolling resistance torque, ( )inner ringsiM ,  

( )outer ringseM  can be expressed as: 
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Figure 1. The investigated spindle and housing geometry definition including heat 
sources. 
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where sk  is the friction coefficient, ea , ia  are the major axes of the inner and outer contact ellipse area and 
λ  is the contact area geometry factor [6]. The heat generation in the inner ring ikH  and outer ring ekH  con-
tact zone for ball k , is found from the power loss equation, where power is rotational speed times moment. 

roll

roll

;

.
ik fi si si

ek fo se se

H M M

H M M

ω ω

ω ω

= +

= +
                                 (5) 

It is assumed that for grease lubrication all heat generation enters the combined ball/ring network. The overall 
bearing heat generation is the summation of the contact heat generation at the inner and outer rings [8]. The 
housing will experience the heat generated from the outer ring eH , while the spindle shaft receives heat gener-
ation from the inner ring iH . 

 
1 1

,     
b bN N

i ik e ek
k k

H H H H
= =

= =∑ ∑                                 (6) 

where bN  is the total number of balls in the bearing. The Hertzian contact theory is used in this study to com-
pute the contact loads iQ , eQ  between bearing balls and bearing rings. The Hertzian inner and outer contact 
loads for each ball are shown in Figure 2 and expressed by [12]-[14]: 

3 2
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δ

δ
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=
                                     (7) 

where k is the ball index, ikδ , okδ  are the relative normal contact displacement between ball, inner and outer 
ring. iK  and oK , the load deflection parameters can be obtained using the equations shown in Appendix A 
[11] [14]. 

The bearing displacement vector { }δ  describes the three linear and two rotational motions, 
T

x y z y zδ δ δ γ γ   . 
Due to the external forces applied to the bearings, displacements appear within the inner and outer rings and the 
distance between the curvature centers of the bearing rings change, as shown in Figure 3 [14]. The relative dis-
placement between the inner ring and the outer ring can be expressed as: 

0 ;    ;;  ;    o i o i o i o
x y y z z z y y y z z

i i
x x y zδ δ δ δ δ δ δ δ δ γ γ γ γ γ γ∆ = − ∆ = − ∆ = − ∆ = − ∆ = −             (8) 

where dB  is the distance between the curvature centers of the inner and outer rings before deformation of the 
bearing and can be represented as: 

( ) 1 .o idB BD f f D+ −= =                                  (9) 
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As shown in Figure 3, where k is the ball index. ik∆  and ok∆  can be expressed as: 
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The following relations are derived from Figure 3: 
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The equilibrium equations for the bearing ball as shown in Figure 2(c) can be expressed as [14]: 
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Figure 2. Angular contact ball bearings. (a) Geometry and temperature terms; (b) Loads 
diagram [15]; (c) Forces acting on the bearing ball [14]. 

 

 
Figure 3. Displacement relationships between curvature centers of bearing rings under load 
[14]. 
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where ckF  and gkM  are the centrifugal force and gyroscopic moment, respectively [14]. The displacement 
equations for the bearing ball as shown in Figure 3 can be expressed as [14]: 
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For  2πk k Nϕ = , N  is the total number of balls in the bearing, θ  is the initial contact angle, ikU , ikV  
in Equation (14) will be: 
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( )0.5 cos
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m
ic i

D
r f D θ= + −                                (16) 

icr  in Equation (16) is the radius from the bearing center to the inner ring curvature center shown in Figure 2(a). 

The four unknown parameters, { } { }T, , ,k k k ok ikU V δ δ=δ  must be obtained by solving Equations (13), (14) ite-
ratively using the approach [14]: 

( ){ } ( ){ } ( ) ( ){ } ( )
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{ } { }T
1 2 3 4, , ,k ε ε ε ε=ε  is the error vector and should converge to a specifically defined small value. The coef-

ficients matrix ij  a  can be expressed as: 
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The elements of the error vector { }kε  are: 
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The bearing’s contact loads  ikQ , okQ  in Equation (7) are obtained using the calculated values of { }kδ . The 
bearing heat generation can be computed by Equations (2)-(6) using the calculated variables values. Knowing 
the bearing heat generation quantity, we can move forward to the thermal model of spindle and housing. 

2.2. Spindle and Housing Thermal Model 
The developed model is based on representing the spindle and the housing using axisymmetric thermal resis-
tance elements. For the solution, the input parameters are: geometry, material parameters, air temperature, heat 
generation due to the bearings and initial temperature of the system. The thermal resistance is calculated for 
each housing and spindle element. Linear thermal resistance is defined according to the following equation [6]: 

LR
KA

=                                       (20) 

where L  is the element length, K  is the material thermal conductivity and A  is the cross-sectional area. 

2.2.1. Bearing Heat Transfer Model 
Figure 4 shows the bearing geometry and temperature nodes definition as well as the bearing heat transfer mod-
el. The externally driven spindle is grease lubricated. With grease-packed lubrication, heat convection is less 
significant and conduction is more prominent. The radial heat transfer through the spindle, rolling element and 
housing is described similar to the thermal resistance network described by Jorgensen [6] and is shown in 
Figure 4. 
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Figure 4. Bearing heat resistances model. 
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The heat transfer equations use temperatures at the edge of the inner and outer rings as boundary conditions. 
As an alternative solution method, the outer ring temperature can be easily measured and applied to the solution, 
allowing the housing approximations to be ignored. Steady state outer ring temperatures can be used to provide 
a reference point for the thermal equations [6]. The matrix form of the heat transfer equations can be expressed 
as: 

[ ]{ } { }=bR T H                                    (22) 

where [ ]bR  is the system heat resistance matrix; { }T  is the vector of unknown temperatures, in this case 
three unknowns, and { }H  are the heat generation inputs. As shown in Figure 4, Equation (22) can be written 
as:  
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The resistance matrix elements, bijR  as well as the expressions for the generated heat can be found in Ap-
pendix B. Solving Equation (22) allows to predict the contact points’ temperatures LeT , LiT  as well as the 
bearing ball temperature bT . Although the heat transfer equations are approximations, sufficient accuracy is at-
tainable for thermal expansion predictions [6]. 

2.2.2. Housing Heat Transfer Model 
The housing heat transfer model based on quasi-two-dimensional analysis of heat flow is shown in Figure 1. 
The geometry parameters are shown in Figure 5. The four unknown nodal points’ temperatures, oAT , oBT , oCT , 

oDT , shown in Figure 1, were calculated by applying axial and radial conduction and convection resistance ele-
ments. The radial and axial resistances for an element can be expressed as: 
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where hr  and or  are the outer (housing) and inner (housing) element radius. L is the element length, hk  is 
the housing element thermal conductivity and airk  is the heat convection coefficient in air. The first part in Eq-
uations (24) and (25) is the radial and axial conduction resistance, respectively. The second part in Equations (24) 
and (25) is the radial and axial convection resistance. The second parts will be equal to zero if there are no free  
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Figure 5. Spindle and housing 2D configuration. 

 
ends in the element. In order to simplify the heat transfer equilibrium equation the axial and radial element re-
sistance are combined as shown in the following equation: 
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totalR  is the element total resistance. The housing heat transfer equations in matrix can be expressed as: 

[ ]{ } { }=hR T H                                     (27) 

where AR  and DR  are the total resistance of the front and rear housing elements. _radBCR  is the resistance of 
the connection element between points B and C. The resistance matrix elements hijR  as well as the expressions 
for generated heat and the resistances AR , DR  and _ radBCR  can be found in Appendix C. By solving the set of 
Equation (27), the temperature values at the four most heated points along the housing outside surface are ob-
tained. 
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2.2.3. Spindle Shaft Heat Transfer Model 
As shown in Figure 6, the spindle shaft is represented by a nine resistance element model. By applying the same 
matrix notation as above, the matrix notation of the heat generation balance is obtained: 

[ ]{ } { }=iR T H                                     (29) 

where [ ]iR  is the spindle shaft heat resistance matrix, { }T  is the vector of unknown temperatures in points 

of interest along the shaft axis, in this case six unknowns, and { }H  is the heat generation inputs. The spindle 
shaft heat transfer set of equations can be expressed as: 
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Figure 6. Spindle shaft heat transfer net. 
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All matrix and vector elements presented in Equation (30) are expressed in Appendix D. By solving the set of 
Equation (30), the temperature values in six points of interest along the spindle shaft centre are obtained. 

3. Experimental Setup for Spindle System Analysis 
The configuration of the test rig used for experimental investigations of an externally driven spindle is shown in 
Figure 7 and Figure 8. An air-cooled asynchronous motor is connected via an elastomer coupling to the spindle. 
In addition to the original spindle housing two adjacent outer housings were used to mount the spindle on to the 
test rig. 

The motor, friction in the bearings and the cutting process are the main causes of heat generated by the spindle 
system during machining operation. The motor is cooled using air flow in the direction from the drive end of the 
motor to the non-drive end. By assuming that most of the cutting heat is taken out by the coolant and that the heat 
generated by the motor in the configuration shown in Figure 7 and Figure 8 is kept away from the machine tool 
spindle, it follows that the heat generated by the bearings is the dominant heat source causing the thermal distor-
tion of the spindle shaft. The motor’s maximum continuous duty speed is 7000 rpm, with a rated power output of 
12 kW. During machining operations such as external cylindrical rough grinding high cutting capacity is required, 
while during fine grinding a high standard of form and surface quality should be maintained. In order to achieve 
both mentioned requirements a high degree of rigidity and running accuracy as well as good damping and speed 
suitability are the main criteria for the spindle bearing arrangement. These requirements are met by the precision 
bearings assembled in the test spindle. Sealed universal spindle bearings with small steel balls (HSS) are used: 
• at the tool end: 1 spindle bearing set, in double O arrangement (Tandem), as fixed bearings 
• at the drive end: 1 spindle bearing set, in O arrangement, as floating bearings 

The employed contact angle of 15˚ is suitable for high radial rigidity. The universal design bearings are lightly 
preloaded. The sealed spindle bearings require no maintenance and are lubricated for life with roller bearing 
grease [5]. 

Studying the heat flux mechanisms during spindle operation, the most interesting spindle elements are the 
spindle bearings, housing and shaft. In order to measure the temperature distribution in axial and radial direction 
and investigate the heat flux into the machine tool components adjacent to the spindle elements, the spindle sys-
tem was divided into four cross-sections for temperature measurements. Figure 9 illustrates the measurement 
sections that were positioned at the bearings axial positions along the spindle system’s rotational axis. In radial 
direction the sensors were positioned along the normal direction of the spindle’s outer cylindrical surface, on cir-
cles of constant diameter, beginning from the outer ring of the bearing through the original spindle housing and 
the 1st outer housing up to the 2nd outer housing supporting the spindle as shown in Figure 10. The data acquisi-
tion system enables simultaneous measurement, recording and display of the output temperatures from a total of 
31 Pt-100 resistance temperature sensors attached in 4-Wire configuration. All 31 sensor positions are shown in  
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Figure 7. Test rig configuration for the externally driven grinding spindle. 

 

 
Figure 8. Experimental setup of the sensors and the data acquisition arrangement. 

 

 
Figure 9. Measuring sections along the spindle axis. 
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Figure 10. Sensor positions: (a) Section 1; (b) Section 2; (c) Section 3; (d) 
Section 4. 

 
Figure 10 and the wiring is shown in Figure 8. As mentioned before, the only heat source within the spindle 
system, during the externally driven spindle operation in the configuration described above is the bearing friction. 
The heat generation of internal components as a function of spindle speed is only investigated using the test rig 
described. The research phase is applied in order to gain fundamental knowledge about the heat generation in the 
spindle system with less complexity. The next step of the investigations will include load-dependent heat genera-
tion and heat flux as well as the motorized spindle system’s thermal behavior. 

4. Spindle System Thermal Behavior—Experimental Study 
The thermo-elastic behavior of a machine tool is strongly nonlinear and has to be modelled for several operating 
points. Hence, the speed spectrum has to be divided into several sections, each having its own operating point [2]. 
Sensitivity analysis under variety of operating modes has been designed and carried out. The spindle speed spec-
trum up to 7000 rpm is divided into seven operating points starting at 1000 rpm with steps of 1000 rpm. The du-
ration of a single step was chosen to be 4 h. The sensor area with the highest temperature in each measurement 
section was the one located on the bearing outer ring. Figure 11 illustrates the highest measured temperature ob-
tained at spindle speeds from 1000 to 7000 rpm. The sensors mounted in Section 2 present the highest tempera-
ture over all spindle speeds. Figure 12 illustrates the steady state temperatures measured in the sections men-
tioned above according to 3 sensor measurements in each section at 7000 rpm spindle speed. Sensor no. 205 
mounted in section 2 at the position directly adjacent to the bearing outer ring. In this position the highest temper-
ature (38.2˚C) was achieved. The second highest temperature, 35.4˚C, was measured by sensor no. 302 and 
31.8˚C was measured by sensor no. 102. All 3 sensors mentioned above were mounted in touch with the bearing’s 
outer ring in each section. As shown in Figure 10, 16 sensors are mounted in Section 2. The graph in Figure 13 
represents the temperature measured in 5 of the 16 different sensor positions in Section 2. All points across the 
section from the deepest measuring point, the outer bearing ring, through all 3 housing elements, to the outermost 
measuring point (sensor no. 204), were heated. Even the outmost point on the outer housing in the 2nd section was 
affected by the heat generated due to the bearing friction. 

By changing the spindle speed over the speed spectrum, from 1000 rpm to 7000 rpm, it is clear from Figure 14 
that the highest rate of change in the maximum temperature occurs when the rotational speed is increased from 
5000 to 7000 rpm. Figure 15 illustrates the influence of spindle speed on the measured temperature in Section 2, 
sensors no. 201 to 205. As already mentioned, the thermo-elastic behavior of the main spindle system in a ma-
chine tool is strongly nonlinear and has to be investigated and modelled in several simplifying steps. First, the 
thermal behavior of an externally driven spindle was investigated in order to verify and apply a simple simula-
tion model, based only on the heat generated by the friction in the bearings. The heat flux from the bearings into  

(a) (b)

(c) (d)



C. Brecher et al. 
 

 
84 

 
Figure 11. Measured temperature in the most heated sensors among all sections over ch- 
anging spindle speeds. 

 

 
Figure 12. Measured temperature at steady state in 4 Sections; 3 sensors each section. 

 

 
Figure 13. Temperature measured by 5 out of 16 sensors in Section 2. 
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Figure 14. Temperature measured by sensor no. 205, as a function of time and 
spindle speed. 

 

 
Figure 15. Measured temperature in Section 2 while changing the spindle speed 
from 3.000 to 7.000 rpm. 

 
several outer housings is investigated as well. By verifying the heat transfer from the inner bearings element to 
the outer housings, one is able to understand the heat flux mechanism and the influence of the heat generated in 
the bearings on the spindle-adjacent machine elements. 

5. Numerical Simulations 
Based on the model described in Section 2 and Appendices A to D, a simulation program was developed. The 
numerical computations as well as the graphical presentations and investigations were carried out using the Ma-
thematica® software [16]. Using the algorithm and software developed, numerical studies of the heat transfer 
mechanism and temperature variations along the external driven spindle system were made. Some simplifica-
tions were made in the simulation programs above. No motor and no external cutting load exists in this stage of 
the study, in order to enable the use of this model as a base line for further simulations including the cutting 
process effects and motorized spindle simulations. 

5.1. Validation of the Simulation Model 
Due to the fact that a commercial grinding machine spindle was used for the investigations, as described already 
in Section 3, in this stage of the experimental studies, we focused our experiments on the heat transfer mechan-
ism from the bearings towards the outer housing elements as a function of spindle rotational speed. As stated, 
the spindle’s original geometry, preload, lubrication viscosity, structure or functional elements can not be varied 
during the investigations. The simulation results are compared with the results obtained in the experimental stu-
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dies described in Section 4. The numerical simulations investigate the effect of operating conditions such as ro-
tational speed (rpm), axial preload, lubricant viscosity, as well as geometrical parameters of the spindle system 
structural components. Comparison between measured temperatures at the housing outer surface, sensors 101, 
201, 301 and 401, and simulated temperature along the axis of the spindle system in the bearings’ positions is 
shown in Figure 16 and Figure 17 for different ranges of spindle rotational speeds. 

From Figure 16 and Figure 17 it follows that there is a good fit between the simulation results and the expe-
rimental results obtained. It can be seen that the differences are in the range of 1˚C to 2˚C over the full range of 
spindle speeds. It should be mentioned that the main goal of the simulation model is to be fast and efficient and 
should give first approximation only during an early stage of spindle design. It should not be accurate as a FEM 
or other simulation software programs, which are much more complex and time consuming. 

5.2. Simulations under Speed Variations 
Internal heat generation and heat flow is strongly speed-dependent. Figure 18 shows the temperature developed 
in the spindle housing outer surface, oAT , oBT , oCT , oDT , at the sections shown in Figure 10. The results can 
be achieved only by simulation because the spindle and bearings speed limit is 7000 rpm. 

The temperature profiles in Figure 19 identify the temperatures leT  in the ball bearings’ point of contact 
with the outer and inner rings. These contact points show the highest temperature within the spindle system. 
 

 
Figure 16. Comparison between measured temperatures and simulated temperature as a 
function of spindle speeds between 2.000 and 4.000 rpm. 

 

 
Figure 17. Comparison between measured temperatures and simulated temperature as a 
function of spindle speeds between 5.000 and 7.000 rpm. 
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Figure 20 depicts the heat generation eH  at the bearing outer ring due to the frictional moments between 
the bearing balls and the bearing outer ring. According to the developed model and as mentioned in the lite-
rature [6], it is assumed that part of the heat generated in the contact flows into the bearing ring and another 
part flows into the bearing ball. Figure 21 shows the temperature profile along points of interest along the 
spindle shaft axis, as shown in Figure 6, for various spindle rotational speeds. 
 

 
Figure 18. Simulated temperature at changed spindle speed up to 30.000 
rpm. 

 

 
Figure 19. Simulated temperature Tle at the contact point between the 
bearing ball and the bearing outer ring. 

 

 
Figure 20. Calculated heat generation at the bearing outer ring as a func-
tion of spindle rotational speed. 
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Figure 21. Simulated temperature at 6 points along the spindle shaft axis. 
Ttail, Tir1, Tir2, Tif1, Tif2, Ttip over spindle speeds spectrum from 2.000 to 
7.000 rpm. 

6. Conclusions 
The theoretical and experimental investigations of the heat transfer mechanism in the externally driven 
grinding spindle have enabled the following conclusions. 

1) The use of the bearing heat generation terms in each model, bearing model, spindle model and housing 
model enabled investigation of the thermal behavior of the entire spindle system under the effect of the main 
source of heat generation: the bearings’ friction. 

2) Experimental investigation of the heat transfer in the spindle system and the machine elements adjacent 
to the spindle allows obtaining the data needed for better understanding the heat generation and flux due to 
the bearing friction. 

3) The simplifying assumptions of the method presented in this study are mainly the one-dimensional heat 
flow approximations, simplified housing geometry, external drive motor, excluding the cutting process heat 
and excluding cutting process loads. These spindle-housing approximations are acceptable since the most 
important temperature predictions are those within the bearings. 

4) Using the models presented, the temperature field can be numerically found for most spindle-housing 
configurations in a fast and efficient manner. The simulated and validated temperature fields can be used for 
numerical simulations of spindles thermal expansion and machine elements adjacent to the spindle, as well 
as for machine tool precision prediction during the development process. 
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where aµ , bµ  are Poisson’s ratio of the bearing ball and the rings, respectively. For the inner and outer 
ring contacts, xR  and yR  are: 
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Housing free convection [6]: 
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Abstract 
This paper proposes a method to design multichannel cosine modulated filter bank for image 
compression using multiobjective optimization technique. The design problem is a combination of 
stopband residual energy, least square error of the overall transfer function of the filter bank, 
coding gain with dc leakage free condition as constraint. The proposed algorithm uses Non- 
dominated Sorting Genetic Algorithm (NSGA) to minimize the mutually contradictory objective 
function by minimizing filter tap weights of prototype filter. The algorithm solves this problem by 
searching solutions that achieve the best compromise between the different objectives criteria. 
The performance of this algorithm is evaluated in terms of coding gain and peak signal to noise ra-
tio (PSNR). Simulation results on different images are included to illustrate the effectiveness of the 
proposed algorithm for image compression application. 

 
Keywords 
Cosine Modulated Filter Bank, Near Perfect Reconstruction (NPR), Non-Dominated Sorting Genetic 
Algorithm (NSGA), Peak Signal to Noise Ratio (PSNR), Pseudo Quadrature Mirror Filter (PQMF) 
Bank 

 
 

1. Introduction 
Filter banks find application in various fields of signal, image and video processing for subband/transform cod-
ing [1]-[3]. In subband coding of images, filter banks are used to decompose the input image into several subi-
mages in terms of different frequency bands. These subimages are then quantized and decoded to have compres-
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sion with least distortion in reconstructed image quality. To get better resolution, decomposition in M bands can 
be achieved in one/two stage via M-channel filter bank or via repetitive use of wavelets (2 channel filter bank) in 
five/six stages [4]-[6]. Thus wavelet results in increased delay with nonuniform band decomposition. Filter 
banks are the most important component in image processing as the quality of the reconstructed image depends 
mainly on analysis/synthesis filter bank structure. Filter banks are designed as a transform to provide maximum 
energy compaction and decorrelation. To fulfil both the requirements, filter bank should have least stopband en-
ergy with least square error in overall transfer function. However, stopband attenuation increases if the perfect 
reconstruction condition is relaxed [7]. Amongst various types of transforms/filter banks cosine modulated, filter 
banks are the most popular choice as the designing and implementation both are easy as compared to others [8] 
[9]. Many approaches have been proposed for the design of 2 channel filter bank and M-channel CMFB filter 
banks with perfect and near perfect reconstruction condition since long time [10]-[11]. These approaches are 
based on the standard constrained, unconstrained, iterative least square optimization techniques which are in 
general complex, depend on the starting point and lead to local solution and may not fulfill all the objectives 
criterion. Further, quantization and coding of the transformed coefficients are achieved via progressive block 
based embedded image coder. 

In this paper, an approach based on multiobjective optimization i.e. non-dominated sorting genetic algorithm 
[12] [13] is used to design M-channel uniform near perfect reconstruction Cosine modulated filter banks with 
coding gain given the highest priority amongst other objectives and Shapiro’s EZW coder with modifications 
suitable for block based transform coding is used for coding/decoding.  

The organization of the paper is as follows: in Section 2, a relevant brief analysis of the pseudo cosine mod-
ulated filter bank is given. In Section 3 optimization problem is formulated. A brief overview of multiobjective 
optimization algorithm is explained in Section 4. In Section 5, design examples (cases) and results are presented 
with their application to image coding and conclusions are drawn in Section 6.  

2. Problem Description  
2.1. Design of Cosine Modulated Filter Bank  

A typical M-band filter bank is shown in Figure 1. Input signal [ ]( )x n  is decomposed into M subband by 

analysis filters ( ) ( )( )0 1MH z H z−  in transmitter side, these subbands are then decimated by a factor of M. At 

the receiver side, these subband are up sampled and recombined to get the reconstruction output [ ]y n  with the 

aid of synthesis filters ( ) ( )( )0 1MF z F z− . When these analysis /synthesis filters are cosine modulated version 
of a low pass prototype filter, then these filter banks are termed as cosine modulated filter banks. Based on in-
put/output relationship of filter bank the reconstruction output is expressible as [14] 

( ) ( ) ( ) ( ) ( )
1

0
0

1 1ˆ
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r
r M

k
X z T z X z T z X W

M M
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=

= + ∑                         (1) 

where ( )π
2 e j M

MW −= , M is no. of channels, ( )0T z  is a distortion transfer function (determines overall ampli-  
tude distortion to input signal) and ( )rT z  is an aliasing distortion transfer function. In perfect reconstruction 
output signal is same as input except some delay i.e. [ ] [ ]0y n x n n= −  for some integer 0n .  
 

 
Figure 1. M-channel maximally-decimated Filter bank. 
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In cosine modulated filter bank (CMFB) impulse response of all the analysis and synthesis filters generated 
from the prototype filter ( )h n  via cosine modulation, can be expressed as follows 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

π 1 π2 cos 2 1 1 ,
2 2 4

1 π2 cos 2 1 1 .
2 2 4

k
k

k
k
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                    (2) 

For ( )0,1, , 1k M= −  and 0,1, , 1n N= − . The length N of ( )kH z  and ( )kF z  are the same and multiple 
of 2M to satisfy linear phase property in prototype filters.  

Design criteria for effective filter bank are:  

2.1.1. NPR Condition  
In M-band cosine modulated filter bank perfect reconstruction conditions [10] for the impulse response of the 
prototype filter [ ]h n  is 
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, 0, ,n N=   and [ ]E n    is the integer part of n.  

The near perfect reconstruction condition measure is expressed as 
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2.1.2. Coding Gain  
A widely accepted measure of coding performance is the Coding Gain (CG) which measures the energy concen-
tration capability of filter banks. By modeling a natural image as a one-dimensional Markovian source with a 
correlation factor 0.95ρ =  and by assuming uncorrelated quantization errors, Katto and Yasuda [15] derived a 
filter dependent coding gain given by: 
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where: ( ) ( ) j i
k k ki jA h i h j ρ −= ∑ ∑ , ( )2

k kiB g i= ∑  and kh  and kf  are the thk  analysis and synthesis 

filter of the M-channel uniform filter bank kα  is the corresponding subsampling ratio, and ρ  is the correla-
tion factor.  

2.1.3. Frequency Selectivity 
As suggested in [7], for high quality cosine modulated filter banks stop band mean energy of the prototype filter 
should be minimum and the magnitude distortion should be completely cancelled. Aliasing level in Pseudo  

CMFB can be kept small by keeping the attenuation large for π
M

ω ≥ . The stopband energy can be evaluated 

by the following expression 

( )
π 21 e d

π
s

j
s

s

E H ω

ω

ω
ω

=
− ∫                                 (6) 

where sω  is the stopband edge of the prototype filter. 

2.1.4. DC Leakage Free  
In image coding, dc leakage free condition does not yield significant improvements in image quality [16]; how-
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ever, to minimize the checkerboard and ringing artifacts dc leakage in subbands other than the lowest one is de-
sired. DC-leakage free property in the cosine modulated filter bank can be expressed as 

( ) ( )2 1 π
0,     ,  1 1

2
t k

h c k M
M

ω ω
+

= ∀ = ≤ ≤ −                          (7) 

3. A Multiobjective Genetic Algorithm for the Design of NPR Cosine Modulated  
Filter Bank  

For optimizing a number of conflicting objective functions simultaneously, multiobjective optimization tech-
niques are used. These techniques provide Pareto-optimal solutions instead of unique optimal solution. These 
solutions are optimal in the sense that no other solutions in the parameter space are superior to them when all the 
objective functions are considered [17]-[19]. 

A multiobjective optimization can be stated mathematically as the minimization problem to minimize 

( ) ( ) ( ) ( ) T
1 2 , , , My f x f x f x f x= =                               (8) 

where [ ]T1 2, , , Nx x x x X= ∈  and [ ]T1 2, , , My y y y Y= ∈ . 
Vectors x and y represent the independent variables and the corresponding values of the individual objective 

functions respectively; on the other hand, X and Y are called the solution space and objective space, respectively.  
The notion of Pareto-optimality is an important concept for multiobjective and explained in terms of a “do-

minance relation” as a solution ix  is said to dominate another solution jx  if the following conditions hold: 

( ) ( )
( ) ( )

    For all  1, 2, , ;

    For all  1, 2, , .

k i k j

k i k j

f x f x k M

f x f x k N

≤ =

< =





                          (9) 

If a solution is not dominated by any other solutions among the entire objective functions than that solution is 
said to be a nondominated solution. The solutions that are nondominated regarding the entire parameter space are 
called Pareto-optimal solutions. 

In our design, we search prototype filter h that minimize the three individual objective functions, namely, the 
energy of the filter stopband, near perfect reconstruction measure and the coding gain. To confine the search 
process in a feasible solution space, we impose dc leakage free condition as constraint. We have to determine only 
half of the coefficients since the remaining coefficients are obtained, by applying symmetry. 

Our multi-objective optimization problem is formulated as follows: 

( )
0

2
1

1 2 3 2

3

objf 1 CG ;
min max objf ,objf ,objf  and objf ;

objf .
h s

t

E
E

 =


=
 =

                    (10) 

Subject to the constraint: ( ) 0th c ω =  
In our case, a set of coefficients of the analysis filter bank ( )h  are treated as chromosomes which are opti-

mized by the constrained multi-objective genetic algorithm (C-NSGA) to obtain a set of filter banks that minimize 
all the prescribed objective functions with a satisfactory level. This algorithm is based on the NSGA approach 
[12].  

4. Case Study 
4.1. Filter Design Examples 
Filter banks designed using non dominated sorting genetic algorithm here use some important parameters i.e. 
real valued filter coefficients for chromosome construction, crossover operator with distribution index of 20 and 
probability of 0.9, a polynomial mutation of distribution index 20 and probability of 0.01 are applied [12] [13]. 
The population size is set to 100 to find Pareto optimal solutions. Chromosomes of the initial population of filter  
coefficients are set as ( ) ( )0 0 , ,

t
h h h N=     obtained by setting the starting vector as ( ) ( )1 2 1 2h N − =   
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else are equal to zero, satisfying the unit energy constraint between [−1, 1]. NPR condition is set by keeping the 
distortion to 10−5. The maximum generation ( )maxG  is set to 2000 generations. The programme was run using 
MATLAB 7.8 and the obtained coefficients were used for designing NPR cosine modulated filter bank. The 
amplitude response of the designed filter banks for 8 channel with 16 and 24 taps, with and without dc leakage 
condition are plotted in Figure 2 and Figure 3. The result of response indicates the superiority of the longer tap 
filters as the stopband attenuation increase with the increase in no. of taps. Secondly, incorporating dc leakage 
deteriorate the response of the filter but is good from the image coding point as dc leakage free condition reduce 
the aliasing errors and all the subband filters except the lowpass one, has at least one zero at 1z =  and thus all 
other bandpass and highpass filters are dc transmission free. Both the filter banks are designed giving highest 
priority to coding gain amongst the multiple objectives. The 8 × 16 CMFB in design Example I, with dc leakage 
(optimized for pure coding gain); attain 9.3749 dB, which almost equals the coding gain of optimal biorthogonal 
systems. However, applying dc leakage free constraints on the filter coefficients ensure a high level of percep-
tual performance in image coding. In design example II, the 8 × 24 case, our CMFB achieves an improvement of 
0.001 dB in coding gain. CMFB’s with filter length 16 and 24 are shown in Figure 2 and Figure 3. Increasing 
the length only improves the coding gain marginally, it helps in the case of stopband attenuation (where longer 
filters are always beneficial), which result in more complexity in design and implementation. 
 

  
(a)                                                      (b) 

Figure 2. Magnitude Response of the NPR Cosine modulated filter bank with dc leakage free constraint for (a) 8 × 16; (b) 8 
× 24. 
 

     
(a)                                                        (b) 

Figure 3. Magnitude response of the NPR pseudo QMF filter bank with DC leakage constraint designed using multiobjec-
tive optimization method for (a) 8 × 32; (b) 16 × 64. 
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Magnitude response of 8 Channel and 16 Channel NPR Pseudo QMF filter banks with 32 and 64 taps respec-
tively, with dc leakage free constraint, designed using multiobjective optimization method, have been shown in 
Figure 3(a) and Figure 3(b) respectively. Although stopband attenuation is almost same for both the filter 
banks, clarity of magnitude response shows that the designed filter bank have least dc leakage with coding gain 
8.8872 dB (8 × 32) and 9.03632 dB (16 × 64). 

4.2. Application in Image Coding  
The performance of our designed Cosine Modulated Filter Bank’s is evaluated through a progressive block 
based EZW image coder [20] merely replacing DCT by designed filter bank. In all simulations, we employed a 
2 level decomposition of the 8-channel filter bank (1-D transform) separable implementation and symmetric ex-
tension at the edges. The coder is chosen to encode the transform coefficients because it provides some of the 
best performances of any image codec by using the zero tree approach for block based transform and generates 
an embedded coding which can be helpful in the reconstruction of images at different bitrates. 

The images chosen for the coding experiments are Barbara and Boat. Both of them are standard, well known 
512 × 512 8-bit gray-scale test images. The objective distortion measure is the popular peak signal-to-noise ratio 
(PSNR) 

10
255PSNR 10log  dB

MSE
 =  
 

                              (11) 

where, MSE denotes the mean squared error. Filter banks 8 × 16 and 8 × 24 were included in the tests, and both 
were optimized for maximum coding gain. Reconstructed images “Boat” and “Barbara” using designed filter 
bank (8 × 16) and (8 × 24) are shown in Figure 4(b), Figure 4(c) and Figure 5(b), Figure 5(c) respectively. 

It is clear that longer filter banks with more no. of taps have the best characteristics with increase in PSNR. In 
this context, it is important to note that the filter length cannot be arbitrarily increased in order to increase PSNRs 
and achieve better frequency selectivity because long filters cause a ringing around edges artefacts when high 
frequency subband are coarsely quantized. Reconstructed images are better in visual quality as the frequency 
selectivity improves and overall distortion reduced, however, as the no. of taps increased artifacts become pro-
nounced and PSNR decreases as the bit rates further reduced. 

As shown in Figure 4 and Figure 5 for both the images performance of the designed CMFB is good as in low 
bit-rate coding image is reconstructed using only nonzero coefficients which are few in number and are very 
concentrated in lowest frequency component (lowpass filter output). Even though coding gain become lower, 
inclusion of dc leakage free condition leads to smooth reconstructed image as details are preserved.  

Objective results for improvement in performance are shown in Table 1 and Table 2. In Table 1 designed 
filter bank with 24 taps is compared with baseline JPEG using (8 × 8 DCT) as transform and LOT and GENLOT 
[21]. It is clear that using multiobjective optimization the designed filter bank outperforms as both the coding gain 
and stopband attenuation are higher as compared other existing filter bank with same no. of parameters.  

Results shown in Table 2 indicate the improvement on filter bank performance as the additional criterion of dc 
leakage free is incorporated in the design. Using multiple objectives our designed filter bank shows a PSNR gain 
of around 2.5 dB over a wide range of bit rates at the expense of PR violation.  
 

         
(a)                                 (b)                                  (c) 

Figure 4. (a) Original “Boat” Image; (b) Reconstructed image with (8 × 16) NPR CMFB filter bank; (c) Reconstructed im-
age with (8 × 24) NPR CMFB filter bank. 
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(a)                           (b)                           (c) 

Figure 5. (a) Original “Barbara” image; (b) Reconstructed image with (8 × 16) NPR CMFB 
filter bank; (c) Reconstructed image with (8 × 24) NPR CMFB filter bank. 

 
Table 1. Comparison of different transform’s performance. 

Transform Coding Gain Stopband Attenuation (dB)  

8 × 8 DCT 8.83 9.96 

8 × 16 LOT 9.22  19.38 

8 × 24 GenLOT 9.35  23.20 

Proposed (8 × 24) 9.3749  26.026 

 
Table 2. Image coding results for “Barbara” image at 0.25 bpp. 

M  
No. of channels 

Length of  
prototype filter 

With dc leakage Without dc leakage 

PSNR CG PSNR CG 

8 16 28.02 8.89 29.99 8.85 

8 24 30.11 9.37 31.18 9.21 

8 32 32.02 9.374 33.63 9.257 

5. Conclusion 
The design of M-channel uniform cosine modulated filter banks using genetic algorithm is discussed in this pa-
per. The design problem having multiple objectives is solved using non-dominated sorting algorithm with regu-
larity constraint. Although dc leakage free condition is not an essential requirement for image processing in M- 
channel filter bank as PSNRs don’t improve considerably, its imposition identifies infeasible solutions thereby 
confines the search for the NPR filter banks simultaneously, and improve visual quality of images at low bit 
rates. From simulation result, it is shown that the algorithm results in lower tap filters with high stopband at-
tenuation, the least overall distortion and higher coding gain for image compression. Use of progressive image 
coder based on block-based EZW improves PSNR via reducing blocking and ringing artefacts. The work can be 
further extended to design of biorthogonal cosine modulated filter banks for image coding application. 
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