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Abstract 
Cloud computing has emerged as a new style of computing in distributed environment. An efficient 
and dependable Workflow Scheduling is crucial for achieving high performance and incorporating 
with enterprise systems. As an effective security services aggregation methodology, Trust Work- 
flow Technology (TWT) has been used to construct composite services. However, in cloud envi-
ronment, the existing closed network services are maintained and functioned by third-party or-
ganizations or enterprises. Therefore service-oriented trust strategies must be considered in 
workflow scheduling. TWFS related algorithms consist of trust policies and strategies to overcome 
the threats of the application with heuristic workflow scheduling. As a significance of this work, 
trust based Meta heuristic workflow scheduling (TMWS) is proposed. The TMWS algorithm will 
improve the efficiency and reliability of the operation in the cloud system and the results show 
that the TMWS approach is effective and feasible. 
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1. Introduction 
In recent years the resources can be accessed from anywhere at any time through Internet without any burden. 
Cloud computing is an emerging trend for information access in parallel and distributed computing. It offers 
services to the end users that enable the requirement of the system to perform tasks without the knowledge of 
resource management and maintenance [1] [2]. Here the information is scalable and dynamic. Based on the ser-
vices the parameters are included to give efficient services with less cost, investment and maintenance. The ex-
ecution of the process is based on the workflow which consists of workflow scheduling. It maps the tasks with 
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its available resources to meet some predefined criteria.  
To exploit the performance of workflow for execution, it can be moved to cloud services and scheduled with 

multi-objective. Meta-heuristic approaches have been included for workflow scheduling. The end users can 
manage or develop the application in cloud environment where the resources are maintained and managed by it 
[3]. 

In parallel and distributed systems, scheduling of task is a challenging one. It is based on trust accuracy and 
the resource status. The provider will manage the resources in central database which is to be scheduled for 
quick access. Nowadays, the providers are rapidly increasing in commercial cloud environment [4] where they 
are focusing on their revenue but not on user’s requirement which leads to untrustworthiness of the resources. In 
solving large-scale issues occurring through Internet and providers, self-cloud providers focus on their private 
resources information [5]. 

Each provider will have private function to interact and design the process to use in different ways. Depend-
ing on the GAIN and LOSS mechanism outcome is evaluated. The cost of the mechanism will be varied ac-
cording to the design of the provider. There will be a conflict between the providers. To overcome these issues 
truthful mechanism is implemented to make the providers tell the truth of the resources. For computational ser-
vices workflow application is an attractive paradigm. In commercial multi-cloud environment the workflow 
scheduling is reported using mechanism design. An efficient equipoise of scheduling is required in a response 
time [6]. 

To meet the requirements of the industry services the integration of the system is carried out. The services are 
extended as supply chain environment and the services are promising technique in cloud environment [7] [8]. So 
far, the system is collaborative in the industry which provides the resources through Internet as virtualized and 
enthusiastically scalable service. Some integrated services are hard to be in composite service for business 
process. In the system the workflow is integrated as services and provides process management of the organiza-
tion [9]. Trust service oriented workflow scheduling (TWFS) is a trust based scheduling to allocate work flow 
task to the cloud services.  

In many large-scale systems the scheduling algorithm is integrated with new style and development. Most of 
the algorithms are based on time and cost but TWFS is focused on the time, cost and trust on cloud environment. 
The services are operated and owned by the organization in cloud environment. The workflow application oper-
ation often poses bullying by inherent insecurity and irregularity in the system [10]. Scheduling is more impor-
tant in services environment and the failure may occur by the providers without interaction; they may cause 
failure to the system [11]. Trust between providers is essential and TWFS model will optimize the trust. It is an 
NP-hard problem and it has some policies to balance the requirement at a time in the cloud environment. The 
parameters of WFS like deadline-Markov Decision Process (MDP), LOSS and GAIN are taken in this model. 

In this paper, the strategies of scheduling in enterprise system are developed to optimize the trust factors, cost 
and time, in order to specify the issues of TWFS and WFS model in a reliable way and to meet the integration 
necessities of ES. The rest of this paper is structured as follows. Section 2 reviews the literature of TWFS, WFS 
and Trust strategies. The multi-objective workflow model, TWFS model, WFS model and heuristic model are 
discussed in Section 3. Section 4 presents the proposed work TMWS and the scheduling model algorithm is 
presented Section 5. The results and the performance analysis are discussed in Section 6, while the conclusion 
and future work are in Section 7. 

2. Literature Survey 
In this section, the literature survey of scheduling is categorized in three main areas: WFS, TWFS and Trust 
strategies and computing [12]. 

2.1. Workflow Scheduling (WFS) 
In unrestricted network environment, the services are public source to every organization [13]. Without consi-
dering the monetary cost and user requirements the best effort based scheduling is designed to minimize the time 
of scheduling execution. In this scheduling max-min, earliest-finish-time and min-min algorithms are introduced 
[14]. In cloud computing the scheduling process cost is minimized and the scheduling budget is based on the 
GAIN and LOSS. It start up with the performance and then with the switching. The services are optimized for 
different criterion and mainly focused on time and cost factors only [15]. 
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Deadline-MDP is considered to minimize the execution cost while meeting deadline; it consists of cost based 
WFS algorithm to distribute the deadline equally over each task partition. Deadline bottom level (DBL) deter-
mined each level of the task by maximum finishing time and finishing time as deadline top level (DTL); as time 
interval of the deadline is segmented. Unfortunately, event failure may occur during the processing of workflow 
applications. Therefore the cloud services must strongly be trustworthy services. TWFS model is developed with 
the expectation of the enterprises and to balance the services in the environment with better performance. 

2.2. Trust Service Oriented Workflow Scheduling (TWFS) 
In cloud network, the scheduling of the workflow consists with the WFS. TWFS model is designed with the 
factors trust, cost and time. The time and cost factors are same as WFS and the trust is based on the objective 
related to direct and recommended trust [12]. Combining both the trusts with the objectives provide an efficient 
trust metric that too give a reliable services to the users in the cloud environment. The trust is evaluated based on 
the weight, rating by user, and similarity between users. The time and cost of execution is calculated. The evalu-
ation takes place by using max-min algorithm to satisfy the objective. The cost is saved in descending order as 
per the time and list is in ascending order as per cost. 

2.3. Trust Strategies and Computing 
Trust is an essential part in the workflow scheduling. It provides trust between the providers to avoid the issues 
in cloud environment [16]. Secure access of resource transaction to users take place with rating the producers by 
users. Based on feedback rating the trust is evaluated by considering the authority model and the mathematical 
form in another way. Research work on trust consisting of trustworthy sharing peers has been done.  

The Eigen Trust algorithm is used to work out the global trust value based on transaction success. Binary rat-
ing model maintain the rating of users and by Dempster-Shafer belief theory the subjective rating is evaluated. 
To enhance the execution time WFS is proposed. The trust aggregation is taken as direct trust and QoS values 
envisaging by Collaborating filtering (CF) model to service as recommendations trust [17]. It is well known to 
all organization environments like health care, education.  

The recommendations are based on user rating; it is effective for service structure and miscellany. In cloud 
services trust issue may occur in workflow application from time to time. Only few trust factors are taken in this 
application. The proposed scheduling algorithm consists of trust metrics with factors, time and cost. Compared 
to the existing survey the proposed model will provide better performance and access to the end users in cloud 
environment. 

3. Structural Model 
The problem related to the TMWS models is discussed in this section, which includes TWFS, WFS, mul-
ti-objective workflow modeling and heuristic modeling. Workflow application is modeled as a directed acyclic 
graph. A cloud directory service is designed to store the resources details and content. The TMWS model is in-
tended to decide the resources based on the time, cost and trust of the services to end users. In mixed service 
oriented system, understanding of trust is inaugurated with the context role, flexible collaboration and interac-
tion types. The trust metric has been taken into consideration in this work with related concepts. 

3.1. Problem Statement 
The application workflow representation in DAG denoted the components as { }1 2, , , nC c c c=   and the re-
sources as { }1 2, , , mR r r r=  . The output of the mapping takes place as per the execution of DAG in cloud en-
vironment. 

3.2. Approach 
The approach we have taken to solve the issues in scheduling take place with components. The execution time, 
execution cost and the trust metrics are evaluated in TWFS and WFS approach are defined as below, 

( ) ( )f s i S f iT E E D L L D= + − −                               (1) 

( ) ( )max max min
i i i i

xc c c c c= − −                                 (2) 
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( ) ( ) ( ) ( )1r i i i i iT s w DT s w RT s= ∗ + − ∗                             (3) 

3.3. Notations 
In order to put into words the notations are defined as follows: 

Ef-Earliest finish time of task execution 
Ls-Latest start time of execution task 
Lf-latest finish time of task execution 
Di-Duration of tasks execution 
Es-Earliest start time of task execution 
DT(Si)-Direct trust of the ith service 
RT(Si)-Recommended trust of the ith service 
wi-Weight of trust service for ith service 

max
ic -Maximum cost value of the ith service 
min
ic -Minimum costvalue of the ith service 
i
xc -Costs for ith service  

T, C-Time & Cost constraint of task execution 
Tr-Trust constraint of task execution 

3.4. Heuristic Approach 
In scheduling, heuristic approach is applied to find the optimal mapping of resource [18]. Estimation of time and 
cost are considered with the resource components for scheduling. The workflow of this approach will plot cor-
responding module instead of choosing minimum constraint. Based on minimum values the scheduling will ex-
ecute in priority wise. In order to improve the efficiency of scheduling and its performance, high suffrage value 
has been chosen for execution process. Based on current resources availability the mapping is done in real envi-
ronment. 

In distributed system, using heuristics the complexity is hiding in the workflow scheduling and NP problem is 
take place. By using the methods like programming, graphical method and optimization method; the scheduling 
problem is transformed to single objective optimization problem. It is optimized based on the GAIN and LOSS 
schedule. The execution cost is minimized while the deadlines are met in workflow task by using bi-criteria 
workflow scheduling method. As well in genetic algorithm time complexity is high, selection of solution from 
pareto will remain the same problem. The pareto solution is decided by the user based on the constraints and 
weight. To analyze the objectives like make span, cost, energy and reliability the algorithm is modified [19].  

In cloud, the capacity of computation is extended with resources to satisfy application deadline. In workflow 
scheduling heuristic is provisioning to meet stated budget. Dynamic load of information is not supported in all 
static algorithms. In commercial cloud the information provided by the providers will be doubtful, as deliberated 
before. In real environment to balance the issues occurrence in the system; different existing models have to be 
recalled for designing proposed model to provide better performance. In presence of selfish provider in com-
mercial environment, efficient trust mechanism is proposed for dynamic workflow scheduling. The proposed 
algorithm will assign the resources to the workflow application based on the task and resources priority. The 
TMWS work provides a better solution than existing and analyzed to ensure efficient system. To find the overall 
component of the trust and flow of trust, schedule is performed as shown in Figure 1. 

4. Trust Based Meta-Heuristics Workflow Scheduling (TMWS) Model 
In Section 4, the scheduling of workflow application system is defined with the TMWS model to improve the 
performance analysis of strategies like time, trust and cost based on resources availability in cloud environment. 

4.1. Trust Evaluation 
In distributed system we present a Trust based Meta-Heuristics Workflow Scheduling algorithm to maintain 
the reliability services and to avoid the discrete events workflow application failure. Equation (1) takes place 
the metrics of trust with the recommendation and direct trust. wi specify the weight of trust metrics. Rec-
ommendation system provides the services with the trust relationship. The computation of the trust metrics  
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Figure 1. Flow of trust schedule.                                   

 
services is defined as follow: 

( ) ( )( ) ( )( )1 1 2 1i nnDT s s f s f α
−

= − − + + ∗∑                       (5) 

( ) ( ) ( )( )( ) ( )( )1 11i a ai ij i aii n i nRT s avg u W u u W
= − = −

= + −∑ ∑                  (6) 

Recommendation system is defined with the prediction algorithm to describe the services. It consists of aver-
age rating of the recommended user. The weight of the similarity of user is obtained to find the RT value in wai. 
The coefficient value is evaluated as same in trust service oriented scheduling. By implementing the improved 
min-min algorithm, the scheduling of resource allocation and the task performance are improved and provide 
less computation time. 

( )( )1 1i kW t= −                                   (7) 

( )maxf e sT T T= +                                  (8) 

First the service resources and tasks are considered from the resource and task set. Then the value of the task 
completion time within deadline is evaluated with the matrix. The function starts with unmapped tasks. The 
completion time is evaluated based on the execution time of resources selection for tasks and its finishing time. 
Based on the services the task completion is differing and finally the value is updated. In this algorithm the 
mapping of the tasks are selected only if the task is not assigned to any other tasks. It provides better perfor-
mance in completion of tasks. It makes changes in the strategy to perform the long tasks.  

Basically the long tasks follow the short tasks. By this improved algorithm the complication of tasks is re-
duced. It computes the time of resource for all tasks competition. The process of this algorithm will repeat until 
the resources are allocated to all the tasks. The process will update the time taken for mapping of tasks to re-
sources and its completion. The time complexity of this algorithm for resource and tasks is O (T2R). 

4.2. Evaluating Execution Time 
A set of services are capable to complete the task execution process. The time taken to execute and for comple-
tion of tasks is evaluated by using max-min algorithm; it executes as an operator. The services are listed in des-
cending order based on the time taken for execution and it is sorted. The time, cost, success rate, task details and 
the feedback values are listed. 

( ) ( ) ( )s i i t iT T r T T T= +                                 (9) 
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The fitness of scheduling for iteration takes place with time constraints. To meet the individual time con-
straints the fitness function is defined. 

( ) ( ) ( )( )( )1maxtF I t I D T ββ −= ∗                            (10) 

4.3. Evaluating Execution Cost 
Execution cost for scheduling tasks and resource allocation for each task is defined as follow: 

( ) ( ) ( )( )max max minx xT c c c c c= − −                            (11) 

where if cmax is equal to cx then T(cx) = 0 and if cmin is equal to cx then T(cx) = 1. The scheduling constraint and 
the priority take place the individual fitness function for cost estimation.  

( ) ,  1
i

r
i iT Ic I c r m

∈
= ≤ ≤∑                               (12) 

( ) ( ) ( )( )( )1maxcF I c I B C αα −= ∗                            (13) 

The member function of both time and cost indicate the performance of the services and intentions gratifica-
tion. Positive feedback rate can be calculated as,  

( )R p P N= +                                   (14) 

The final fitness function of scheduling the task execution time and cost is evaluated by using the formula as 
given below. Equation (10) and Equation (13) are combined to evaluate the fitness function FS(I)-Fitness func-
tion for scheduling. 

( ) ( )( ) ( )( )( )s c tF I F I F Iα β= ∗ + ∗                           (15) 

( ) ( )if 1 or 1   thenc tF I F I> >  

( ) ( )    otherwisec tF I F Iβ α∗  

By Equation (13), the iteration is minimized; otherwise the fitness will be within strategies constraints. The 
cost is evaluated based on the execution within constraints. According to the function the services are sorted. If a 
service is based on cost then the list is sorted in ascending order otherwise if a service is based on time then 
sorted in descending order. 

5. Algorithm Model 
TWFS and WFS require strategies to incur a balance for different necessities. The TMWS work is proposed to 
find a best solution and also concurrently to satisfy conditions within deadline. The best possible trust is defined 
to succeed the level of user satisfaction. Heuristically, scheduling the function for time and cost is planned and 
defined with best solution.  

The utility function (η) is applied for scheduling; it selects the highest value for the execution of scheduling to 
provide best solution. η(i) represents the result as higher or lesser value; if η(i) = 1 then the value is higher and if 
η(i) = 0 then the value is lesser. This function is evaluated for each joining task. Figure 2 shows the execution 
flow of scheduling for each task. 

( ) ( ) ( )
iT Is iη η∈= ∏                                    (16) 

Iteratively the independent tasks are scheduled by using Min-Min and Max-Min heuristics. Min-Min heuristic 
scheduling schedules the tasks to compute earlier completion time (ECT) with its available resources. It com-
putes the early time to obtain the minimum estimated finishing time. The minimum value is chosen for schedul-
ing the task at earlier time to complete it. It selects the task with its resources with minimum computation time. 
Based on the priority of tasks the scheduling is performed at earlier time by using Max-Min heuristic scheduling. 
The selection of resources for tasks is based on the value computed from completion time of tasks. The 
workflow of scheduling is based on the computation process.  



G. Jeeva Rathanam, A. Rajaram 
 

 
526 

 
 
To satisfy all the objectives of the workflow scheduling, the decision process of allocating the resources is 

made by using the heuristic process with genetic decision process. Genetic algorithm is implemented for decision 
making to satisfy overall scheduling with its available resources. The selection service of TMWS work is a 
maximum degree of fulfillment of workflow schedule. The selection decision and the performance of the sche-
duling are evaluated with the time, cost and the fitness function. Considering the DAG sample graph as shown 
in Figure 3 and the rating sample for services are formed as in Table 1. 

The optimization of resource allocation for workflow consists of minimum cost and time constraint is 
achieved by using improved genetic algorithm. It starts with initial solution to generate the best solution using 
the genetic operators. It selects the solution based on the least effect of the scheduling. The complex objective 
function is appropriate to define the solution and it avoids the local optimum solution set up. 
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Figure 2. Flow of scheduling execution.                                                       

 

 
Figure 3. Sample DAG of the workflow application.                            

 
Table 1. Sample of the ratings of enterprises for cloud services.                                

 A B C D E 

Enterprise1 (E1)  2 3 4 5 

Enterprise2 (E2) 3 4 5 3  

Enterprise3 (E3) 1 5  2 2 

Enterprise4 (E4) 5 1 2 5 5 

6. Performance Analysis 
A Strategy guiding principle and structure are developed to design a heuristic approach for providing better so-
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lution. Meta-heuristics provide an efficient process of scheduling the workflow of the system. This approach is 
implemented with Improved Genetic Algorithms, Min-Min and Max-Min heuristic model. The comparison of 
the algorithm used for resources allocation of the tasks is presented. From the combination of best solution the 
global solution is obtained to exploit a region for next flow of system.  

In cloud environment the scheduling process depends on various factors to find a best scheduling algorithm. 
For the provisioning of resources, the algorithms must strict with the required strategies like time, cost, success 
rate, weight, trust value and security. The TMWS scheduling model is comparatively improved when compared 
to the existing algorithm. 

The comparison of workflow scheduling algorithms is shown in Table 2. It specifies the metrics like time, 
cost, memory and bandwidth. According to the proposed model the algorithm provides better performance. In 
TMWS model, improved genetic model is providing better performance than the existing work.  

The comparison of scheduling algorithm with different models is presented in the result graph. The different 
models such as TMWS, TWFS, Minimum Critical Path (MCP) and Greedy-Cost are compared to prove that the 
proposed model is better than the existing model. The TMWS model is a Meta Heuristic function model to pro-
vide minimum Time, Cost and Trust value to meet the user satisfaction within the constraint. Trust based 
workflow scheduling is implemented with the improved genetic algorithm.  

The comparison strategies of task scheduling are execution time, execution cost and weight. The task sche-
duling has been performed before its deadline. Figure 4 shows that the time taken for the scheduling of tasks by 
the TMWS is lesser than the existing; also provide a better performance than the TWFS and Greedy-cost and 
take more time than the MCP for scheduling the tasks.  

The cost estimation for scheduling the tasks is shown in Figure 5. The TMWS model, the trust value is com-
pared with the existing model to prove that the performance is better and improved than the existing in schedul-
ing the workflow in trust basis, as shown in Figure 6. Figure 7 shows that the execution time of the nodes sche-
duled by the TMWS model is improved. The execution time of the nodes in scheduling is shown in Figure 8.  

 
Table 2. Algorithm comparison for proposed model.                            

Algorithm Time Cost Memory/Bandwidth 

Match-Making - √ - 

Round-Robin √ - - 

Fuzzy Model √ - √ 

Genetic Model - √ - 

Improved Genetic Model √ √ √ 

 

 
Figure 4. Time taken for each tasks.                                                       
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Figure 5. Cost taken for each tasks.                                                       

 

 
Figure 6. Comparison of trust value for each task.                            

 

 
Figure 7. Execution time taken for nodes.                                                       
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Figure 8. Execution cost taken for nodes.                                           

 
The TMWS model provides better cost performance than the TWFS and MCP. But compared to Greedy-cost the 
cost estimation is high in scheduling of task as well as in execution of the nodes.  

In TMWS model estimation of time, cost and trust based scheduling are achieved simultaneously within 
deadline with better performance in scheduling the workflow in cloud environment. MCP has the highest cost 
between various algorithms but has less execution time. Inversely Greedy-cost has the longest execution time 
but has least cost. 

7. Conclusion and Future Work 
In cloud environment lack of trust has been evaluated in providing resources by providers to the organization. In 
this research work, we have discussed about the integration of the system in cloud. The TMWS model is pro-
posed to provide integration service for Enterprise System in cloud environment. To meet various constraints of 
users in the selection process of resources in workflow application, the selection model of improved genetic al-
gorithm with heuristic scheduling has been proposed. In TMWS model, the cloud service criteria such as execu-
tion time, cost, success rate and trust are considered simultaneously to yield a genuinely optimal solution. 
TMWS model algorithm has improved the efficiency and reliability of the operation in the cloud system and the 
results show that the TMWS approach is effective and feasible.  

As future work, we think to extend the work for dynamic process of collaboration system to adapt the envi-
ronment and to provide the services with satisfied user constraint. In cloud, evolution service along with colla-
boration system should be considered to support unlikelihood and untrustworthy environments. 
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