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#### Abstract

The purpose of this study is to find out the critical number of elements needed for group survival. Taking a probabilistic approach, how the lifetime of a group consisting of several elements depends on the number of elements and the probability distribution of their lifetimes is investigated. Four probability distributions are examined: an exponential distribution, a uniform distribution, a parabolic distribution, and a pointed distribution composed of two parabolas. The lifetime of the group is defined as the expected value of the maximum lifetime of the elements in that group. The probability distribution of this maximum shifts to the right as the number of elements increases, and the expected value of the lifetime of each element eventually becomes less than the lower limit of this distribution. The number of elements in this case is defined as the critical number of elements needed for group survival. Hence, if the number of elements is larger than the critical number needed for group survival, the lifetime of the group is guaranteed to be longer than the expected lifetime of one element. The findings are in the following. The critical number needed for group survival is inversely proportional to the expected lifetime of one element, regardless of the probability distribution used. It decreases as $\left(\frac{2}{3}\right)^{N-1}$ for an exponential distribution, and as $\left(\frac{1}{2}\right)^{N-1}$ in case of the others,


 where $N$ is the number of elements of the group. Because a probability distribution defined over a finite range is assumed to be reasonable in practice, a group consisting of more than 10 elements should survive well.
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## 1. Introduction

Consider the following scenario: Suppose that 5 years ago, four new light bulbs were placed in the dining room of a house. Further suppose that one of them stopped working after 4 years. However, the three remaining light bulbs were sufficiently bright for daily life. Thereafter, one of these three stopped working after another year, but even two bulbs provided sufficient brightness. If only one light bulb had been installed at the beginning, the room could have become dark after only 4 years. Another example is an electrical circuit that consists of 10 equivalent elements. If any one of the elements stops working, one of the others works instead and the circuit will work until the last element stops working. The life (or service) times of these elements are different from each other and follow a probability distribution. If the size of the circuit is large, in other words, the number of elements is large, it is presumed that at least one of the elements is likely to have a lifetime that is substantially longer than the average lifetime. Hence, it is generally expected that the lifetime of a group will be longer when its size is larger. The present study examines how the lifetime of a group depends on the number of its elements and the probability distribution of the elements' lifetimes. The lifetime of a group is defined as the expected value of the maximum of the lifetimes of the elements in the group.

One example in the medical field that demonstrates the advantages of a group of elements over a single element is cardiac pacemaker cell synchronization [1]. Each pacemaker cell of the sinoatrial node (a group of pacemaker cells in the wall of the right atrium of the heart) is loosely coupled with its neighboring pacemaker cells so that those cells synchronize. The electrical impulse current of a single pacemaker cell is not sufficient to travel through the impulse-conducting system, so the ventricles of the heart do not contract. In contrast, synchronized pacemaker cells generate an impulse with a sufficiently high current to travel through the system so that the ventricles contract and pump out blood normally. Hence, the failure of this synchronization is presumed to cause sinoatrial arrest [2]. Sinoatrial arrest is a part of sick sinus syndrome, the symptoms of which include fainting, vertigo, and weakness. Computer simulations have shown that the pacemaker cells synchronize more easily when their number is larger. The sinus node consists of thousands of pacemaker cells [3], and the incidence of sick sinus syndrome increases with aging [4]. It has hence been suggested that the number of pacemaker cells that survive into advanced age is not sufficient for synchronization.

Some degree of cerebral atrophy occurs naturally with aging. Brain weight is maximum at approximately age 25 , and gradually decreases by $0.22 \%$ per year [5]. Cerebral atrophy is microscopically due to a loss of neurons and the connections between them. Oxidized proteins increase in older cerebral cortexes because of free radical-mediated oxidation, which occurs in the aging process. Moreover, oxidative damage to DNA also occurs in the brain [6]. Pathological atrophy causes dementia, $60 \%-70 \%$ of which is Alzheimer's disease. Even con-
sidering the physiological atrophy that occurs with aging, by the time the cerebral cortex is 70 years old, it has lost about $15 \%$ of the mass it had at age 25 . This loss does not necessarily cause dementia [7] but indicates that the brain has lost functional spare capacity. Hence, it is speculated that neurons that stop working because of aging may be replaced by spare ones that have a longer lifetime.

Anatomically, minicolumns ( $23-\mu \mathrm{m}$ wide) are the minimal local nervous circuits in the human cortex. Each of them consists of 80 neurons that are arranged longitudinally. These are arrayed repeatedly in the lateral direction. There are roughly 2.6 billion of these neurons [8] [9] [10]. Each minicolumn has an excitatory part consisting of pyramidal cells and an inhibitory part of non-pyramidal cells [11] [12]. In the monkey primary visual cortex, the excitatory part includes three subparts of 18,6 , and 10 pyramidal cells. The excitatory part is surrounded by the inhibitory part, and these neurons are connected with each other. Hence, these parts are considered to compose one functional unit. A functional column ( $400-\mu \mathrm{m}$ wide) consists of hundreds of minicolumns so that it responds to similar visual patterns. This prompts the question whether fewer than hundreds of minicolumns are sufficient for functionality. The primary visual cortex belongs to the occipital lobes, and vision is retained even at advanced age. Hence, it is presumed that any impaired minicolumn is replaced functionally by other ones with longer lifetimes in the same unit.

In the above paragraphs, a few examples are described to focus on the fact that a group of elements has the advantage of functional maintenance over a single element. The present study examines how the probability distribution of the lifetime of elements in a group affects the expected value of their maximum lifetime, in other words, the overall life time of the group.

## 2. Model

Nahin published an interesting book titled Will You Be Alive 10 Years from Now? [13]. In Chapter 19 ("When Will the Last One Fail?"), an exponential distribution was employed as the probability distribution of the lifetimes of elements in a group. The exponential distribution is the probability distribution that describes the time between events in a process in which events occur independently at a constant average rate. Hence, if the elements of a group fail independently at a constant average rate, the lifetime of each element follows an exponential distribution. Hence, an exponential distribution is first used to examine how the probability distribution of element lifetimes affects the expected value of their maximum lifetime. The range of the random variable lifetime $T$ is between 0 and positive infinity; however, positive infinity is not a realistic value. Moreover, an exponential distribution has the specific property of being memoryless. It is expressed using conditional probability in the following form:

$$
\begin{equation*}
\operatorname{Prob}(T>a+b \mid T>a)=\operatorname{Prob}(T>b), \tag{1}
\end{equation*}
$$

where $T$ is a random variable and $a$ and $b$ are any non-negative values. The Formula (1) means that the probability an element will survive for an addition
time interval of $T>b$ is independent of how long it has already been alive. However, the value of the probability density is maximum at $T=0$ in the exponential distribution, and the lifetime of a cell is shorter as an organism ages. These facts indicate that the exponential distribution may not necessarily be applicable to biological and medical fields. Hence, this problem is also examined using the following probability distributions of $T$ defined over a finite range: a uniform distribution, parabolic distribution, and pointed distribution composed of two parabolas.

Because $t$ is time in the present study, $t \geq 0$. The distribution function $F_{M}(t)$ for the maximum $M$ of $N$ independent, identically distributed random variables $T_{i}$, which are the lifetime of the $i$-th element of the group $(1 \leq i \leq N)$, is defined as:

$$
\begin{equation*}
F_{M}(t)=\operatorname{Prob}(M \leq t)=\operatorname{Prob}\left(\max _{1 \leq i \leq N}\left\{T_{i}\right\} \leq t\right) \tag{2}
\end{equation*}
$$

Because the largest $T_{i} \leq t$ and the $T_{i}$ are independent,

$$
\begin{align*}
F_{M}(t) & =\operatorname{Prob}\left(T_{1} \leq t, T_{2} \leq t, \cdots, T_{N} \leq t\right) \\
& =\operatorname{Prob}\left(T_{1} \leq t\right) \operatorname{Prob}\left(T_{2} \leq t\right) \cdots \operatorname{Prob}\left(T_{N} \leq t\right) \tag{3}
\end{align*}
$$

When the distribution function $F_{T}(t)$ for each $T_{i}$ is defined as

$$
\begin{equation*}
F_{T}(t)=\operatorname{Prob}(T \leq t), \tag{4}
\end{equation*}
$$

then

$$
\begin{equation*}
F_{M}(t)=\left[F_{T}(t)\right]^{N} \tag{5}
\end{equation*}
$$

The probability density function $f_{M}(t)$ of $M$ is given in the following form:

$$
\begin{equation*}
f_{M}(t)=\frac{\mathrm{d}}{\mathrm{~d} t}\left[F_{T}(t)\right]^{N}=N\left[F_{T}(t)\right]^{N-1} f_{T}(t) \tag{6}
\end{equation*}
$$

where $f_{T}(t)$ is the probability density function of each $T_{i}$.
Because $F_{T}(E(T))<1: E(T)$, the expected value of the lifetime $T$ of each element, $f_{M}(E(T))$ decreases and eventually approaches zero as $N$ increases. When $E(T)$ becomes less than the lower limit of the probability distribution of $M$, the value of $N$ is defined as the critical number of elements needed for group survival. We consider the specific case for each of the four probability distributions below.

### 2.1. Exponential Distribution

If the lifetime of each element is denoted as a random variable $T$,

$$
\begin{equation*}
\operatorname{Prob}(T>t)=\mathrm{e}^{-\lambda t}, t \geq 0 \tag{7}
\end{equation*}
$$

where $\lambda$ is some positive constant, then,

$$
\begin{gather*}
F_{T}(t)=\operatorname{Prob}(T \leq t)=1-\mathrm{e}^{-\lambda t}  \tag{8}\\
f_{T}(t)=\frac{\mathrm{d} F_{T}(t)}{\mathrm{d} t}=\lambda \mathrm{e}^{-\lambda t} \tag{9}
\end{gather*}
$$

From these equations,

$$
\begin{equation*}
f_{M}(t)=N\left[F_{T}(t)\right]^{N-1} f_{T}(t)=N\left[1-\mathrm{e}^{-\lambda t}\right]^{N-1} \lambda \mathrm{e}^{-\lambda t} \tag{10}
\end{equation*}
$$

The expected value of $M$ is given by

$$
\begin{align*}
E(M) & =\int_{0}^{\infty} t f_{M}(t) \mathrm{d} t=\int_{0}^{\infty} t N\left[1-\mathrm{e}^{-\lambda t}\right]^{N-1} \lambda \mathrm{e}^{-\lambda t} \mathrm{~d} t \\
& =\lambda N \int_{0}^{\infty} t\left[\begin{array}{c}
\left.1-\mathrm{e}^{-\lambda t}\right]^{N-1} \mathrm{e}^{-\lambda t} \mathrm{~d} t \\
\\
\end{array}=\lambda N \int_{0}^{\infty} t \sum_{k=0}^{N-1}\binom{N-1}{k}(-1)^{N-1-k} \mathrm{e}^{-\lambda(N-1-k) t} \mathrm{e}^{-\lambda t} \mathrm{~d} t\right. \\
& =\lambda N \sum_{k=0}^{N-1}\binom{N-1}{k}(-1)^{N-1-k} \int_{0}^{\infty} t \mathrm{e}^{-\lambda(N-k) t} \mathrm{~d} t  \tag{11}\\
& =N \sum_{k=0}^{N-1}\binom{N-1}{k}(-1)^{N-1-k} \frac{1}{\lambda(N-k)^{2}} .
\end{align*}
$$

The expected value of the lifetime $T$ of each element is given as

$$
\begin{equation*}
E(T)=\int_{0}^{\infty} t f_{T}(t) \mathrm{d} t=\int_{0}^{\infty} t \lambda \mathrm{e}^{-\lambda t} \mathrm{~d} t=\frac{1}{\lambda} . \tag{12}
\end{equation*}
$$

Then,

$$
\begin{gather*}
f_{M}(E(T))=N\left[1-\mathrm{e}^{-1}\right]^{N-1} \lambda \mathrm{e}^{-1} \approx \frac{\lambda N}{3}\left(\frac{2}{3}\right)^{N-1} ; \mathrm{e}^{-1} \approx 0.3679  \tag{13}\\
=\frac{N}{3} \frac{1}{E(T)}\left(\frac{2}{3}\right)^{N-1} \tag{14}
\end{gather*}
$$

### 2.2. Finite-Range Probability Distributions

### 2.2.1. Uniform Distribution

The probability density function of $T$ is given in the following form:

$$
f_{T}(t)=\left\{\begin{array}{lc}
\frac{1}{a}, & 0 \leq t \leq a  \tag{15}\\
0, & a<t
\end{array},\right.
$$

where $a$ is some positive constant. Hence,

$$
F_{T}(t)=\left\{\begin{array}{lc}
\frac{t}{a}, & 0 \leq t \leq a  \tag{16}\\
1, & a<t
\end{array} .\right.
$$

Because probability density function $f_{T}(t)$ is constant in the range $0 \leq t \leq a$, the lifetime of each element is quite variable. From these equations,

$$
\begin{equation*}
f_{M}(t)=N\left[F_{T}(t)\right]^{N-1} f_{T}(t)=N\left[\frac{t}{a}\right]^{N-1} \frac{1}{a} \tag{17}
\end{equation*}
$$

The expected value of $M$ is given by

$$
\begin{equation*}
E(M)=\int_{0}^{a} t f_{M}(t) \mathrm{d} t=\int_{0}^{a} t N\left[\frac{t}{a}\right]^{N-1} \frac{1}{a} \mathrm{~d} t=\frac{N}{N+1} a . \tag{18}
\end{equation*}
$$

The expected value of the lifetime $T$ of each element is given as

$$
\begin{equation*}
E(T)=\int_{0}^{a} t f_{T}(t) \mathrm{d} t=\int_{0}^{a} t \frac{1}{a} \mathrm{~d} t=\frac{a}{2} . \tag{19}
\end{equation*}
$$

Then,

$$
\begin{align*}
f_{M}(E(T)) & =N\left[\frac{\frac{a}{2}}{a}\right]^{N-1} \frac{1}{a}=\frac{N}{a}\left(\frac{1}{2}\right)^{N-1},  \tag{20}\\
& =\frac{N}{2} \frac{1}{E(T)}\left(\frac{1}{2}\right)^{N-1} . \tag{21}
\end{align*}
$$

### 2.2.2. Parabolic Distribution

In this case, the probability density function of $T$ is defined in the following form:

$$
f_{T}(t)= \begin{cases}\frac{6}{a^{3}} t(a-t), & 0 \leq t \leq a  \tag{22}\\ 0, & a<t\end{cases}
$$

where $a$ is some positive constant (Figure 1). Hence,

$$
F_{T}(t)=\left\{\begin{array}{lc}
\frac{3}{a^{2}} t^{2}-\frac{2}{a^{3}} t^{3}, & 0 \leq t \leq a  \tag{23}\\
1, & a<t
\end{array} .\right.
$$

From these equations,

$$
\begin{equation*}
f_{M}(t)=N\left[F_{T}(t)\right]^{N-1} f_{T}(t)=N\left[\frac{3}{a^{2}} t^{2}-\frac{2}{a^{3}} t^{3}\right]^{N-1} \frac{6}{a^{3}} t(a-t) \tag{24}
\end{equation*}
$$



Figure 1. Parabolic distribution with $a=10$. The x -axis is random variable $T$ and they-axis shows the probability density of $T$. Circle indicates the expected value of $T$.

The expected value of $M$ is given by

$$
\begin{align*}
E(M) & =\int_{0}^{a} t f_{M}(t) \mathrm{d} t=\int_{0}^{a} t N\left[\frac{3}{a^{2}} t^{2}-\frac{2}{a^{3}} t^{3}\right]^{N-1} \frac{6}{a^{3}} t(a-t) \mathrm{d} t \\
& =\left[t\left[\frac{3}{a^{2}} t^{2}-\frac{2}{a^{3}} t^{3}\right]^{N}\right]_{0}^{a}-\int_{0}^{a}\left[\frac{3}{a^{2}} t^{2}-\frac{2}{a^{3}} t^{3}\right]^{N} \mathrm{~d} t  \tag{25}\\
& =a-a \sum_{k=0}^{N}\binom{N}{k} \frac{3^{k}(-2)^{N-k}}{3 N-k+1} .
\end{align*}
$$

The expected value of the lifetime $T$ of each element is given as

$$
\begin{equation*}
E(T)=\int_{0}^{a} t f_{T}(t) \mathrm{d} t=\frac{a}{2} . \tag{26}
\end{equation*}
$$

Then,

$$
\begin{gather*}
f_{M}(E(T))=N\left[\frac{3}{a^{2}}\left(\frac{a}{2}\right)^{2}-\frac{2}{a^{3}}\left(\frac{a}{2}\right)^{3}\right]^{N-1} \frac{6}{a^{3}} \frac{a}{2}\left(a-\frac{a}{2}\right)=\frac{3 N}{2 a}\left(\frac{1}{2}\right)^{N-1}  \tag{27}\\
=\frac{3 N}{4} \frac{1}{E(T)}\left(\frac{1}{2}\right)^{N-1} \tag{28}
\end{gather*}
$$

### 2.2.3. Pointed Distribution Composed of Two Parabolas

Here, the probability density function of random variable $T$, the lifetime of each element, is composed of two parabolas in the following form:

$$
f_{T}(t)=\left\{\begin{array}{lc}
\frac{3 t^{2}}{a^{2}(a+b)}, & 0 \leq t \leq a  \tag{29}\\
\frac{3(t-(a+b))^{2}}{b^{2}(a+b)}, & a<t \leq a+b, \\
0, & a+b<t
\end{array}\right.
$$

where $a$ and $b$ are some positive constants (Figure 2). Hence,

$$
F_{T}(t)=\left\{\begin{array}{lc}
\frac{t^{3}}{a^{2}(a+b)}, & 0 \leq t \leq a  \tag{30}\\
1+\frac{(t-(a+b))^{3}}{b^{2}(a+b)}, & a<t \leq a+b \\
1, & a+b<t
\end{array}\right.
$$

From these equations,

$$
\begin{align*}
f_{M}(t) & =N\left[F_{T}(t)\right]^{N-1} f_{T}(t) \\
& = \begin{cases}N\left[\frac{t^{3}}{a^{2}(a+b)}\right]^{N-1} \frac{3 t^{2}}{a^{2}(a+b)}, & 0 \leq t \leq a \\
N\left[1+\frac{(t-(a+b))^{3}}{b^{2}(a+b)}\right]^{N-1} \frac{3(t-(a+b))^{2}}{b^{2}(a+b)}, & a<t \leq a+b\end{cases} \tag{31}
\end{align*}
$$



Figure 2. Three variations of a pointed distribution composed of two parabolas: $a=1, b=$ 9 (green); $a=5, b=5$ (red); and $a=9, b=1$ (blue). The x -axis is random variable $T$ and the y -axis shows the probability density of $T$. Circles indicate the expected values of $T$.

The expected value of $M$ is given by

$$
\begin{align*}
E(M)= & \int_{0}^{a+b} t f_{M}(t) \mathrm{d} t=\int_{0}^{a+b} t N\left[F_{T}(t)\right]^{N-1} f_{T}(t) \mathrm{d} t \\
= & \int_{0}^{a} t N\left[\frac{t^{3}}{a^{2}(a+b)}\right]^{N-1} \frac{3 t^{2}}{a^{2}(a+b)} \mathrm{d} t \\
& +\int_{a}^{a+b} t N\left[1+\frac{(t-(a+b))^{3}}{b^{2}(a+b)}\right]^{N-1} \frac{3(t-(a+b))^{2}}{b^{2}(a+b)} \mathrm{d} t  \tag{32}\\
= & (a+b)-\frac{a^{N+1}}{(3 N+1)(a+b)^{N}} \\
& +\sum_{k=0}^{N}\binom{N}{k} \frac{(-b)^{3(N-k)+1}}{(3(N-k)+1) b^{2(N-k)}(a+b)^{N-k}}
\end{align*}
$$

The expected value of the lifetime $T$ of each element is given as

$$
\begin{equation*}
E(T)=\int_{0}^{a+b} t f_{T}(t) \mathrm{d} t=\int_{0}^{a} t \frac{3 t^{2}}{a^{2}(a+b)} \mathrm{d} t+\int_{a}^{a+b} t \frac{3(t-(a+b))^{2}}{b^{2}(a+b)} \mathrm{d} t=\frac{3 a+b}{4} \tag{33}
\end{equation*}
$$

Using a parameter $k, 0<k, b$ can be denoted as $k a$. Then,

$$
\begin{equation*}
E(T)=\frac{3 a+b}{4}=\frac{3+k}{4} a . \tag{34}
\end{equation*}
$$

If $E(T) \leq a, 0<k \leq 1$ and

$$
\begin{align*}
f_{M}(E(t)) & =N\left[\frac{\left(\frac{3+k}{4} a\right)^{3}}{a^{2}(a+k a)}\right]^{N-1} \frac{3\left(\frac{3+k}{4} a\right)^{2}}{a^{2}(a+k a)}=\frac{3 N}{\frac{3+k}{4} a}\left(\frac{\left(\frac{3+k}{4}\right)^{3}}{1+k}\right]^{N}  \tag{35}\\
& \leq 3 N \frac{1}{E(T)}\left(\frac{1}{1+k}\right)^{N} .
\end{align*}
$$

If $E(T)>a, 1<k$ and

$$
\begin{align*}
f_{M}(E(t)) & =N\left[1+\frac{\left(\frac{3+k}{4} a-(a+k a)\right)^{3}}{(k a)^{2}(a+k a)}\right]^{N-1} \frac{3\left(\frac{3+k}{4} a-(a+k a)\right)^{2}}{(k a)^{2}(a+k a)} \\
& =N\left[\frac{37 k^{2}(1+k)-(3 k+1)}{64 k^{2}(1+k)}\right]^{N-1} \frac{\frac{3}{16}\left(9+\frac{6}{k}+\frac{1}{k^{2}}\right)^{2}}{(1+k) a}  \tag{36}\\
& <N\left[\frac{37}{64}\right]^{N-1} \frac{3}{(1+k) a}=3 N \frac{1}{E(T)} \frac{\frac{3+k}{4}}{1+k}\left[\frac{37}{64}\right]^{N-1} \\
& <3 N \frac{1}{E(T)}\left[\frac{37}{64}\right]^{N-1}
\end{align*}
$$

Then, if $k=1$, that is $a=b, E(T)=a$ and

$$
\begin{equation*}
f_{M}(E(t))=N\left[\frac{a^{3}}{a^{2}(a+a)}\right]^{N-1} \frac{3 a^{2}}{a^{2}(a+a)}=\frac{3 N}{2} \frac{1}{E(T)}\left(\frac{1}{2}\right)^{N-1} . \tag{37}
\end{equation*}
$$

## 3. Calculation Results

### 3.1. Exponential Distribution

Two cases, $\lambda=0.1$ and 0.2 , are examined when the probability distribution is an exponential distribution. The parameter $\lambda$ can be selected arbitrarily. The value of $E(T)$ is the inverse of $\lambda: 10$ at $\lambda=0.1,5$ at $\lambda=0.2$. Hence, $\lambda$ is selected so that $E(T)$ of exponential distribution is comparable with $E(T)$ of the other distributions of finite range. Figure 3 shows that the critical number of elements for group survival are 22 at $\lambda=0.1$ and $\lambda=0.2$. In either case, the probability distribution of $M$ shifts to the right as $N$, the number of elements in the group, increases, and the value of $E(M)$ becomes more distant from $E(T)$. Because $0 \leq T<$ $\infty$, the value of $E(M)$ increases without limitation as $N$ increases. From Equation (14), $f_{M}(E(T))$ is inversely proportional to $E(T)$ and decreases as $N$ increases.

### 3.2. Finite-Range Probability Distributions

### 3.2.1. Uniform Distribution

A uniform distribution of a random variable, $T: 0 \leq T \leq 50$, is examined. Figure 4 shows that the critical number of elements needed for group survival are 10. In contrast to the case for exponential distribution, only the left half of the probability


Figure 3. Two cases of the exponential distribution: $\lambda=0.1$ (red) and 0.2 (blue). The x -axis is random variable $T$ and the y -axis shows the probability density of $T . N$ is the number of the elements. Circles indicate the expected values of $T$ and crosses indicate the expected value of the maximum lifetime of the elements.


Figure 4. A uniform distribution of a random variable, $T: 0 \leq T \leq 50$. The x -axis is a random variable, $T$ and the y -axis shows the probability density of $T . N$, number of the elements. Circles indicate the expected values of $T$ and crosses indicate the expected value of the maximum lifetime of the elements, respectively.
distribution of $M$ shifts to the right as $N$ increases, and the value of $E(M)$ becomes more distant from $E(T)$ and approaches the upper limit of $T=50$. From Equation (21), $f_{M}(E(T))$ is inversely proportional to $E(T)$ and decreases as $N$ increases.

### 3.2.2. Parabolic Distribution

Two cases of $a=5$ and $a=10$ are examined for a parabolic distribution. The ranges of random variable $T$ are $0 \leq T \leq 5$ and $0 \leq T \leq 10$, respectively. Figure 5 shows that the critical number of elements needed for group survival are about 10 for both cases. Only the left half of the probability distribution of $M$ shifts to the right as $N$ increases, and the value of $E(M)$ becomes more distant from $E(T)$ and approaches the upper limit of $T$ as $N$ increases. From Equation (28), $f_{M}(E(T))$ is inversely proportional to $E(T)$ and decreases as N increases.

### 3.2.3. Pointed Distribution Composed of Two Parabolas

Three cases when the values of $(a, b)$ are $(1,9),(5,5)$ and $(9,1)$ are examined here. The ranges of random variable $T$ are equally $0 \leq T \leq 10$. Figure 6 shows that the critical numbers of elements needed for group survival are 12,11 , and 9 , respectively. Only the left half of the probability distribution of $M$ shifts to the right as $N$ increases, and the value of $E(M)$ becomes more distant from $E(T)$. In


Figure 5. Two cases of parabolic distribution: $a=5$ (red) and $a=10$ (blue). The x -axis is a random variable, $T$ and the y -axis shows the probability density of $T . N$, number of the elements. Circles indicate the expected values of $T$ and crosses indicate the expected value of the maximum lifetime of the elements.


Figure 6. Three variations of pointed distribution composed of 2 parabolas: $a=1, b=9$ (green); $a=5, b=5$ (red); and $a=9, b=1$ (blue). The x -axis is a random variable, $T$ and the y -axis shows the probability density of $T$. $N$, number of the elements. Circles indicate the expected values of $T$ and crosses indicate the expected value of the maximum lifetime of the elements.
either case, the value of $E(M)$ approaches the upper limit of $T$ as $N$ increases. From Equations (35) and (36), $f_{M}(E(T)$ ) is inversely proportional to $E(T)$ and decreases as $N$ increases. Particularly, $f_{M}(E(T))$ decreases as $\left(\frac{1}{2}\right)^{N-1}$ when $a=5$ and $b=5$.

## 4. Discussion

The findings of the calculations and their interpretations are as follows.

### 4.1. Exponential Distribution

In both cases of $\lambda=0.1$ and 0.2 , the expected value of the maximum lifetime of the group $E(M)$ increases as the number of elements $N$ increases. Because random variable $T$ has no limits, the value of $E(M)$ continues to increase. If the system of a group has a memoryless property with respect to lifetime, the lifetimes follow an exponential distribution. Although it may be difficult to determine such a system in the real world, cancer may be one possible example. A cancer cell appears suddenly and proliferates by cell division so that it increases to a mass of 1 billion cells over 10-20 years [14]. The lifetime of a cancer cell seems to be rather long, irrespective of aging and arteriosclerosis. Hence, the lifetimes
in this system are assumed to have a memoryless property, which indicates that the lifetimes of cancer cells follow an exponential distribution. Because $E(T)$ is large and $f_{M}(E(T))$ is inversely proportional to $E(T)$ from Equation (14), the critical number of elements needed for group survival is rather small. Hence, if radiation therapy cannot destroy an instance of cancer completely, the cancer that survives it will grow back. From the perspective of probability, this is the reason that a large number of cancers are untreatable. Even if radiation therapy reduces the lifetime of cancer cells by half, i.e., $E(T)=10$ at $\lambda=0.1 \Rightarrow E(T)=5$ at $\lambda=0.2$, the mass will return if a few cells survive.

### 4.2. Finite-Range Probability Distributions

### 4.2.1. Uniform Distribution

It is difficult to find an example in the biological and medical fields that is likely to follow a uniform distribution. If the lifetimes of the elements in a group follow a uniform distribution, the diversity of the lifetimes is rather remarkable. Because the expected value of the maximum life time $E(M)$ is almost equal to the upper limit $a$ of the range of random variable $T: E(M)=\frac{N}{N+1} a$, the group will continue to work even under various disturbances. Because $f_{M}(E(T))$ is inversely proportional to $2^{N-1}$, from Equation (21), it is suggested that if the group has more than 10 elements, it will continue to function.

### 4.2.2. Parabolic Distribution

The parabolic distribution approximates a normal distribution with a finite range. Because the normal distribution appears universally in various fields due to the central limit theorem, the parabolic distribution may be applicable in the biological and medical fields. Two cases of $a=5$ and $a=10$ are examined, giving the ranges of a random variable $T$ as $0 \leq T \leq 5$ and $0 \leq T \leq 10$, respectively. If $a$ is reduced by half ( $a=10 \Rightarrow a=5$ in Figure 5 ), $E(M)$ is not much longer than $\mathrm{E}(T)$ when the number of elements in the group is less than 5 . This finding suggests that the group consisting of a few of elements is not robust against various disturbances. In contrast, when $a=10, E(M)$ is much longer than $E(T)$. In both cases, the critical number of elements needed for group survival is 10 . From Equation (28), $f_{M}(E(T))$ is inversely proportional to $2^{N-1}$. These findings indicate that groups consisting of more than 10 elements may be robust against various disturbances. If the arterial flow to the visual cortex is suppressed by arteriosclerosis or infarction so that the lifetimes of neurons of the minicolumns are reduced by half, any subparts consisting of six pyramidal cells in the monkey primary visual cortex may not survive. However, because the functional column consists of hundreds of minicolumns, it is presumed that it can respond to similar visual patterns.

### 4.2.3. Pointed Distribution Composed of Two Parabolas

This distribution approximates a normal distribution with higher kurtosis. The ranges of random variable $T$ are $0 \leq T \leq 10$ in all three cases. When $a=1$ and $b=$

9, the distribution approximates positive skewness because $E(T)$ is in the left half of the range of $T$. When $a=5$ and $b=5$, the distribution approximates zero skewness because $E(T)$ is in the middle of the range of $T$. When $a=9$ and $b=1$, the distribution approximates negative skewness because $\mathrm{E}(T)$ is in the right half of the range of $T$. In all three cases, $E(M)$ shifts to the right. The critical number elements needed for group survival $(12 \Rightarrow 11 \Rightarrow 9)$ decreases as the skewness decreases (Figure 6). When $a=5$ and $b=5, E(M)$ at $N=17$ is smaller than $E(M)$ at $N=3$ when $a=9$ and $b=1$. Similarly, when $a=1$ and $b=9, E(M)$ at $N=17$ is smaller than $E(M)$ at $N=3$ when $a=9$ and $b=1$. These findings suggest that the group is even more robust against various disturbances when $a=9$ and $b=1$ than in other cases. When $a=b, f_{M}(E(T))$ is inversely proportional to $2^{N-1}$ from Equation (37). This indicates that a group consisting of more than 10 elements may be robust against various disturbances. The hippocampus and dentate gyrus play important roles in memory and learning. The axon of each granule cell in the dentate gyrus gives rise to approximately seven primary collaterals [15]. The hippocampal formation, which includes the hippocampus and dentate gyrus, is vulnerable to ischemia, in which memory and learning are damaged [16]. If the lifetimes follow a pointed distribution composed of two parabolas, seven primary collaterals may be insufficient for proper functionality because seven is less than the critical number of elements needed for group survival.

### 4.3. Study Limitations

Although there are many types of probability distributions, only four probability distributions were examined in this study. Because the exponential distribution is the probability distribution that describes the time between events in a process in which events occur independently at a constant average rate, it is a good choice for system modelling. However, the random variable has no upper limit in this distribution. Therefore, probability distributions with finite ranges were also examined. The uniform distribution is used as an example in which the random variable has the diversity with even probability. The parabolic distribution and pointed distribution composed of two parabolas are employed as approximations to a normal distribution.

## 5. Conclusion

This study examined how the lifetime of a group consisting of several elements depends on the number of elements and the probability distribution of their lifetimes. Four probability distributions were studied: an exponential distribution, a uniform distribution, a parabolic distribution, and a pointed distribution composed of two parabolas. The latter three distributions have a finite range. The probability distribution of the maximum life time $M$ shifts to the right as the number of elements $N$ increases, and the expected value $E(T)$ of the lifetime of each element eventually becomes less than its lower limit. Hence, if $N$ is larger than the critical number of elements needed for group survival, the lifetime of
the group will be longer than $E(T)$. The critical number of elements needed for group survival is in inverse proportion to $E(T)$ regardless of the probability distributions used. For an exponential distribution, it decreases as $\left(\frac{2}{3}\right)^{N-1}$ and as $\left(\frac{1}{2}\right)^{N-1}$ for the other distributions. Because a probability distribution defined over a finite range is assumed to be reasonable in practice, a group consisting of more than 10 elements should survive well.
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