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Abstract 

In this paper, a quantum mechanical Green’s function ( )qo b b a aG y t y t, ; ,  for the quartic oscillator is 
presented. This result is built upon two previous papers: first [1], detailing the linearization of the 
quartic oscillator (qo) to the harmonic oscillator (ho); second [2], the integration of the classical 
action function for the quartic oscillator. Here an equivalent form for the quartic oscillator action 
function ( )qo b b a aS y t y t, ; ,  in terms of harmonic oscillator variables is derived in order to facilitate 
the derivation of the quartic oscillator Green’s Function, namely in fixing its amplitude. 
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1. Introduction 
Following Schiff [3], the quantum mechanical Green’s function ( )2 2 1 1, ; ,G z t z t  

( ) ( ) ( )2 2 2 2 1 1 1 1 1, , ; , , d ,z t G z t z t z t z
∞

−∞
Ψ = Ψ∫                          (1.1) 

implements the superposition principle satisfied by the wave function because it satisfies a linear partial diffe-
rential equation, the Schrödinger equation. (Note 0az =  is included because of the integration.) Equation (1.1) 
implies that G also satisfies it, namely in quartic qo variables: 

( ) ( ) ( )
2

1, ; , , ; , .
2b b a a b b b a a

b b

G y t y t V y G y t y t
i t m i y

  ∂ ∂ = +  − ∂ ∂   

 

               (1.2) 

Here we show that the Dirac-Feynman [4] [5] form 

( ) [ ] ( )1, ; , exp , ; , ,
,b b a a b b a a

b a

iG y t y t S y t y t
A t t

=


                      (1.3) 
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where ( ), ; ,b b a aS y t y t  is the classical action for the quartic oscillator (qo). Thus, we will show that only the 
classical paths are needed in (1.1) for the qo as is true for the free particle and harmonic oscillator. We do not 
address the question of why the other non-classical paths in Feynman’s path integral formulation [6] do not reg-
ister. 

Part II summarizes the results needed from [1]. 
Part III begins from first principles and expresses the Action function in terms of harmonic oscillator (ho) 

variables ( )ˆ ˆ, ; ,qo z b a aS x t x t  and then integrates it. We establish that it is equal to that given in qo variables in 
[2]. This is fundamental to obtaining the correct value of the amplitude qoA  appearing in the Green’s function. 

In Part IV, we then address the missing piece for the Green’s function, namely, the Amplitude ( )ˆ ˆ
qo b aA t t− . 

To obtain the target goals, these results are recast in terms of the qo variables. The Green’s Function is then 
fixed in the final paragraph of this section. 

Part V outlines the extension of these results to the hierarchy of all even power potentials. 

2. Review of Linearization Map 
The linearization map [1] implements the correspondence between the solutions to Newton’s equations of mo-
tion for the ho and qo, 

( ) ( ) ( ) ( )
2 2

3
2 42 2

d dˆ ˆ .ˆd d
m x t k x t m y t k y t

t t
= − ⇔ = −                        (2.1) 

Note both systems are assumed to have the same mass m. 
Specifically, the invertible linearization map to the quartic oscillator with mass m and space coordinate y is 

stated in two parts. First, 

( ) ( )1 41 4 2
2 42y k k x x=  

or 

( ) ( )1 21 2 2
4 22 ,x k k y y=                                (2.2) 

where y is the space coordinate of the quartic oscillator and we have used the representation ( ) ( )1 22sgn x x x=   

and similarly for sgn(y). This implements the physical requirement that ( ) ( )2 4
2 4

1 1ˆ
2 4

k x t k y t=  i.e. matching  

the potential energies at the two different times, coupled with matching of the signs of the space coordinates. 
One cycle of the qo corresponds to one cycle of the ho, of course the periods are different. 

Second, 

( ) ( )( ) 1 41 4 2
2 4

d ˆ1 2 2ˆd
t k k x t
t

−
=  

and 

( ) ( )( )1 21 2 2
2 4

ˆd 2 ,
d
t k k y t
t
=                                (2.3) 

which results by requiring 

( ) ( )ˆ ˆd d d d .x t t y t t=                                     (2.4) 

Given the matching of the potential energies, the matching of the velocities and the masses of the oscillators 
for all values of 2k  and 4k  implies physically matching the momentum at the two different times and the ki-
netic energies, i.e. ( ) ( )ˆ

ho qop t p t= , ho qoE E E= = . 
Further we need 

( ) ( ) ( ) ( )ˆ ˆ ˆ ˆ ˆ ˆ ˆsin sin sin ,b a a b b ax t x t t x t t t tω ω ω = − + − −                 (2.5) 

( )( ) ( )
( )

( ) ( )
( )

1 22

1 2 1 2
4 2

ˆ
sin .

4 2
ho

o

y t y t x t

E k E k
θ θ= − =                            (2.6) 
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Note: Our convention ˆ0 0t t= ↔ = . The physical significance of 0t  will be found in Part IV. 
Finally, and key to the interchangeability of the qo and ho variables needed here is the standard change of va-

riables in differentiation given by the following: First, it follows from (2.2) that 

( )
1 4

1 424

2

2 .
2
kx x

y y x k x
 ∂ ∂ ∂ ∂

= =  ∂ ∂ ∂ ∂ 
                            (2.7) 

Second, it follows from (2.3) that 

( )
1 4

1 424

2

ˆ
2 .ˆ ˆ2

kt x
t t t k t

 ∂ ∂ ∂ ∂
= =  ∂ ∂ ∂ ∂ 

                            (2.8) 

Note from (2.7) and (2.8) that 
ˆ
.x t

y t
∂ ∂

=
∂ ∂

                                       (2.9) 

3. The qo Action in Terms of the ho Variables 
As stated in the Introduction, the object of this paragraph is to express the defining expression for the qo action 
in terms of the ho variables and integrate it. 

We start with an expression of the qo action in qo variables and transform it to ho variables 

( ) ( )

( ) ( ) ( )( )

2
4

4

2 1 4
ˆ 1 42 22

2ˆ
4

d

d1 1 d
2 d 4

ˆd 21 1 1ˆ ˆ ˆd .ˆ2 d 2 2

b

a

b

a

t
qo t

t

t

t

y t
S m k y t t

t

x t km k x t x t t
t k

−

  
 = −    

     = −         

∫

∫


                 (3.1) 

Employing 
( ) ( )( )

2
2

2

ˆd1 1 ˆ ,ˆ2 d 2
x t

m k x t E
t

 
+ =  

 
 we obtain from (3.1) 

( ) ( )( )

( ) ( )( ) ( )

2 1 4
ˆ 1 422
ˆ

4

1 4
ˆ 1 422
ˆ

4

ˆd 21 ˆ ˆdˆd 2

ˆd 21 ˆ ˆd d ,ˆd 2

b

a

b

a

t
qo t

t
b at

x t kS m E x t t
t k

x t km x x t t E t t
t k

−

−

     = −         

 
= − − 

 

∫

∫

                 (3.2a) 

where 

( )( )
1 4

ˆ 1 422
ˆ

4

21 ˆ ˆd .
2

b

a

t
b a t

kt t x t t
k

− 
− =  

 
∫                           (3.2b) 

Now 

( ) ( ) ( )( )
2

2ˆ ˆ ˆsin o o
Ex t t t

k
θ θ

 
= − 
 

                              (3.3) 

where ( )ˆ ˆt tθ ω=  and 2
2 .k mω=  

Therefore 

( ) ( ) ( )( ) ( )
1 2

2 ˆd

2ˆ ˆ ˆ ˆd cos d ,o o

t

Ex t t t t
k

ω

θ θ θ
 

= − 
  

                         (3.4) 
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and 

( ) ( ) ( )( )
1 2

2

ˆd 2 ˆ ˆcos .ˆd o

x t E t t
t k

θ θ ω
 

= − 
 

                            (3.5) 

Continuing, we have for the first term in the final expression (3.2a) 

( ) ( )( ) ( ) ( )( )( )
1 4 1 4

1 4ˆ 2 22
ˆ

4 2

22 1 2 ˆ ˆ ˆ ˆ ˆcos sin d .
2

b

a

t
o ot

kE E t t t t t
m k k

θ θ θ θ
−

−   
= − −   

   
∫              (3.6) 

Therefore 

( ) ( )( ) ( ) ( )( )( ) ( )
1 4 1 4

1 4ˆ 2 22
ˆ

2 4

22 1 ˆ ˆ ˆ ˆ ˆ2 cos sin d .
2

b

a

t
qo o o b at

kES E t t t t t E t t
k k

θ θ θ θ
−

−      
   = − − − −   
         

∫      (3.7) 

Now paralleling the development in [2] we effect the integration by parts, where: 

( )d d d
ˆ ˆ ˆd d d

f gfg g f
t t t

= +  

with ( ) ( )( )( ) ( ) ( )( )
( ) ( )( )

3 4
2

ˆ ˆcos2ˆ ˆsin and .
ˆ ˆ3 sin

o
o

o

t t
f t t g

t t

θ θ
θ θ

θ θ

−
= − =

−
 

Therefore, 

( ) ( )( ) ( ) ( )( )( )

( ) ( )( )( ) ( ) ( )( )( ) ( ) ( )( )
( ) ( )( )

1 4ˆ 2 2
ˆ

ˆ
1 4 3 4ˆ 2 2

ˆ

ˆ

ˆ ˆ ˆ ˆ ˆcos sin d

ˆ ˆcos2 2 1ˆ ˆ ˆ ˆ ˆsin d sin .
ˆ ˆ3 3 sin

b

a

b

b

a

a

t
o ot

t

t o
o ot

o t

t t t t t

t t
t t t t t

t t

θ θ θ θ

θ θ
θ θ θ θ

ω θ θ

−

−

− −

−
= − + −

−

∫

∫
      (3.8) 

Hence, 

( ) ( )( )( )

( ) ( )( )( ) ( ) ( )( )
( ) ( )( ) ( )

( )

1 4 1/4
1 4ˆ 22

ˆ
2 4

ˆ
3 4

2

ˆ

1 4 1 4
ˆ 22
ˆ

2 4

22 1 2 ˆ ˆ ˆ2 sin d
2 3

ˆ ˆcos2 1 ˆ ˆsin
ˆ ˆ3 sin

24 2 1 ˆ ˆsin
3 2

b

a

b

a

b

a

t
qo ot

t

o
o b a

o t

t

t

kES E t t t
k k

t t
t t E t t

t t

kE E t t
k k

θ θ

θ θ
θ θ

ω θ θ

θ θ

−
−

−

          = −   
           

− + − − −
− 


    
 = −   
     

∫

∫ ( )( )( )
( )

( )
( )( )
( )( )

( ) ( )( )
( ) ( )( ) ( )

3 21 22

1 4

1 4
1 22 ˆ

2
3 44 2

ˆ
ˆ

ˆd

2
ˆ ˆcos

ˆ .
ˆ ˆ3 sin

b a

b

a

o

t t

t

o
b a

o t
x t

t

k k m t tk
x t E t t

t t

θ θ

θ θ

−

−

 
 
 

 
  − + − −

−





             (3.9) 

Finally, 

( ) ( )( )( ) ( ) ( )( )
( ) ( )( ) ( )

ˆ
1 4 3 21 21 2 22

2
4

ˆ

ˆ ˆcos21 1ˆ ,
ˆ ˆ3 3sin

b

a

t

o
qo b a

o t

t tkS k m x t E t t
k t t

θ θ

θ θ

− 
= + − 

− 
          (3.10) 
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where 

( ) ( )( )
0

1 4
ˆ 1 422

0 ˆ
4

21 ˆ ˆd ,
2

t

t

kt t x t t
k

− 
− =  

 
∫                         (3.11) 

and 

( ){ } ( )2 2 2
2

1 ˆ ˆ ˆ ˆ2 cos sin .
2 b a b a b a b aE k x x x x t t t tω ω = + − − −                  (3.12) 

Now we verify that this is indeed qoS ; but expressed in ho variables. To do this we use the linearization tools 
described in Part II. In particular, from (2.6) 

( )

( ) ( ) ( ) ( )
( )

( ) ( )
( )

( )
( )( )

1 4
1 224

2

1 4 1 4
1 2 1 2 1 42 2 24 2

2 4

1 2
2

1 2
1 224

1 2
1 224

4

2
2

ˆ ˆcos21 32 2 ˆ ˆ2 3 4 sin

ˆ ˆcos
ˆ ˆsin

2cos d

2 2sin

b

o

b

o

qo
b qo

b b

b o
b b b

b o

b o
b

b o

t

t

b b
t

t

S k x S
y k x

t tk kx k m x x
k k t t

t t
k m x

t t

k y t t
mk my y

k
m

ω
ω

ω
ω

∂   ∂
=  ∂ ∂ 

−   
=     −   

−
=

−

 
    =  

   

 

∫

∫ ( )( )
1 2

1 22

.
d

bp
y t t

=



              (3.13) 

This checks with (4.3) in [2]. 
Next, 

( ) ( ) ( )( ) ( )
1 4 1 4 3 21 4 1 2 1 22 2 24 2

2
2 4

21 12 ˆ ˆ2 3 sin

4 1 .
3 3

qo
b b

b b o

S k kx k m x
t k k t t

E E E

ω

 ∂     −
=       ∂ −     

= − + = −

           (3.14) 

This checks with (4.3) in [2]. 

Thus, obeys the H-J equation 0 , .b
b b

S SS H y
t y

  ∂ ∂
= +   ∂ ∂  

 

Similarly 

and .qo qo
a

a a

S S
p E

x t
∂ ∂

= − =
∂ ∂

                            (3.15) 

Using the results in Part II, (3.10) can be directly shown to be equal to the result (4.2) in [2], namely, it is equal to 

( )

( ) ( )
( ) ( ) ( )

( ) ( )
1 2

3 2 3 22 24

, ; ,

cos cos1 ,
3 2 sin sin 3

qo b b a a

b o b o
a a b a

b o b o

S y t y t

mk Ey y t t
θ θ θ θ
θ θ θ θ

 − − = − + −   − −    

                   (3.16) 

( )
( )( )

( )( )
( )

( )( )

( )( )
( )

1 2 1 2
1 2 1 22 24 4

3 2 3 22 2
1 2 1 2

1 2 1 22 24 4

2 2cos d cos d
,

32 2sin d sin d

b o

o a

b o

o a

t t

t t

a a b a
t t

t t

k ky t t y t t
Em my y t t

k ky t t y t t
m m

    ′ ′ ′ ′    
    − + −

    ′ ′ ′ ′    
    

∫ ∫

∫ ∫
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where 

( ) ( ) ( ) ( )( )1 2 24 4 2 2
4

1 2 cos ,
4 b a b b a a b aE k y y y y y y t tθ θ = + − −  

               (3.17) 

and 

( ) ( ) ( )( )
1 2

1 2242 d .
o

t
o t

kt t y t t
m

θ θ   ′ ′− =  
 ∫                         (3.18) 

The significance of 0t  will be discussed in the latter paragraph of Part IV. 
(It is important to correct some exponent typos in [2] (arXiv:1207.4376v2 [math-ph]). These corrections do 

not affect any of the results reported there or here. The correct exponents were used in arriving at the results  
reported. The minus sign on lhs of (2.8) should be a plus. The exponent in (2.9a) and (3.1) in [2] on the sin2  

terms should read −1/4. The terms involving 2k
m

 
 
 

 in the integrands on pp 120-121 should all carry an  

exponent of 1/2. The corresponding equations and pages should be corrected in the arXiv article. Sorry for any 
inconvenience, but again no errors in the final results!) 

4. Green’s Function for the Quartic Oscillator 
Here, (assuming the Dirac-Feynman form of the Green’s function) an amplitude qoA  is identified such that the  

expression 1 expqo qo
iA S−  

 
 

 satisfies the Schrödinger equation: 

2
1 4 1

4
1 1exp exp ,

2 4qo qo b qo qo
b b

i iA S k y A S
i t m i y

− −
  ∂ ∂    = +     − ∂ ∂      

 

 

              (4.1) 

where qoS  is given by (3.16)-(3.18) and A is to be determined. 
Thus we have on the lhs of (4.1) 

( ) ( )2 1 exp ,qo
qo qo

b

A i iA E A S
i t i

− ∂  = + −  ∂ −   

 

 

                      (4.2) 

where qo

b

S
E

t
∂

= −
∂

 from (3.14). 

And we have the rhs of (3.1) 

( ) ( )2 112 exp ,
2

b
b qo

b

p imi mp V y A S
y

− ∂
= + + ∂ 




                      (4.3) 

where b
b

S p
y
∂

=
∂

 from (3.13). 

The 2nd term in the lhs of (4.1) is equal to the sum of the 2nd and 3rd terms in the rhs of (4.1) for our con-
servative system. 

This leaves only the 1st term of the lhs of (4.1) and the 1st term in the rhs of (4.1). Equating their coefficients 
and cancelling common factors we obtain 

2 .qo b
qo

b b

A pA m
t y

∂ ∂
=

∂ ∂
                                (4.4) 

Proceeding with the evaluation of (4.4), we have for the lhs 

( )
1 4

1 424

2

1 2 ,ˆ2 b qo
qo b

k x A
A k t

  ∂
  ∂ 

                             (4.5) 
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and for the rhs 

( ) ( ) ( )
( )

1 4
1 4 1 22 24

2

ˆ ˆcos1 2 .ˆ ˆˆ2 2 sin
b o

b
b b o

t tk x k m
m k x t t

ω
ω

−  ∂
  ∂ − 

                      (4.6) 

Therefore equating (4.5) to (4.6) and canceling the common factors including one given by (2.9), we have 

( )
( )

ˆ ˆcos1 ,ˆ ˆ ˆ2 sin
b o

qo qo
b o

t t
A A

t t t
ω

ω
ω

−∂
=

∂ −
 

or 

( )1 ˆ ˆln sin ,ˆ ˆ2qo b onA t t
t t

α ω∂ ∂
= −

∂ ∂
                            (4.7) 

or 

( )( )1 2ˆ ˆsin ,qo b oA t tα ω= −                                (4.8) 

where α = constant. 
Before completing our discussion of the amplitude, we start with the observation that there exists a 1 0z =  at 

1t . Now this 1 0z =  corresponds to a 1̂ 0z =  at 1̂t  via (2.2). This implies via (2.6) that 0 1
ˆ ˆt t= . 

Now set 1̂t . This implies 1t  via the quadrature (3.11). 
Now set 2̂t  and this implies 2t  via another application of the quadrature (3.11). 

( )2 2̂x x t=  implies ( ) ( )2 2 2 2y y t z t= =  via (2.2). Therefore returning to the amplitude, we have 

( )( )1 2

2 1
ˆ ˆsin .qoA t tα ω= −                                (4.9) 

Here using qoA  in the limit, which is (αωε ), where ε  is the increment in ho time, we link up with the de-
velopment in F-H [6] for any system for which H T V= +  on pp 76 - 78 and find 

2π .i
m

α
ω

=
                                     (4.10) 

Equivalently from (3.18) 

( )( )2

1

1 2
1 22422π sin d .

t
qo t

kiA y t t
m mω

   =     
     

∫
                       (4.11) 

We turn to how do we use this structure of the Green’s function to bring it to the form (1.1). 
There are two quadratures necessary to fix the connection between the coordinates. 
To obtain (1.1) we set 2 ,bz y=  2 ,bt t=  1 ,az y=  1 at t=  and note that the integrations overall 1z  techni-

cally eliminates knowing the exact connection; except for 1 10z = , between the integration variable 1z  and 1t  
because 1t  is fixed and the integration is over all values of 1z , where 1z  appears in E given by (3.12). Therefore 
with these substitutions understand the ( )0, , ,b b aG y t y t  in our Green’s function (1.3) is given by (3.16)-(3.18) 
and the amplitude 0,bA t t    is given by (4.8) and (4.10)-(4.11) where ( )ˆ ˆ

b at tω −  equals the rhs of (3.18). 
Again, there are only two quadratures with this application fixed by ( )2 2,b by z t t= =  and  
( )1 10,a ay z t t= = = . 

5. Extremal Mapping for ( )n
n n

n
k y t

n >

2
2 2

1

1
2

 Hierarchy 

In this section we present a brief outline of the extension of these results to the hierarchy of attractive potentials 
given by even powers of the space coordinate [1]. 

Fundamental to this outline the mapping of the harmonic oscillator extremals onto the extremals of a each 
member of an hierarchy of attractive oscillators with coordinates ( )2ny t ; 2,3, 4,n =   characterized by even 
positive power law potentials. (The case, 4y y≡  which is included in the hierarchy, has been the subject of the 
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preceding paragraph.) In a straight forward manner the mappings in Part II and Part 1, generalize and yield the 
following relationships: 

( ) ( )( )( )1 2 11 2 2
2 2 2

n nn
n ny nk k x x

−
=  

( ) ( )( )1 21 2 2
2 2 2 2 ,

n

n n nx k nk y y
−

=                              (5.1) 

which is the generalization of (2.1). The generalization of (2.2) is given by: 

( ) ( ) ( )( ) ( ) ( )1 21 22 1 2 2
2 2

d ˆ ˆ ,ˆd
n nnn n

n
t n k k x t t
t

− −− −=  

and 

( ) ( )( )1 21 2 2
2 2 2

ˆd ,
d

n

n n
t n k k y
t

−
=                              (5.2) 

and 
ˆ .o ot t=                                        (5.3) 

These mappings take the space-time extremals of the linear oscillator with coordinates ( )ˆ,x t  and map them 
onto the space-time extremals of the (2n)th oscillator with coordinates ( )2 ,ny t . 

With these mapping in hand, all of the analyses presented in Parts II - IV can then be extended to the mem-
bers of the hierarchy including the analysis of the corresponding 2nA . It will be tedious. 

6. Conclusions 
A quantum mechanical Green’s function ( ), ; ,b b a aG y t y t  (1.3) for the quartic oscillator is presented where 

( ), ; ,qo b b a aS y t y t  is given by (3.16)-(3.18) and ( ),qo b aA t t  is given by (4.9)-(4.10) with 0ay = , 0at = . See 
the end of Part V. This result is built upon two previous papers: first [1], detailing the linearization of the quartic 
oscillator (qo) to the harmonic oscillator (ho); second [2], the integration of the classical action function for the 
quartic oscillator. Here an equivalent form for the quartic oscillator action function ( ), ; ,qo b b a aS y t y t  in terms 
of harmonic oscillator variables is given by (3.10)-(3.12) in order to facilitate the derivation of the quartic oscil-
lator Green’s Function amplitude. To implement (1.1) set 2by y= , o zt t= , 1ay y= , 1at t=  in the above. 

The linearization map originally given in [1] and described in parts in Part II and IV of this paper describes 
the difference between our approach and that of R.C. Santos, J. Santos and J.A.S. Lima [7] who first reported 
the possibility of linearization of the qo to the ho. 
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