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#### Abstract

In this paper, an efficient technique of differential quadrature method and perturbation method is employed to analyze reaction-diffusion problems. An efficient method is presented to solve thermal wave propagation model in one and two dimensions. The proposed method marches in the time direction block by block and there are several time levels in each block. The global method of differential quadrature is applied in each block to discretize both the spatial and temporal derivatives. Furthermore, the proposed method is validated by comparing the obtained results with the available analytical ones and also compared with the hybrid technique of differential quadrature method and Runge-Kutta fourth order method.
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## 1. Introduction

Thermal wave is the reaction-diffusion equation which plays an ever-increasing role in the study of material parameters. It has been employed in optical investigations of solids, liquids, and gases with photo-acoustic and thermal lens spectroscopy. Thermal waves have also been used to analyze the thermal and thermodynamic properties of materials and for imaging thermal and material features within a solid sample [1].

In the past several decades, there has been greeting activity in developing numerical and analytical methods for the thermal wave equation. Due to the nonlinearity and complexity of such problems, only limited cases can analytically be solved [2-5]. Yan applied the projective Riccati equation method to solve Schrodinger equation in nonlinear optical fibers [2]. Then Mei, Zhang and Jiang employed the same method to get the exact solutions for some reaction-diffusion problems [3]. Abdusalam applied a factorization technique to find exact traveling wave solutions [4]. Chowdhury and Hashim obtain analytical solution for Cauchy reaction-diffusion problems using homotopy perturbation method [5]. Literature on the numerical solution of reaction-diffusion equations is sparse; singular perturbation method has been applied to solve reaction-diffusion equations by Puri et al. in [6]. David, Curtis and John introduced time integration methods to solve thermal wave propagation [7]. Marcus applied Finite difference method to study the dynamics of predator-prey interactions [8], and Chen et al. employed the finite element method to solve advective reaction-diffusion equations [9]. Then Christos et al. applied also the same method to solve the problem with boundary layers [10]. Meral and Sezgin used this method and finite difference method with a relaxation parameter to solve nonlinear reaction-diffusion equation in one and two dimensions [11]. Recently differential quadrature method has been efficiently employed in a variety of engineering problems [12]. Wu and Liu have introduced the generalization of the differential quadrature method to solve linear and non linear differential equations [13]. Moreover, Meral applied differential quadrature method and implicit Euler method to solve density dependent nonlinear reaction-diffusion equation [14]. Kajal applied differential quadrature and Runge-Kutta method to solve thermal wave, a blow-up and a Brusselator chemical dynamics system [15]. Kajal achieved high accuracy, but, there are some difficulties in the previous method that numerical solution is obtained layer by layer in the time direction so it can be expected that the accuracy of nu-
merical solution is decreasing with time due to accumulation of numerical errors, also explicit scheme is used to update the solution using very small step size due to the limitation of stability condition. Also, Salah, Rania and Matbuly solved thermal wave equation in one and two dimensions using Implicit Euler and perturbation method. They compared the numerical solution with the results from Runge-Kutta method. They overcome the limitation of stability and one can use large step size [16]. Shu et al. early presented block-marching technique with DQ discretization to obtain the solution in the time direction block by block to overcome the above difficulty. Moreover, they used successive over-relaxation (SOR) iterative method to complete the solution achieving high accuracy and efficiency [17].

In this research block marching in time and DQ discretization in both the spatial and temporal derivatives are applied to obtain the solution in time direction block by block for thermal wave equation. In each block there are several time levels (layers). So the accumulation error is block by block instead of layer by layer. Perturbation method is used to complete the solution. The obtained results are compared with the previous analytical ones and also compared with the hybrid technique of differential quadrature method and Runge-Kutta fourth order method [15].

## 2. Numerical Procedure of Thermal Wave

The main strategy is to apply perturbation method of second order $[18,19]$ then applying block-marching technique with DQ discretization to reduce the problem to a system of linear algebraic equations.

Propagation of thermal waves through a rectangular plate, is governed by [15]:

$$
\begin{equation*}
\frac{\partial U}{\partial t}=\alpha \frac{\partial^{2} U}{\partial x^{2}}+\beta \frac{\partial^{2} U}{\partial y^{2}}+\gamma\left(U_{\max }-U\right) U^{2}, t>0,(0,0)<(x, y)<(a, b) \tag{1}
\end{equation*}
$$

where:
$U$ is a temperature,
$\alpha$ and $\beta$ are diffusion parameters in direction of $x$ and $y$, respectively.
$\gamma$ is reaction parameter.
a and b are plate dimensions in direction of $x$ and $y$, respectively.
$U_{\max }$ is a maximum temperature of the system.
Along the external boundaries, the temperatures can be described as:

$$
\begin{align*}
& a_{1} U(o, y, t)+\left.b_{1} \frac{\partial U}{\partial x}\right|_{(0, y, t)}=f_{1}(y, t)  \tag{2a}\\
& a_{2} U(a, y, t)+\left.b_{2} \frac{\partial U}{\partial x}\right|_{(a, y, t)}=f_{2}(y, t)  \tag{2b}\\
& a_{3} U(x, 0, t)+\left.b_{3} \frac{\partial U}{\partial y}\right|_{(x, 0, t)}=f_{3}(x, t)  \tag{2c}\\
& a_{4} U(x, b, t)+\left.b_{4} \frac{\partial U}{\partial y}\right|_{(x, b, t)}=f_{4}(x, t) \tag{2d}
\end{align*}
$$

where $a_{i}, b_{i}$ and $f_{i},(i=1,4)$, are known functions.
Then initial temperature may be described as:

$$
\begin{equation*}
U(x, y, 0)=g(x, y) \tag{3}
\end{equation*}
$$

where $g(x, y)$ is a known function.
Solution of Equations (1)-(3) can be obtained as follows:

1) In the $K^{\text {th }}$ block, the non uniform distribution is used Chebyshev-Gauss-Lobatto (CGL) in $x, y$ and $t$ directions respectively, such as [12]:

$$
\begin{align*}
& x_{i}=\frac{a}{2}\left[1-\cos \frac{(i-1) \pi}{N-1}\right], i=1,2, \cdots, N  \tag{4a}\\
& y_{j}=\frac{b}{2}\left[1-\cos \frac{(j-1) \pi}{M-1}\right], j=1,2, \cdots, M \tag{4b}
\end{align*}
$$

$$
\begin{equation*}
t_{k}=(K-1) \delta t+\frac{\delta t}{2}\left[1-\cos \frac{(k-1) \pi}{L-1}\right], k=1,2, \cdots, L \tag{4c}
\end{equation*}
$$

where $N, M$ is the number of grid points in the $x$ and $y$ direction respectively, $L$ is the number of time levels in the block and $\delta t$ is the length of the block in time direction.
2) We can solve

$$
\begin{equation*}
\frac{\partial U}{\partial t}=\alpha \frac{\partial^{2} U}{\partial x^{2}}+\beta \frac{\partial^{2} U}{\partial y^{2}}+\varepsilon \gamma\left(U_{\max }-U\right) U^{2} \tag{5}
\end{equation*}
$$

subjected to the prescribed to boundary and initial conditions in Equations (2) and (3), assuming

$$
\begin{equation*}
U=U_{o}+\varepsilon U_{1}+\varepsilon^{2} U_{2}+\cdots+\varepsilon^{n} U_{n} \tag{6}
\end{equation*}
$$

where $U_{0}, U_{1}, U_{2}$ are unknowns functions and $\varepsilon$ is a perturbation parameter.
The following condition is tested to ensure the convergence condition [20] in previous series in Equation (6).

$$
\begin{equation*}
\left|\frac{U_{i+1}}{U_{i}}\right|<1 \text { where } i=0,1, \cdots, n-1 \tag{7}
\end{equation*}
$$

3) On sustainable substitution from Equation (6) into (5), one can reduce the problem to the following equation.

$$
\begin{align*}
\frac{\partial}{\partial t}\left(U_{o}+\varepsilon U_{1}+\varepsilon^{2} U_{2}\right)=\alpha & \frac{\partial^{2}}{\partial x^{2}}\left(U_{o}+\varepsilon U_{1}+\varepsilon^{2} U_{2}\right)+\beta \frac{\partial^{2}}{\partial y^{2}}\left(U_{o}+\varepsilon U_{1}+\varepsilon^{2} U_{2}\right)  \tag{8}\\
& +\varepsilon \gamma\left(U_{\max }-\left(U_{o}+\varepsilon U_{1}+\varepsilon^{2} U_{2}\right)\right)\left(U_{o}+\varepsilon U_{1}+\varepsilon^{2} U_{2}\right)^{2}
\end{align*}
$$

4) Applying zero order perturbation method such that,

$$
\begin{equation*}
\frac{\partial U_{0}}{\partial t}=\alpha \frac{\partial^{2} U_{0}}{\partial x^{2}}+\beta \frac{\partial^{2} U_{0}}{\partial y^{2}} \tag{9}
\end{equation*}
$$

Subjected to boundary and initial conditions in Equations (2), (3), where block-marcing technique and differential quadrature method are used to reduce Equation (9) to a system of linear algebraic equations such that [12],

$$
\begin{align*}
& \left.\frac{\partial U}{\partial x}\right|_{\left(x_{i}, y_{j}, t_{l}\right)}=\sum_{k=1}^{N} A_{i k}^{x} U\left(x_{k}, y_{j}, t_{l}\right)  \tag{10a}\\
& \left.\frac{\partial U}{\partial y}\right|_{\left(x_{i}, y_{j}, t_{l}\right)}=\sum_{k=1}^{M} A_{j k}^{y} U\left(x_{k}, y_{j}, t_{l}\right)  \tag{10b}\\
& \left.\frac{\partial U}{\partial t}\right|_{\left(x_{i}, y_{j}, t_{l}\right)}=\sum_{k=1}^{L} A_{l k}^{t} U\left(x_{i}, y_{j}, t_{k}\right)  \tag{10c}\\
& \left.\frac{\partial^{2} U}{\partial x^{2}}\right|_{\left(x_{i}, y_{j}, t_{l}\right)}=\sum_{k=1}^{N} B_{i k}^{x} U\left(x_{k}, y_{j}, t_{l}\right)  \tag{10d}\\
& \left.\frac{\partial^{2} U}{\partial y^{2}}\right|_{\left(x_{i}, y_{j}, t_{l}\right)}=\sum_{k=1}^{M} B_{j k}^{y} U\left(x_{k}, y_{j}, t_{l}\right)  \tag{10e}\\
& \left.\frac{\partial^{2} U}{\partial t^{2}}\right|_{\left(x_{i}, y_{j}, t_{l}\right)}=\sum_{k=1}^{L} B_{l k}^{t} U\left(x_{i}, y_{j}, t_{k}\right) \tag{10f}
\end{align*}
$$

where A and B are the first and second order weighting coefficients respectively.
By substitution of Equation (10) into Equation (9) result that,

$$
\begin{equation*}
\sum_{k=1}^{L} A_{l k}^{t} U_{o}\left(x_{i}, y_{j}, t_{k}\right)=\alpha \sum_{k=1}^{N} B_{i k}^{\chi} U_{o}\left(x_{k}, y_{j}, t_{l}\right)+\beta \sum_{k=1}^{M} B_{j k}^{y} U_{o}\left(x_{i}, y_{k}, t_{l}\right) \tag{11}
\end{equation*}
$$

5) First order perturbation method is applied such that,

$$
\begin{equation*}
\frac{\partial U_{1}}{\partial t}=\alpha \frac{\partial^{2} U_{1}}{\partial x^{2}}+\beta \frac{\partial^{2} U_{1}}{\partial y^{2}}+\gamma\left(U_{\max }-U_{o}\right) U_{o}^{2} \tag{12}
\end{equation*}
$$

Subjected to the same boundary and initial conditions n Equations (2), (3), reduced to the following algebraic system

$$
\begin{equation*}
\sum_{k=1}^{L} A_{l k}^{t} U_{1}\left(x_{i}, y_{j}, t_{k}\right)=\alpha \sum_{k=1}^{N} B_{i k}^{x} U_{1}\left(x_{k}, y_{j}, t_{l}\right)+\beta \sum_{k=1}^{M} B_{j k}^{y} U_{1}\left(x_{i}, y_{k}, t_{l}\right)+\gamma\left(U_{\max }-U_{o i, j, l}\right) U_{o i, j, l}^{2} \tag{13}
\end{equation*}
$$

6) Also second order perturbation method is applied such that,

$$
\begin{equation*}
\frac{\partial U_{2}}{\partial t}=\alpha \frac{\partial^{2} U_{2}}{\partial x^{2}}+\beta \frac{\partial^{2} U_{2}}{\partial y^{2}}+\gamma\left(2 U_{\max } U_{0} U_{1}-3 U_{0}^{2} U_{1}\right) \tag{14}
\end{equation*}
$$

Subjected to the same boundary and initial conditions in Equations (2), (3), reduced to the following algebraic system

$$
\begin{equation*}
\sum_{k=1}^{L} A_{l k}^{t} U_{2}\left(x_{i}, y_{j}, t_{k}\right)=\alpha \sum_{k=1}^{N} B_{i k}^{x} U_{2}\left(x_{k}, y_{j}, t_{l}\right)+\beta \sum_{k=1}^{M} B_{j k}^{y} U_{2}\left(x_{i}, y_{k}, t_{l}\right)+\gamma\left(2 U_{\max } U_{0 i, j, l} U_{1 i, j, l}-3 U_{0 i, j, l}^{2} U_{1 i, j, l}\right) \tag{15}
\end{equation*}
$$

Finally, the series solution can be written as

$$
\begin{equation*}
U_{\text {numerical }}=\lim _{\varepsilon \rightarrow 1} U=U_{o}+U_{1}+U_{2} \tag{16}
\end{equation*}
$$

After obtaining the solution in the $K^{\text {th }}$ block, we march to $(K+1)^{\text {th }}$ block where the solution at the last time level at $K^{\text {th }}$ block is considered an initial condition for $(K+1)^{\text {th }}$ block. We carry on this process until the specified time is reached.

## 3. Results and Discussions

To ensure the accuracy of the proposed block marching technique, the thermal wave propagating model is solved using presented method and compared with the available analytical solution $[15,21]$ and also compared with the hybrid technique of differential quadrature method and Runge-Kutta fourth order method [15].

### 3.1. Results for One Dimension Thermal Wave

Consider a one-dimensional problem of thermal wave propagation along $x$-direction as [16]:

$$
\alpha=a_{1}=a_{2}=U_{\max }=1, \gamma=1, \beta=a_{3}=a_{4}=b_{1}=b_{2}=b_{3}=b_{4}=f_{3}=f_{4}=0
$$

While

$$
\begin{align*}
& f_{1}(t)=\frac{1}{1+\exp (-t / 2)}, f_{2}(t)=\frac{1}{1+\exp ((1-t / \sqrt{2}) / \sqrt{2})}  \tag{17}\\
& g(x)=\frac{1}{1+\exp (x / \sqrt{2})}, 0 \leq x \leq 1
\end{align*}
$$

The exact solution for such problem can be obtained as [21]:

$$
\begin{equation*}
U_{\text {exact }}(x, t)=\frac{1}{1+\exp ((x-t / \sqrt{2}) / \sqrt{2})}, t>0,0 \leq x \leq 1 \tag{18}
\end{equation*}
$$

To validate the accuracy of numerical results, the following errors [16] are computed,

$$
\begin{align*}
& \text { Root mean square of errors }=\text { R.M.S. of errors }=\sqrt{\left[\sum_{i=1}^{N P}\left(U_{\text {numerical }}-U_{\text {exact }}\right)^{2}\right] / N P}  \tag{19a}\\
& \text { Root sum of square errors }=\text { R.S.S. of errors }=\sqrt{\left[\sum_{i=1}^{N P}\left(U_{\text {numerical }}-U_{\text {exact }}\right)^{2}\right]} \tag{19b}
\end{align*}
$$

$$
\begin{equation*}
\text { Absolute error }=\left|U_{\text {numerical }}-U_{\text {exact }}\right| \tag{19c}
\end{equation*}
$$

where $P$ is the number of time steps in the case of using Runge-Kutta method and is considered the number of blocks multiplied by number of time levels in case of block marching technique.

For the numerical computation, the time domain is limited to $0 \leq t \leq 20$ and $N=7$ while $\delta t$ and $L$ are not fixed. The efficiency of block marching technique is tested by CPU time required when the computation reaches to $t=20 \mathrm{~s}$. Also convergence condition in Equation (7) is tested achieving higher accuracy at second order perturbation method as shown in Figure 1.

Table 1 shows R. M. S errors $<7 \times 10^{-6}$, R. S. S errors $<2 \times 10^{-4}$ and CPU time required is 0.132531 s .
The accuracy are very high at using $\delta t=0.5$ and $L=4$ so the number of blocks used in time interval $0 \leq t \leq 20$ are 40 blocks.
From Table 2, we increase $\delta t$ to 1.00 and time levels $L$ to 10 , the errors are approximately the same but CPU time is reduced slightly to 0.118479 s and we are used 20 blocks only.

From Table 3, we increase $\delta t$ to 2.00 and time levels $L$ to 15, the accuracy of numerical results can be kept the same as the previous cases of $\delta t=0.5$ and 1.00 but CPU time is increased to 0.129549 s as L is increased so


Figure 1. Satisfying convergence conditions.
Table 1. R.M.S, R.S.S errors, time steps and CPU times by present method for $\boldsymbol{\delta t}=\mathbf{0 . 5}$ and $L=4$.

| Time (s) | No. of blocks | R.S.S error | R.M.S error | CPU time (s) |
| :---: | :---: | :---: | :---: | :---: |
| 0.5 | 1 | $9.0934 \mathrm{E}-006$ | $1.7185 \mathrm{E}-006$ | 0.081430 |
| 1.0 | 2 | $1.3076 \mathrm{E}-005$ | $1.7473 \mathrm{E}-006$ | 0.085238 |
| 1.5 | 3 | $3.0465 \mathrm{E}-005$ | $3.3240 \mathrm{E}-006$ | 0.085400 |
| 2.00 | 4 | $6.0459 \mathrm{E}-005$ | $5.7128 \mathrm{E}-006$ | 0.085253 |
| 3.00 | 6 | $1.1859 \mathrm{E}-004$ | $9.1493 \mathrm{E}-006$ | 0.085531 |
| 5.00 | 10 | $1.4268 \mathrm{E}-004$ | $8.5270 \mathrm{E}-006$ | 0.097101 |
| 10.00 | 20 | $2.2942 \mathrm{E}-004$ | $9.6950 \mathrm{E}-006$ | 0.107284 |
| 20.00 | 40 | $2.3292 \mathrm{E}-004$ | $6.9599 \mathrm{E}-006$ | 0.132531 |

Table 2. R.M.S, R.S.S errors, time steps and CPU times by present method for $\boldsymbol{\delta t} \boldsymbol{= 1 . 0 0}$ and $L=\mathbf{1 0}$.

| Time (s) | No. of blocks | R.S.S error | R.M.S error | CPU time (s) |
| :---: | :---: | :---: | :---: | :---: |
| 1.00 | 1 | $1.1547 \mathrm{E}-005$ | $1.3801 \mathrm{E}-006$ | 0.091552 |
| 2.00 | 2 | $7.6912 \mathrm{E}-005$ | $6.5003 \mathrm{E}-006$ | 0.083349 |
| 3.00 | 3 | $1.4346 \mathrm{E}-004$ | $9.8995 \mathrm{E}-006$ | 0.096041 |
| 4.00 | 4 | $1.6410 \mathrm{E}-004$ | $9.8067 \mathrm{E}-006$ | 0.105310 |
| 5.00 | 5 | $1.7305 \mathrm{E}-004$ | $9.2499 \mathrm{E}-006$ | 0.096794 |
| 6.00 | 6 | $2.0736 \mathrm{E}-004$ | $1.0118 \mathrm{E}-005$ | 0.105096 |
| 7.00 | 7 | $2.4614 \mathrm{E}-004$ | $1.1120 \mathrm{E}-005$ | 0.088205 |
| 8.00 | 8 | $2.7221 \mathrm{E}-004$ | $1.1503 \mathrm{E}-005$ | 0.108769 |
| 9.00 | 9 | $2.8597 \mathrm{E}-004$ | $1.1393 \mathrm{E}-005$ | 0.101100 |
| 10.00 | 10 | $2.9231 \mathrm{E}-004$ | $1.1048 \mathrm{E}-005$ | 0.113502 |
| 20.00 | 20 | $2.9676 \mathrm{E}-004$ | $7.9312 \mathrm{E}-006$ | 0.118479 |

Table 3. R.M.S, R.S.S errors, time steps and CPU times by present method for $\boldsymbol{\delta t} \boldsymbol{=} \mathbf{2 . 0 0}$ and $\boldsymbol{L}=\mathbf{1 5}$.

| Time (s) | No. of blocks | R.S.S error | R.M.S error | CPU time (s) |
| :---: | :---: | :---: | :---: | :---: |
| 2.00 | 1 | $7.82 \mathrm{E}-05$ | $7.63 \mathrm{E}-06$ | 0.088891 |
| 4.00 | 2 | $1.44 \mathrm{E}-04$ | $9.91 \mathrm{E}-06$ | 0.163151 |
| 6.00 | 3 | $1.90 \mathrm{E}-04$ | $1.07 \mathrm{E}-05$ | 0.109113 |
| 8.00 | 4 | $2.48 \mathrm{E}-04$ | $1.21 \mathrm{E}-05$ | 0.125668 |
| 10.00 | 5 | $2.66 \mathrm{E}-04$ | $1.16 \mathrm{E}-05$ | 0.114223 |
| 20.00 | 10 | $2.70 \mathrm{E}-04$ | $8.33 \mathrm{E}-06$ | 0.129549 |

the number of unknowns in each block for this case is much larger than previous cases shown in Tables 1 and 2 . Furthermore, it can be shown from Table 4, when number of time levels fixed to 10 the accuracy kept the same as the previous cases but the efficiency is more improved as the CPU time reduced to 0.108360 s .

As well as, Figure 2 shows that at $\mathrm{x}=0.25$ and 0.75 the absolute error $\leq 2 \times 10^{-5}$ at different $\delta t$ and $L$.
Figure 3 shows that the effects of $\delta t$ and L on the absolute error where $\delta t$ is increasing the accuracy will increase and with proper choice of $L$ will enhance also the efficiency. If $\delta t$ is too large, the accuracy of numerical results can be greatly reduced if $L$ is not large enough. In all previous cases the convergence condition in Equation (15) is satisfied.

To show the superiority of the block marching method, the RK4 method which is layer marching approach is also applied to solve the same problem. Two time step sizes of 0.001 and 0.005 are used for layer marching in the time direction. The numerical results of these two cases are listed respectively in Tables 5 and 6. From these two tables, it can be seen that RK4 method can achieve high accuracy at very small step size $\Delta t=0.001$ with R.M.S. of errors $<2 \times 10^{-7}$, R.S.S. of errors $<5.3 \times 10^{-10}$ and at $\Delta t=0.005$ with
R.M.S. of errors $<2.7 \times 10^{-7}$, R.S.S. of errors $<1.6 \times 10^{-9}$. Moreover, as shown in Figure 4, as $\Delta t$ increased slightly to 0.00515 the stability condition will not achieved and the oscillation will occurs in the period $6 \leq t \leq 25$. On the other hand the efficiency is very small as the CPU time required to reach $t=20 \mathrm{~s}$ is much larger.

Figure 5 shows that the temperature distribution at different times and locations for numerical solution using block marching technique compared with exact solution and RK4 method.

### 3.2. Results for Two Dimensions Thermal Wave

Consider also a simple two dimensional problem with $\alpha=\beta=a_{1}=a_{2}=a_{3}=a_{4}=1$,

$$
\begin{aligned}
& \gamma=b_{1}=b_{2}=b_{3}=b_{4}=f_{1}=f_{2}=f_{3}=f_{4}=0 \\
& \text { and } g(x, y)=\sin \pi x \sin \pi y, 0 \leq x, y \leq 1
\end{aligned}
$$

Which can be solved exactly as [22,23]: $U(x, y, t)=\mathrm{e}^{-2 \pi^{2} t} \sin \pi x \sin \pi y$.
The design of the numerical scheme is extended to two dimensions. Table 7 shows that for $\Delta t=0.01, N=5$, $M=4, L=4, \delta t=0.01$ the obtained results agree with the analytical ones [21] with R.M.S. of errors $<10^{-9}$ and the accuracy of block-marching is greater than the hybrid method.

Figure 6 shows that absolute error for presented method $<0.005$ while in hybrid method absolute error $<0.01$, where also ensuring that accuracy of block-marching technique is better than hybrid method.

Figure 7 shows parametric study for the effect on block length and number of blocks, at $t=0.3 \mathrm{~s}$ we use one block each has length $\delta t=0.3$, R.M.S error $=9.9012 \times 10^{-6}$ and absolute error $<3 \times 10^{-4}$ but if we decrease $\delta t=$ 0.15 using two blocks, R.M.S error $=1.3382 \times 10^{-4}$ and absolute error $<3 \times 10^{-4}$, number of time levels doesn't effect on the accuracy of solution.

## 4. Conclusions

The block marching technique with DQ discretization is employed to solve thermal wave propagations in one and two dimensions. The numerical results are obtained block by block in the time direction. Each block has several time levels. The length of the block in time direction $\delta t$ and the number of time levels $L$ can be adjusted to keep high accuracy and efficiency. The validity of the proposed technique is proved by comparing the obtained results with the previous analytical ones. The proposed technique needs a small number of grid points and a little com-

Table 4. R.M.S, R.S.S errors, time steps and CPU times by present method for $\boldsymbol{\delta t} \boldsymbol{=} \mathbf{2 . 0 0}$ and $\mathbf{L}=\mathbf{1 0}$.

| Time (s) | No. of blocks | R.S.S error | R.M.S error | CPU time (s) |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 1 | $6.47 \mathrm{E}-05$ | $7.73 \mathrm{E}-06$ | 0.086238 |
| 4 | 2 | $1.17 \mathrm{E}-04$ | $9.91 \mathrm{E}-06$ | 0.08094 |
| 6 | 3 | $1.56 \mathrm{E}-04$ | $1.07 \mathrm{E}-05$ | 0.095065 |
| 8 | 4 | $2.03 \mathrm{E}-04$ | $1.21 \mathrm{E}-05$ | 0.093627 |
| 10 | 5 | $2.18 \mathrm{E}-04$ | $1.16 \mathrm{E}-05$ | 0.095982 |
| 20 | 10 | $2.21 \mathrm{E}-04$ | $8.36 \mathrm{E}-06$ | 0.10836 |





Figure 2. Absolute error at different times and locations.


Figure 3. Behavior of absolute error with changing $\delta \boldsymbol{t}$ and $L$.

Table 5. R.M.S, R.S.S errors, time steps and CPU times given by 4-stage Runge-Kutta at $\boldsymbol{\Delta t} \boldsymbol{= 0 . 0 0 1}$.

| Time (s) | Time steps | R.S.S error | R.M.S error | CPU time (s) |
| :---: | :---: | :---: | :---: | :---: |
| 0.5 | 501 | $9.0852 \mathrm{E}-008$ | $1.5342 \mathrm{E}-009$ | 0.172995 |
| 1.0 | 1001 | $1.4210 \mathrm{E}-007$ | $1.6976 \mathrm{E}-009$ | 0.342234 |
| 1.5 | 1501 | $1.6532 \mathrm{E}-007$ | $1.6128 \mathrm{E}-009$ | 0.582446 |
| 2.0 | 2001 | $1.6865 \mathrm{E}-007$ | $1.4250 \mathrm{E}-009$ | 0.834394 |
| 2.5 | 2501 | $1.7133 \mathrm{E}-007$ | $1.2949 \mathrm{E}-009$ | 1.449289 |
| 5.0 | 5001 | $1.9784 \mathrm{E}-007$ | $1.0574 \mathrm{E}-009$ | 3.656532 |
| 10.0 | 10001 | $1.9874 \mathrm{E}-007$ | $7.5111 \mathrm{E}-010$ | 18.518357 |
| 20.0 | 20001 | $1.9874 \mathrm{E}-007$ | $5.3113 \mathrm{E}-010$ | 79.050595 |

Table 6. R.M.S, R.S.S errors, time steps and CPU times given by 4 -stage Runge-Kutta at $\boldsymbol{\Delta t} \boldsymbol{t}=\mathbf{0 . 0 0 5}$.

| Time (s) | Time steps | R.S.S error | R.M.S error | CPU time (s) |
| :---: | :---: | :---: | :---: | :---: |
| 0.5 | 101 | $1.2586 \mathrm{E}-007$ | $4.7333 \mathrm{E}-009$ | 0.142803 |
| 1.0 | 201 | $1.9692 \mathrm{E}-007$ | $5.2499 \mathrm{E}-009$ | 0.119084 |
| 1.5 | 301 | $2.2902 \mathrm{E}-007$ | $4.9894 \mathrm{E}-009$ | 0.148232 |
| 2.0 | 401 | $2.3356 \mathrm{E}-007$ | $4.4084 \mathrm{E}-009$ | 0.167572 |
| 2.5 | 501 | $2.3732 \mathrm{E}-007$ | $4.0074 \mathrm{E}-009$ | 0.165521 |
| 5.0 | 1001 | $2.7397 \mathrm{E}-007$ | $3.2729 \mathrm{E}-009$ | 0.332336 |
| 10.0 | 2001 | $2.7521 \mathrm{E}-007$ | $2.3254 \mathrm{E}-009$ | 0.788888 |
| 20.0 | 4001 | $2.7521 \mathrm{E}-007$ | $1.6445 \mathrm{E}-009$ | 2.588399 |



Figure 4. Absolute errors at different times and locations.


Figure 5. Temperature distributions at different times and locations.


Figure 6. Absolute error at $\boldsymbol{t}=\mathbf{0 . 1} \mathrm{s}$ and different locations of $\boldsymbol{x}, \boldsymbol{y}$.
Table 7. Root mean square of errors for two dimensional thermal wave propagation at $\Delta t=0.01, N=5, M=4, L=4$, $\delta t=0.01$.

| TIME | 0.01 | 0.04 | 0.08 | 0.16 | 0.4 | 1.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Root mean square of errors <br> by hybrid method | 0.0027 | 0.0060 | 0.0054 | 0.0021 | $3.9994 \mathrm{E}-005$ | $5.1513 \mathrm{E}-010$ |
| Root mean square of errors <br> by present method | 0.0016 | 0.0036 | 0.0032 | 0.0013 | $2.5528 \mathrm{E}-005$ | $3.7316 \mathrm{E}-010$ |



Figure 7. The effect of $\boldsymbol{\delta} \mathbf{t}$ on absolute error.
putational effort to obtain accurate results with absolute error $\leq 2 \times 10^{-5}$. Furthermore, the obtained results are also compared and agreed with the results of RK4 method.
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