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Abstract 
This study examines whether more analyst coverage mitigates the informational risk borne by 
small investors. Using the investment-price sensitivity as a proxy for stock price informativeness, 
we find evidence that analysts do not specialize in the production of firm-specific information and 
substitute for other corporate governance mechanisms. Our results suggest that analysts are out-
siders who have less access to firm-level information. The main findings are robust to many as-
pects of our methodology. 
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1. Introduction 
This paper investigates whether more analyst coverage increases stock price informativeness. We define price 
informativeness by the association between investment expenditures and stock prices. We argue that stock prices 
may predict investment because they reflect firm’s fundamentals and convey to managers useful information. 
Our analysis is motivated by the ongoing debate on the role played by financial analysts. Theoretically, security 
analysts play two important roles in capital markets. First, analysts gather and disseminate firm-specific infor-
mation. This informational role can help mitigate information asymmetries between market participants and af-
fect firm’s valuation [1] [2]. Second, analysts can also monitor the management by scrutinizing financial state-
ments and raising questions when they interact with firms’ managers. This monitoring role may reduce manag-
ers’ incentives to manipulate accounting numbers [3] [4].  

Despite the potentially useful role of security analysts, the recent financial crisis (2007) has severely shaken 
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investors’ confidence in analysts’ activities. It showed that the dissemination of firm-specific information was 
inadequate and the quality of research by analysts was questionable. In the literature, some authors argue that 
analysts improve the efficiency of capital markets by reducing information asymmetries [5]-[7]. Others suggest 
that investment banking business and trading commissions are the main motives for analysts. One implication of 
the second view is that analysts will refrain from disclosing negative information that may jeopardize potential 
investment banking activities, relations with the management, and profitable trading commissions [8] [9].  

Our main contribution is to propose an intuitive methodology that is applied for the first time to international 
capital markets (21 developed and 23 emerging markets). To our best knowledge, the research design we rely on 
has been proposed only for US markets. Hence, our empirical findings are shown for the first time in the litera-
ture. They will help better understand the impact of analyst activities in non US markets prior to the financial 
crisis.  

Using the investment-price sensitivity as a proxy for the precision of information conveyed by stock prices, 
we investigate its relation with analyst following. We argue that if analysts enhance the precision of firm-spe- 
cific information that is reflected in stock prices, we should observe a positive association between analyst cov-
erage and investment to price sensitivity. We find that greater analyst coverage decreases the investment sensi-
tivity to stock prices. Contrary to the conventional wisdom, our findings show that analysts are not a substitute 
for effective corporate governance mechanisms and do not improve stock price informativeness.  

This study is organized as follows: Section 2 reviews previous research on the role of security analysts and 
describes the empirical methodology. Section 3 provides descriptive statistics and presents the main findings, 
which are followed by concluding remarks in Section 4.  

2. Previous Research Work and Empirical Methodology 
2.1. Analyst Activity and Stock Price Informativeness 
Many papers examine how analysts’ activities influence firms’ information environment. In 2000, Hong et al. 
[10] show that private information is reflected in stock prices more slowly for firms with low analyst coverage. 
Barth and Hutton (2000) [11] results suggest that firms with high analyst coverage incorporate more rapidly in-
formation on accruals and cash flow. Furthermore, Frankel and Li [12] in 2004 document negative associations 
between analyst coverage and insiders trading profits (a proxy for information asymmetry). As for Ayers and 
Freeman [13], they show that stock prices incorporate future earnings earlier for firms with high analyst cover-
age. On the other hand, Piotroski and Roulstone [14] provide evidence suggesting that analyst coverage de-
creases the amount of firm-specific information in stock prices. Similarly, Chan and Hameed [15] show that 
analysts generate mainly market-wide information instead of firm-specific information. In 2013, Charest et al. 
[16] also show that analysts’ activities do not contribute to impound more future earnings information into cur-
rent stock prices. In the US, Chen et al. [17] find negative relations between analyst coverage and investment- 
price sensitivity, suggesting that information produced by analysts is not new to firm’s managers.  

2.2. Price Informativeness Estimation 
In this study, we use the relationship between capital expenditures and stock prices as a proxy for stock price 
informativeness. Several theories have been proposed to explain why stock prices may predict firm’s investment 
[18]. The traditional explanation is that firms respond to information about investments opportunities that is re-
flected in market prices [19]. Such theory assumes that stock prices reflect firm’s fundamentals and respond to 
changes in the marginal product of capital (efficient and rational capital markets). In fact, when the quality of 
investment opportunities improves (deteriorates), stock prices should increase (decrease) to reflect positive 
(negative) NPVs of such opportunities. Subsequently, investment and stock prices should be positively corre-
lated. Based on this theory, if analysts’ activities allow stock prices to reflect NPVs of investment opportunities, 
more analyst coverage should give rise to a positive association between stock prices and subsequent invest-
ment.  

Another theory (managerial learning hypothesis) says that stock prices predict investment because they con-
vey to managers information useful in making investment decisions [18]. The advocates of this approach [20]- 
[22] argue that managers can extract valuable information from their stock prices and use this information when 
making their investment decisions. According to Chen el al. (p. 620) [17], “the idea behind the theory is that 
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stock prices aggregate information from many different participants who do not have channels for communica-
tion with the firm outside the trading process. Thus, stock prices may contain some information that managers 
do not have. This information, in turn, can guide managers in making corporate decisions, such as the decision 
on corporate investments”. Hence, the managerial learning hypothesis predicts a positive relation between in-
vestment and stock prices. As suggested by Chen et al. [17], an important factor contributing to investment- 
price sensitivity is that managers incorporate what they learn from the private information in prices in their in-
vestment decisions. We argue that when managers already know the information produced by analysts or con-
sider such information as irrelevant to making investment decisions, they will not adjust their investments to any 
new information produced by these markets participants. Theoretically, such information should impact stock 
prices but not firm’s investment, and this should result in a lower sensitivity of investment to prices [17]. In ad-
dition, when managers know more than the public and security analysts, they are expected to rely less strongly 
on market prices in their investment decisions, and this should also result in lower investment-price sensitivity. 
Following these arguments, if analysts increase managers’ ability to identify new information relevant to making 
investment decisions, we should expect firms followed by a large number of analysts to exhibit high invest-
ment-price sensitivity. This hypothesis assumes that analysts collect and disseminate information that managers 
do not have. For instance, analysts can have relevant data about the demand for firm’s products and the competi-
tion with other firms, where managers are expected to have less information advantage [17]. Further, security 
analysts can also teach managers something new about the future state of the economy and so convey informa-
tion useful in making investment decisions [18]. However, it is also possible that a large portion of the informa-
tion known by analysts may come from managers. Hence, analyst information should move prices but not in-
vestment expenditures because managers will not adjust their investments as they already know the information 
produced by analysts. We assume that when managers know more than security analysts, we should expect 
lower sensitivity of investment to prices. On top of that, as argued by Chen et al. (p. 638) [17]: “the presence of 
analysts may attract more noise trading to the stock. This reduces the content of private information in the stock 
price and thus decreases the sensitivity of investment to price even further”. 

While high investment-price sensitivity is consistent with informative stock prices, it also admits another in-
terpretation. In fact, a third theory (mispricing hypothesis) suggests that corporate investment is sensitive to non- 
fundamental movements in stock prices [23]. For instance, when it stock price is irrationally low, a firm that 
needs equity to fund its projects (firm with no sufficient borrowing capacity and internal cash-flows) will be less 
likely to proceed if it has to issue undervalued shares [23]. On the other hand, when prices are irrationally high, 
“equity dependent” firms will invest in marginal projects. Normally, these projects would have a negative NPV 
at a rational pricing. Hence, investment can be particularly sensitive to stock prices in irrational markets. Based 
on the mispricing theory, if analysts mitigate markets imperfections, firms that are followed by a large number 
of analysts should exhibit low investment-price sensitivity.  

In order to provide robust tests that help separate the traditional and managerial learning theories from the 
mispricing theory, we propose to isolate the nonfundamental component of stock prices in our tests (underpric-
ing or overpricing). As suggested by Baker et al. (p. 972) [23]: “this is a difficult task, but we try to tackle it by 
using future realized stock returns-specifically, returns over the three years subsequent to the year in which we 
measure investment. The idea is that future realized stock returns are a noisy estimate of the future returns ex-
pected by managers, which in turn include their views about over- or undervaluation”. Following Baker et al. 
[23] and Chen et al. [17], we also use future stock returns as a proxy for mispricing. In fact, when stock prices 
are irrationally low, equity dependant firms will invest less at (t = 0) while their future returns (t + 3) should be 
higher knowing that underpriced stocks have higher expected returns going forward, as mispricing is corrected. 
In the same line of reasoning when stock prices are irrationally high (overpricing), we should expect low future 
returns (t + 3) as mispricing is corrected and high investment at (t = 0). Hence, the mispricing theory implies that 
the investment-future returns sensitivity should be negative on average [23]. Our empirical findings do not con-
firm this prediction indicating that mispricing theory plays a limited role in our analysis. We argue that adding 
future returns in our main equation is particularly useful in ruling out the mispricing theory as an alternative ex-
planation. We also propose a different approach to control for potential market frictions. Following Baker et al. 
[23] and Fazzari et al. [24], we consider equity dependent firms to be small, to have high leverage and low divi-
dend payout ratios. We then rank our sample according to these proxies and examine whether firms that are 
classified as equity dependent (firms that are more likely to time investment) impact our main results. Again, we 
didn’t find any support for this prediction.  
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To implement our empirical tests, we run the following regression:  
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where Ii,t represents investment in plant and equipment for firm i during period t; K denotes the beginning-of- 
period value of total assets. Our market value variable is stock return in year (t − 1) rather than Q (the ratio of 
firm’s market value to replacement cost). According to Morck et al. [18], it is preferable to use returns if we are 
interested in allowing the maximum scope for the stock market to predict investment. We also prefer stock re- 
turn because Q is measured with error. It is worth mentioning that our main findings remain unchanged when we 
use Q instead of stock return. We measure analyst coverage as the logarithm of the number of analysts (NA) that 
issued one-year-ahead earnings forecasts for firm i during year t. Following Fazzari et al. [24], we add firm’s 
cash flow (CF) both separately and in interaction with analyst coverage to control for the well-documented ef-
fect of cash flow on investment [24] [25]. Firm’s internal capital (CF) may impact investment because of a fi- 
nancing hierarchy (Pecking Order Theory), in which internal funding have a cost advantage over external fund- 
ing [24]. CF is the sum of income before extraordinary items and depreciation net of cash dividends. M/B de- 
notes the market to book ratio, and size denotes the natural logarithm of firm size. The market to book ratio is a 
proxy for investment opportunities and growth, while size variable controls for potential market imperfections 
related to firm size. We also include firm’s future returns (t + 3) to control for managers timing of investment.  

Our main interest in Equation (1) centers on β6, the coefficient of the interaction term (returni,t−1*log(1 + 
NAi,t)) that proxies for the impact of analyst coverage on the relation between investment spending and stock 
prices. Knowing that high investment-price sensitivity indicates that managers respond to information (private 
and public) about investment opportunities that is reflected in market price, a positive β6 means that high analyst 
coverage increases the precision of information conveyed by stock prices.  

3. Data and Empirical Results 
The sample construction starts with non US firms originating from 44 countries over the period 1990-2006. As 
suggested earlier, our purpose is to examine the role played by financial analysts outside the US and during the 
years before the financial crisis. For each firm, we collect its capital expenditures, stock returns, cash flows, total 
assets, and a variety of control variables from Worldscope. To be consistent with the literature, we exclude fi-
nancial firms from our sample. Our main country control variables are given in Table A1. To mitigate the in-
fluence of extreme values, regression results are robust to outliers (variables are winsorized at 1% in each tail). 
We obtain analyst coverage data from the Institutional Brokers’ Estimate System (I/B/E/S). When I/B/E/S does 
not report an analyst forecast for firm i in year t, we assume that the number of analysts following the firm is 
zero as suggested by Piotroski and Roulstone [14]. Therefore, our main analysis includes firms with no earnings 
forecasts. In our robustness checks, we care to exclude such firms.  

Table 1 provides descriptive statistics of the main variables used in the study. We present the mean, median, 
5th percentile, 95th percentile, standard deviation and the number of observations. Given the large proportion of 
firms with zero analyst coverage, we perform our tests both with and without these firms. A potential concern is 
that our findings can be influenced by such observations. In fact, as suggested by Chan and Hameed [15], the 
absence of firm’s earnings forecasts could mean that there is no analyst coverage or that the data for the firm 
were not captured by I/B/E/S. The average number of analysts (NA) covering our sample is 1.899 (median of 0). 
On the other hand, when we drop observations with zero analyst coverage, the average number (NAbis) be-
comes 5.721 (median of 3). Furthermore, to account for differences in the role played by analysts across coun-
tries because of differences in institutions, we also propose to add to our main framework a variety of institu-
tional variables linked to legal and political environment (for more details, see Table 2).  

Table 3 summarizes the results from estimates of Equation (1). Column 1, 2, 3 and 4 present coefficients 
from regressions using observations with zero analyst coverage, while in column 5, 6, 7 and 8 we repeat the 
same analysis without observations with zero analyst coverage. Column 1 and 5 estimate Equation (1) without 
using firm’s cash-flow, future return, and countries control variables. Column 2, 3, 4, 6, 7 and 8 include addi-
tional controls variables (firm and country level variables). For instance, in Column 3 and 7, we add firm’s  
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Table 1. Descriptive statistics.                                                                                     

Variables 
Descriptive statistics of the main variables 

Mean Median 5th Pctl. 95th Pctl. Std dev N 

Investment (I/K) 0.478 0.076 0 0.903 18.621 89,769 

Return (R) 1.4413 1.0526 0.544 2.199 2.248 89,646 

Number of analysts (NA) 1.899 0 0 11 4.567 170,784 

NAbis 5.721 3 1 19 6.4 56,693 

Future return (Rt + 3) 2.047 1.18 0.6378 2.093 3.447 88,651 

Cash flow (CF/K) 0.162 0.149 −0.496 0.894 35.694 89,741 

Size 11.692 11.607 8.628 15.168 1.965 94,048 

Market-to-book (M/B) 2.589 1.317 0.1604 6.643 4.167 94,576 

Anti-director rights index (DRI) 0.615 0.56 0.27 0.96 0.244 170,784 

Corruption (CO) 62.031 67 26 92 24.024 168,583 

Press freedom (PF) 33.019 23 10 81 22.542 161,172 

Political rights (PR) 2.25 1 1 7 1.974 161,172 

Gross domestic product (GDP) 1890.82 21,691 558 37867 1371.4 162,756 

This table presents descriptive statistics for variables used in our analysis. We use a large sample of firms originating from 21 developed markets and 
23 emerging markets over the period 1990-2006. For each variable, we provide the mean, median, 5th percentile, 95th percentile, standard deviation 
and the number of observations. All variables are defined in Table 2. 
 
Table 2. Variables definitions and sources.                                                                        

Variables 
Variables definitions and data sources 

Definition 

Investment (I/K) Investment spending divided by total assets (K). Source: Datastream/Wordscope. 

Return (R) The fiscal-year-end adjusted share price, plus the adjusted dividends, all divided by the  
adjusted price at the end of the previous fiscal year. Source: Datastream/Wordscope. 

Number of analysts 
(NA) The number of analysts who issued one year-ahead earnings forecasts for firm i during year t. Source: I/B/E/S. 

Nabis The average and median number of analysts when we drop observations with zero analyst coverage. Source: I/B/E/S. 

Future return (Rt + 3) The buy-and-hold return for the three-year period following the current year  
(for years t + 1, t + 2 and t + 3). Source: Datastream/Wordscope. 

Cash flow (CF/K) The sum of income before extraordinary items and depreciation net of cash  
dividends, divided by total assets. Source: Datastream/Wordscope. 

Size The logarithm of the firm’s market capitalization. Source: Datastream/Wordscope. 

Market-to-book (M/B) The firm’s market to book ratio. Source: Datastream/Wordscope. 

Anti-director rights 
index (DRI) 

Represents an index that proxies the level of shareholders’ protection. It summarizes the degree to which  
securities laws protect the rights of investors and address corporate self-dealing. The index covers the  

following six areas: 1) vote by mail; 2) shares not deposited; 3) cumulative voting; 4) oppressed minority;  
5) pre-emptive rights; and 6) capital to call a meeting. Source: Djankov et al.’s (2008). 

Corruption (CO) 

Represents an index of the level of corruption in a nation. The higher the level of corruption in a country, the lower 
is the index score. The latter ranges from 0 to 100 with 0 indicating the highest level of corruption. The scores of 

such index are derived primarily from Transparency International Corruption Perception Index (CPI). The corruption 
index is time varying. Source: Heritage foundation and the Wall Street Journal. 

Press freedom (PF) Measures the freedom of the press. Such index is time varying and ranges from  
0 (free press) to 100 (no free press). Source: Freedom House. 

Political rights (PR) 

Represents an index that rates the level of democracy and freedom for each country on 1 to 7 scale. Three  
subcategories, drawn from the universal declaration of human rights, represent the fundamental components  

of this index: 1) electoral process; 2) political pluralism and participation; 3) functioning of government.  
Countries whose ratings average 1 to 2.5 are considered free, 3 to 5 partly free, and 5.5 to 7 note free. 

Gross domestic  
product (GDP) The country’s gross domestic product per capita. Source: World Bank. 
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Table 3. Analyst coverage and firm’s investment-to-price sensitivity: primary results. This table presents coefficients and 
test statistics from estimations of the following regression.                                                                 

Variables Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 

Intercept −1.6605*** −0.4106*** −0.4064*** −0.7831 −2.8920*** −0.6568*** −0.6761*** −0.8315*** 

Return 0.0005* 0.0008 0.0001 0.0001 0.05921*** 0.0159*** 0.0182*** 0.0116 

Cash flow  0.2780*** 0.4683*** 0.4579***  0.3900*** 0.5126*** 0.5116*** 

Market-to-book 0.0002 0 0 0 −0.0003 −0.0001 −0.0001 0 

Size 0.1380*** 0.0458*** 0.0410*** 0.0429*** 0.2159*** 0.0625*** 0.0607*** 0.0616*** 

log(1 + NA) 0.0496*** −0.0376*** 0.0096** 0.0150*** 0.0575*** −0.0226*** 0.0027 0.0031 

log(1 + NA)*return −0.0063*** −0.0019*** −0.0025*** −0.0061*** −0.0428*** −0.0120*** −0.0137*** −0.0129*** 

log(1 + NA)*cash flow  0.1244***    0.0576***   
Future return   0.0003    −0.0013  
DRI*return 

   −0.0042    0.009 

GDP*return    0.0001***    0.0001 

CL    −0.0597***    −0.0596** 

CL*return 
   −0.0083    −0.0086 

Country dummies Yes Yes Yes Yes Yes Yes Yes Yes 

Industry dummies Yes Yes Yes Yes Yes Yes Yes Yes 

Year dummies Yes Yes Yes Yes Yes Yes Yes Yes 

R2 0.2969 0.5635 0.5424 0.5381 0.3597 0.5924 0.5901 0.5917 

N 71,236 69,344 68,077 65,879 39,470 38,228 37,976 36,634 

Investment spending divided by total assets (I/K) is the dependent variable. Return is the fiscal-year-end adjusted share price, plus the adjusted divi-
dends, all divided by the adjusted price at the end of the previous fiscal year. Other explanatory variables are defined in Table 2. We estimate all 
models using Ordinary Least Square (OLS) regressions with country, year, and industry fixed effects. Country, year, and industry dummies coeffi-
cients are not reported for parsimony. In model 1, we estimate equation 1 without firm’s cash-flow, future return and other control variables. In model 
2, we include firm’s cash flow. In model 3, we include firm’s cash flow and future returns. In model 4, we add firm’s cash flow, two country-level 
variables (DRI and GDP), and a dummy variable (CL) that is equal to one if the firm is cross-listed on a US exchange, and zero otherwise. The first 
set of columns (1-4) present coefficients from estimations using observations with zero analyst coverage. In the remaining models (5-8), we drop ob-
servations with zero analyst coverage from the analysis. Standard errors are adjusted for both heteroskedasticity and clustering at the firm level. 
p-values for two-tailed tests are in parentheses. One, two or three asterisks denote significance at the 10%, 5% and 1% levels, respectively. 
 
cash-flow and future return. In all columns, the coefficients are obtained from OLS estimations with country, 
industry, and year fixed effects. In fact, we include into Equation (1) a host of dummy variables that capture 
systematic differences in investment policies across countries (country dummies), industries (2 digit SIC codes 
dummies), and time (year dummies). In addition, standard errors are adjusted for heteroskedasticity and within- 
firm clustering as defined in Petersen [26].  

The primary findings suggest that investment is positively correlated with stock prices, supporting the obser-
vations in the literature. For instance, in column 1, the coefficient on returni,t−1 is 0.0005 with a p-value of 0.075. 
As suggested earlier, we focus more on the coefficient for (returni,t−1*log(1 + NAi,t)). In all specifications, this 
coefficient is negative and significant at 1% level (−0.0063 with a p-value of 0.001 in the case of specification 1). 
This suggests that, on average, the investment-price sensitivity is lower for firms with high analyst coverage. 
The findings documented above are consistent with Chen et al. [17] who also show negative associations be-
tween analyst coverage and investment-price sensitivity in US markets. Hence, the information produced by 
analysts and impounded in stock prices is not new to managers. Another explanation of our results is that ana-
lysts may attract more noise to stock prices, which will lower the content of private information in stock prices 
and ultimately reduce the investment-price sensitivity [17]. As for the control variables, cash flow coefficients 
are positive and significant (at 1% level), confirming the well documented association between cash flow and 
investment. More important, future return (t + 3) coefficients are not significant, which indicates that the market 
mispricing theory is not an issue in our study. We also control for the economic development of the country 
(GDP), legal factors (DRI), and US exchange cross-listings by non US firms (direct listing and ADRs II/III). 
Arguably, US cross-listings could have a positive or a negative impact on the investment-price sensitivity [27]. 
Therefore, it is possible that log(1 + NAi,t) captures the same effects as US cross-listings (CL). Column 4 and 8 
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put analyst coverage and US cross-listings together. The results indicate that coefficients for (returni,t−1*log(1 + 
NAi,t)) remain negatively significant. Lastly, we control for a variety of political factors (see Table A1 and Ta-
ble 2 for more details). Adding press freedom, political rights, and corruption (results not tabulated) does not al-
ter our primary findings.  

We also check the robustness of our primary results in several ways. First, we re-estimate Equation (1) using 
firm-fixed effects instead of country and industry fixed effects (see Table 4 for more details). The purpose is to 
control for unobserved time-invariant firm characteristics. Second, we control for random country effects (see 
models 7-12 in Table 4). When we capture time-invariant heterogeneity (firm-fixed effects), our coefficient of 
interest (β6) becomes non significant, suggesting that investment-price sensitivity is not related to the level of 
analyst coverage. In other words, high analyst following has no effect on price informativeness. These additional 
results still suggest that the information produced by analysts and reflected in stock prices is not new to manag-
ers. On the other hand, they do not indicate that a high presence of analysts reduces the content of private infor-
mation in stock prices by increasing noise.  

Third, we also consider the fact that analysts’ decision to cover a firm is endogenous. For instance, analysts 
could self-select the firms they follow according to a variety of firms’ characteristics. Hence, it is possible that 
some variables not included as controls may simultaneously affect the decision to cover a firm and firm’s in-
vestment decision. To mitigate self-selection concerns, we use the two-stage Heckman procedure. In the first 
stage, we model the choice of covering a firm through a probit model. Following prior studies [14] [15], we 
consider that analyst activities are affected by the following variables: firm size, return volatility (RV), earnings 
volatility (EV), trading volume (TV) and firm’s ownership (O).  

Then, we propose the following model (coverage decision equation):  
 

Table 4. Analyst coverage and the link between investment and stock prices: robustness results.                                      

Independent 
Variables 

Analyst coverage and the link between investment and stock prices: additional results 

Firm fixed effects 
(With zero analyst coverage  

observations) 

Firm fixed effects 
(Without zero analyst  

coverage observations) 

Random effects 
(With zero analyst coverage  

observations) 

Random effects 
(Without zero analyst  

coverage observations) 

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 Model 9 Model 10 Model 11 Model 12 

Intercept −0.3918*** −0.4068*** −0.3897*** −0.6391*** −0.6741*** −0.6261*** −0.3875*** −0.4206*** −0.2329*** −0.5665*** −0.5540*** −0.3607*** 

Return 0.0002 0.0001 0.0007 0.0035 0.0043 0.0033 0.0005 0.0006 0.001 0.0055 0.006 0.0002 

Cash flow 0.0563*** 0.0896*** 0.0846*** 0.0754*** 0.1022*** 0.0933*** 0.1569*** 0.2374*** 0.2266*** 0.2615*** 0.2853*** 0.2737*** 

M/B −0.0001 −0.0001 −0.0001 −0.0002 −0.0002 −0.0002 −0.0002 −0.0001 −0.0002 −0.0004 −0.0004 −0.0005 

Size 0.0522*** 0.0532** 0.055*** 0.076*** 0.078*** 0.082*** 0.048*** 0.049*** 0.053*** 0.0644*** 0.063*** 0.0743*** 

log(1 + NA) 0.0061* 0.0154** 0.014*** −0.0019 0.0045 0.0012 0.011*** 0.034*** 0.030*** 0.008 0.0136** 0.0324 

log(1 + NA)* 

return 
−0.0066 −0.0069 0.0002 −0.0032 −0.0037 −0.0037 −0.0011** −0.0012*** −0.0012 −0.0050* −0.0052** −0.0044 

log(1 + NA)* 

cash flow 
0.0321***   0.0133***   0.0693***   0.0132***   

Return3t  0.0004   0.0004   0.0001   −0.0032***  
DRI*return 

  −0.0018   0.0014   −0.0043   −0.0009 

GDP*return 
  −0.0002   0.0008   0.0003   0.0001 

CL   0.0334   0.043   −0.073***   −0.0874*** 

CL*return 
  −0.0027   −0.0036   −0.002   0.0005 

R2 0.3654 0.3295 0.3049 0.3678 0.3614 0.3218 0.4787 0.4604 0.4415 0.5256 0.5263 0.5096 

N 69 344 68 077 65 879 38 228 37 976 36 634 69 344 68 077 65 879 38 228 37 976 36 634 

This table presents the results of Equation (1) with two additional estimation techniques. The first set of columns (1-6) present coefficients from an estimation 
of the model using firm and year fixed effects. In the remaining columns (7-12), we estimate variants of equation 1 by including country random effects. We 
report p-values (in brackets) based on heteroskedasticity corrected standard errors that are clustered at the firm level. One, two or three asterisks denote signifi-
cance at the 10%, 5% and 1% levels, respectively. 
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Coverage 1
if 0;0 otherwise

i i i i

i

U W
U

γ υ= + =



                              (2) 

where Ui is an unobserved latent variable (utility of analyst i to cover a firm) and Wi is a set of variables that af-
fect the decision of analysts to cover a firm. We don’t observe Ui. All we observe is a dichotomous variable 
Coveragei with the value of one if the firm has analysts that follow its activities (Ui > 0) and 0 otherwise. Table 5  
 
Table 5. Analyst coverage and firm’s investment-to-price sensitivity: controls for the endogeneity of analyst coverage (self- 
selection bias estimation).                                                                                         

First stage 

Heckman two stage estimation 

Model 1 Model 2 Model 3 Model 4 

(Probit) (Probit) (Probit) (Probit) 

Intercept −1.1459*** −0.3610*** −0.2465** −0.2560*** 

     
Size 0.1614*** 0.1098*** 0.1023*** 0.1000*** 

     
RV −0.0016 −0.0002 −0.0002 −0.0001 

     
EV −0.0038*** −0.0035*** −0.0034* −0.0037** 

     
TV −0.0159*** −0.0159*** −0.0159*** −0.0119*** 

     
O −0.0026*** −0.0027*** −0.0027*** −0.0028*** 

Second stage 
Model 1 Model 2 Model 3 Model 4 

(I/K) (I/K) (I/K) (I/K) 

Intercept −0.9749*** −1.4087*** −1.2084*** −1.3052*** 

     
Return 0.0758*** 0.1029*** 0.0915*** 0.0521*** 

Cash flow  0.0849*** 0.0458*** 0.0610*** 

Market-to-book −0.0003 −0.0002 −0.0002 −0.0002 

Size 0.2257*** 0.2644*** 0.2487*** 0.2546*** 

log(1 + NA) 0.0082 0.0726** 0.0683** 0.0836*** 

log(1 + NA)*return −0.0554*** −0.0689*** −0.0651*** −0.0693*** 

log(1 + NA)*  −0.0321**   
Cash flow     

Future return   0.0041  
DRI*return 

   0.1257*** 

GDP*return 
   0.0003*** 

CL    −0.4840*** 

CL*return 
   0.0041 

λ 0.8518*** −0.8103*** −1.1147*** −0.9973*** 

N 28,238 27,580 27,384 26,771 

This table reports coefficients and test statistics of the Heckman (1979) two-stage procedure. In the first set of columns, we report the results of the 
probit estimation (first-stage) where the dependent variable is a dummy that is equal to one if the firm is followed by analysts, and zero otherwise. 
The second set of columns report the OLS estimates of our main equation (second-stage). We also include the Inverse Mills ratio (λ). In our analysis, 
we use the logarithm of the number of analysts (log(1 + NA)) and observations with zero analyst coverage. Regressions include country, industry, and 
year fixed effects. p-values for two-tailed tests are in parentheses. One, two or three asterisks denote significance at the 10%, 5% and 1% levels, re-
spectively. 
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presents the results of the Heckman [28] procedure. Again, the coefficients on the interaction between firm’s re-
turn and analyst coverage (second stage estimation) are negative and significant (at 1% level). Hence, our pri-
mary findings are robust to self-selection.  

In our study, we also estimate the relation between analysts’ activities and investment-price sensitivity sepa-
rately for “equity dependent” and “equity independent” firms. As suggested earlier, the purpose of this addi-
tional test is to examine whether the mispricing theory can be considered as an alternative explanation. In this 
case, our conclusions should change. The results (not tabulated) indicate that analysts’ impact on price informa-
tiveness is the same for both subsamples, which rules out the mispricing theory as an alternative explanation.  

4. Conclusions 
We have examined the impact of analyst coverage on price informativeness. We find a negative association be-
tween analyst coverage and investment-price sensitivity, which suggests that the information produced by ana-
lysts is not new to firm’s managers. In other words, analysts do not have an informational advantage over firm’s 
insiders. This paper sheds some light on the role played by financial analysts before the financial crisis. In fact, 
our findings suggest that the dissemination of reliable information by analysts was inadequate during this period. 
This lack of firm-specific information may have affected the efficiency of capital markets around the world and 
led to the financial crisis.  

Our study has its limitations. First, we do not cover the post-crisis period. Future research could investigate 
whether our findings are still relevant in the post-crisis period. Second, although our results are “robust” to the 
mispricing theory, it may be interesting to propose other tests that address this important issue. This will offer 
further validation of the actual findings. 
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Appendix 
Table A1. Country-level data.                                                                                  

Developed countries 
Political and legal data for developed countries 

Anti-director rights Press freedom Political rights Corruption 

Australia 0.79 19 1 88 

Austria 0.21 21 1 84 

Belgium 0.54 11 1 75 

Canada 0.65 18 1 85 

Denmark 0.47 10 1 95 

Finland 0.46 9 1 97 

France 0.38 21 1 71 

Germany 0.28 16 1 82 

Hong Kong (China) 0.96 29 - 80 

Ireland 0.79 15 1 75 

Italy 0.39 35 1 48 

Japan 0.48 20 1 69 

Netherlands 0.21 11 1 87 

New Zealand 0.95 13 1 96 

Norway 0.44 10 1 89 

Portugal 0.3 14 1 63 

Singapore 1 66 5 93 

Spain 0.37 21 1 71 

Sweden 0.34 10 1 92 

Switzerland 0.27 11 1 91 

UK 0.93 19 1 86 

Emerging countries 
Political and legal data for emerging countries 

Anti-director rights Press freedom Political rights Corruption 

Argentina 0.44 45 2 25 

Brazil 0.29 39 2 39 

Chile 0.63 26 1 74 

China 0.78 83 7 34 

Colombia 0.58 61 3 38 

Czech Republic 0.34 20 1 42 

Greece 0.23 28 1 43 

Hungary 0.2 21 1 48 

India 0.55 37 2 28 

Indonesia 0.68 58 2 20 

Israel 0.71 28 1 64 
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Continued  

Korea (South) 0.46 30 1 45 

Malaysia 0.95 65 4 50 

Mexico 0.18 48 2 36 

Pakistan 0.41 61 6 21 

Peru 0.41 39 2 35 

Philippines 0.24 40 3 26 

Poland 0.3 21 1 35 

Russia 0.48 72 6 28 

South Africa 0.81 27 1 46 

Taiwan 0.56 20 1 56 

Thailand 0.85 50 3 36 

Turkey 0.43 48 3 32 

This table summarizes the data for shareholders’ protection and country political risks. All variables are defined in Table 2. 
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