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Abstract 
The paper describes the development of a text reader for people with vision 
impairments. The system is designed to extract the content of written docu-
ments or commercially printed materials. In terms of hardware, it utilizes a 
camera, a small embedded processor board, and an Alexa Echo Dot. The 
software involves an open source text detection library called Tesseract along 
with Leptonica and OpenCV. The system in its current version can only work 
with English text. By using the Amazon cloud web services, a skill set was 
deployed, which would read aloud the detected text utilizing a OpenCV pro-
gram via the Alexa Echo Dot. For this development, a Raspberry Pi was uti-
lized as the embedded processor system. 
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1. Introduction 

It is challenging for an individual with vision-impairment to extract information 
from a printed document. Either they have to use a Braille version of the docu-
ment or someone has to read the document for them. Over the past few decades, 
machine reading has grown extensively with a number of practical applications 
[1]-[6]. A unique insight into the process in text-to-speech synthesis is reported 
by Kind [7]. In this work, a large number of competing techniques have been 
constructed to make direct comparison between the techniques. In one ap-
proach, researchers used LabVIEW to implement an Optical Character Recogni-
tion (OCR) based speech synthesis system [8]. One of the limitations of this is 
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the cost involved with the LabVIEW software itself. In another work, researchers 
surveyed methods related to character recognition as well as approaches used for 
text-to-speech conversion for machines [9]. A similar application is a portable 
bar code reader; designed to help people with vision impairment to identify dif-
ferent products in an extensive product database. This allows one to access 
product information through speech [10] [11] [12]. A limitation is that it is 
challenging for a user who is visibly impaired to position the bar code correctly 
for the reader. 

Another approach to assist a person with vision impairment with this is to ex-
tract the text from a printed document with a camera and then process it to 
produce an audible sound. The first part of this can be done by obtaining an 
image of the printed material and using an OCR technique, while the second 
part can be implemented through speech synthesis and reproduction of corres-
ponding sound. Ferreira and his co-workers adopted this approach and tested 
the performance without any control on the camera settings for font type and 
size as well as for the background [13]. OCR is the process of converting images 
of printed or handwritten texts (numerals, letters, and symbols) into a computer 
format text and has become one of the most successful applications of technolo-
gy in the field of pattern recognition and artificial intelligence [14] [15]. Similar-
ly, speech synthesis is the artificial generation of human speech and is widely 
used for text-to-speech conversion [16] [17] [18]. 

All these reported systems have one limitation; they require a standalone ded-
icated computing system for processing. This makes the system expensive as well 
as running a larger physical footprint, thereby making it difficult to carry for 
everyday use. To address this issue this paper describes the design, development, 
implementation, and evaluation of a system, in which an individual only needs 
to carry a small hand held system (camera and embedded processor board). The 
complete system will cost around US$120. A large volume of the processing is 
performed over the cloud. The operation of the system involves text extraction 
from an image and converting the text-to-speech utilizing Amazon cloud. The 
Amazon cloud is formally known as Amazon Web Services (AWS). On the user 
side, the system involves a camera, an embedded processor, and an Amazon 
Echo Dot. Dedicated software has been developed for the embedded processor 
and AWS. The device is very portable, can be deployed within few minutes, and 
only requires an Internet access. The developed system then tested for perfor-
mance in terms of text font, background color, text noise level, and commercial-
ly printed materials. 

2. System Design 

The system involved both hardware design and software development (Figure 
1). The software development part is composed of image acquisition, image pre- 
processing, and image text extraction; it invokes Alexa services and pass the text 
to Alexa speech services. 
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   Figure 1. System configuration. 

2.1. System Configuration 

The hardware system is composed of a USB camera, a Raspberry Pi, and an 
Amazon Echo Dot (2nd generation). The Raspberry Pi run the Raspbian Jessie OS 
4.4, with OpenCV 2.3 installed along with Python 2 for compilation. The camera 
is directly connected with the Raspberry Pi. Both the Raspberry Pi and Amazon 
Echo Dot are connected to the Internet. A flow diagram of the system is shown 
in Figure 1 and a picture of the developed system is provided in Figure 2. The 
user triggers the system with a voice command via the Alexa Echo Dot. This in-
vokes the AWS to instruct the Raspberry Pi to run the text reader application. 
The Raspberry Pi then instructs the camera to take an image of the script that is 
placed in front of it. The collected image is received by Raspberry Pi and is 
processed to extract the text. The software details of the text reader application 
and AWS are provided in Sections 2.2 and 2.3. 

2.2. Image Processing 

The image processing activity involves the initial image acquisition. This is fol-
lowed by image pre-processing and subsequent image text extraction. All of 
these are implemented within a Raspberry Pi. 

2.2.1. Image Acquisition 
The first step is the image acquisition from a printed document that needs to be 
read. This is done with either a high definition (HD) camera or a normal web-
cam. The camera is directly connected to the Raspberry Pi, when the Raspberry 
Pi is connected with the web. An HD camera is preferred to enhance the image 
quality. 

2.2.2. Image Pre-Processing 
This involves removal of noise with appropriate filtering. It utilizes morphologi-
cal image filtering using techniques like erosion and dilation, generating the re-
quired contours and drawing the bounding boxes around the required text con- 
tent in the image. Initially the captured image is rescaled to an appropriate size 
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Figure 2. An image of the developed system. 

 
and converted into gray scale image such that it will be more useful for further 
processing. Then the discrete cosine transformation is applied to the gray image 
to compress the image, which helps to improve the processing rate. Unwanted 
high frequency components present in the image are also eliminated by setting 
the vertical and horizontal ratio. To achieve decompression, the inverse discrete 
cosine transform is applied. The image then undergoes morphological opera-
tions like erosion and dilation [19] [20] [21]. 

The erosion of an image ( ),f x y  by a structural element s  is denoted by
f sθ , where θ  denotes the erosion between f  and 5. Resultant image 5 (5, 

5) can be presented by Equation (1) [22]. Figure 3 shows the threshold and 
eroded images. 

g f sθ=                             (1) 

The dilation operation is performed to add pixels to the boundaries of the ob-
jects present in the image. The number of pixels added to the objects depends on 
the size and shape of the structuring element defined to process the image. The 
dilation of the image ( ),g x y  by a structural element ś  results in the image

( ),h x y . The relationship is provided in Equation (2) [22]. 
h g ś= ⊕                            (2) 

Figure 4 shows a sample of the dilated image. A line of Python code utilized 
for the dilation process implementation is provided below: 

 

 
 

After the morphological operations, thresholding is applied to the morpholog-
ically transformed image. This is followed by the generation of contours of the 
image using functions in OpenCV. These contours are used to draw the bounding 
boxes for the objects or elements present in the image. By using these bounding 
boxes each and every character present in the image is extracted and are then ap-
plied to the OCR engine to recognize the entire text present in the image. 
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(a)                                    (b) 

Figure 3. Preprocessing-Erosion. (a) Threshold image; (b) Eroded image. 
 

 
Figure 4. Preprocessing-Dilation. 

 

 

2.2.3. Image Text Extraction 
To extract text from an image, the OCR is used in conjunction with pattern rec-
ognition, artificial intelligence, and computer vision. The OCR is a process of the 
electronic conversion of images of typed, handwritten, or printed text into ma-
chine-encoded text. It is widely used as a form of data entry from printed data 
records, whether passport documents, invoices, bank statements, computerized 
receipts, business cards, mail, printouts of static-data, or any other documenta-
tion. It is a common method of digitizing printed texts so that it can be elec-
tronically edited, searched, stored more compactly, displayed online, and used in 
machine processes such as machine translation, text-to-speech, key data, and 
text mining. 

There have been plenty of studies carried out on different OCR techniques. In 
one survey researchers looked into 17 different approaches of OCR and hig-
hlighted their limitations [23]. However, Tesseract is an open source platform 
that allowed many developers and enthusiasts to work, train and improve the li-
brary. It has grown into a reliable tool for text extraction applications. In addi-
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tion, the availability of Tesseract to process multiple languages has made it even 
more popular in the field of text extraction. In this project, OCR was performed 
using the Tesseract library (discussed in Section 2.2.4) coupled with OpenCV to 
render images. The image taken by the camera is passed onto the OpenCV for 
thresholding and filtering. The image is then passed to the Tesseract library, 
which recognizes the texts and returns it in a string format. Finally, the string 
format text is passed to Alexa services for text-to-speech conversion. 

2.2.4. Tesseract 
The image is taken by the web camera connected to the Raspberry Pi and is 
quickly processed through morphological thresholding and subsequently processed 
by Tesseract. Tesseract is composed of only two arguments; one is the image and 
the other is the output file where the detected text will be stored [24] [25]. Tes-
seract by default picks the extension of output file as. txt. A Python program 
opens the .txt file and passes the detected text to the AWS to read aloud through 
Alexa Echo Dot. Tesseract supports about 110 languages around the world. Each 
language comes with a trained language data file. However, with the limitation 
of AWS to read English and German and for the ease of this application, the text 
reader system was confined to English. The Python code to operate Tesseract is 
provided below: 
 

 

2.3. Utilization of Amazon Web Services (AWS) 

The AWS is a secure cloud services platform hosted by Amazon. This can facili-
tate Internet of Things (IoT) systems, networking, databases, storage, analytical, 
and mobile development applications. One such service of the AWS is the Alexa 
voice recognition and speech system, which is a speech recognition and speech 
synthesis service. Through this service developers can connect their applications 
to the Alexa speech system. For a given application, the user needs to create an 
Alexa skill set on the cloud that can interact with the application. In this project, 
the AWS receives the text from the Raspberry Pi after text extraction and reads 
the detected text through the Alexa speech synthesis service. Alexa servicesin-
voke the text reader application running from the Raspberry Pi to extract the 
text from the printed document and then pass it onto Alexa services for speech 
synthesis. Alexa speech then reads the text loud using the Amazon Echo Dot de-
vice [26]. 

The first step in this process is to download, install, and run ngrok on the 
Raspberry Pi. ngrok is a command line program that creates a secure terminal 
and can be accessed by an https address generated by the application (Figure 5). 
Figure 6 shows the ngrok services running on Raspberry Pi with the https ad-
dress highlighted in red. 

The second step involves creating an Alexa skill set. Figure 7 shows the win- 
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Figure 5. Terminal command in Raspberry Pi to run ngrok on port 5000. 

 

 
Figure 6. Image of the ngrok services on Raspberry Pi. 

 

 
Figure 7. Creatiing Alexa skill set. 

 
dow on the Amazon developer portal to create a skill. Figure 8 shows how the 
skill information is created within the AWS. The invocation name specifies the 
name of the skill set, which is invoked when Alexa is instantiated to access the 
text reading skills. 

Figure 9 shows the creation of an interaction model, which is used to com-
municate with the Python script running on the Raspberry Pi. The intent speci-
fies different functions that need to be assessed within the Python script. The 
configuration settings that need to be entered on the AWS are provided in Fig-
ure 10. The service end-point allows the user to enter the ngrok https link used 
to invoke the Python script on the Raspberry Pi. Once the Python script accesses 
the text, the reader detects the printed/written text and passes the value to the 
Alexa services, which then reads it aloud. 

3. System Evaluation 

An evaluation exercise was conducted to verify effectiveness of the developed 
text reader. The evaluation exercise involved verifying the readability of the text 
reader for different fonts, background color, level of noise on the text, and time 
required for the reading process. 
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Figure 8. Creating skill set within the AWS. 
 

 
Figure 9. Interaction model. 

3.1. Variation of Text Font 

The first evaluation exercise involved the readability verification using different 
fonts with varying background colors. For this exercise, a phrase was selected 
that included all 26 letters of the alphabet in English. The phrase is “Exploring 
the Zoo, we saw every kangaroo jump, and quite a few carried babies,” which has 
a total of 75 characters including spaces, commas, and full stop. The fonts used 
were Arial, Times New Roman, Courier New, Bradley Hand, Lucida Calligraphy, 
and Lucida Handwriting. In addition, two manual handwritten samples were 
used: Handwriting Cursive and Handwriting Running. The text used for manual 
handwriting was “The Quick Brown Fox Jumps Over The Lazy Dog.” The back-
ground colors were white, green, blue, yellow, orange, red, and purple (Figure 
11). The reading accuracy of each of these combinations was measured in terms  
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Figure 10. Configuration settings. 
 

    
(a)                     (b)                   (c)              (d) 

    
(e)                   (f)               (g)                  (h) 

Figure 11. Samples of few fonts and background colors used for the evaluation 
process. (a) Time New Roman; (b) Lucida Calligraphy; (c) Lucida Handwriting; (d) 
Manual Handwriting; (e) Red paper; (f) Green paper; (g) Orange paper; (h) Purple 
paper. 
 
of the number of characters misread and was expressed in % of error. The ex-
pression used for % of error calculation is shown in Equation (3). 

Number of alphabets or characters mis-spelled 100
Total number of characters in the sente

% of 
nce

error = ×        (3) 

The outcome of this evaluation exercise is provided in Table 1, where a 100% 
error indicates not readable at all. In terms of computer generated fonts, Arial 
was the best performer and Lucida Handwriting was the worst. Irrespective of 
background color, the manual handwriting (cursive) was not readable at all. The 
level of error for manual handwriting (running letter) was quite high for all  
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Table 1. Error in identifying text with different fonts using various background colors. 

Font 
% Error 
(white) 

% Error 
(green) 

% Error 
(blue) 

% Error 
(yellow) 

% Error 
(orange) 

% Error 
(red) 

% Error 
(purple) 

Arial 0.00% 9.33% 0.00% 0.00% 0.00% 0.00% 0.00% 

Times New  
Roman 

0.00% 8.00% 8.00% 0.00% 0.00% 0.00% 5.33% 

Lucida  
Calligraphy 

1.33% 1.33% 2.67% 4.00% 1.33% 4.00% 4.00% 

Courier New 2.67% 5.33% 4.00% 1.33% 100% 0.00% 14.67% 

Bradley Hand 8.00% 5.33% 5.33% 5.33% 8.00% 6.67% 10.67% 

Lucida 
Handwriting 

61.33% 100% 1.33% 60.00% 100% 100% 8.00% 

Manual 
Handwriting 

(running letters) 
17.50% 10.00% 35.00% 12.50% 22.50% 20.00% 10.00% 

Manual 
Handwriting 

(cursive) 
100% 100% 100% 100% 100% 100% 100% 

 
background colors. With computer-generated fonts, most of the cases the purple 
shows higher % Error than others. So, it can say that the purple background was 
the worst performer. 

3.2. Variation of Noise Level 

This part of the test was conducted with a phrase in which the texts were 
eroded/faded with an increased number of non-zero pixels. This reduction of 
pixel introduces a level of noise for the camera. A level of noise has been intro-
duced for letter ‘O’ and Figure 12 shows both the distorted and undistorted im-
ages. 

To illustrate the development process of the eroded/faded text, let us assume a 
small section of the image from an undistorted font: 

255 255 0
255 0 0
0 0 0

UTI =                          (4) 

Similarly, assume a small section of the image from a distorted font: 

255 230 200
0 255 0

255 0 255
DTI =                        (5) 

The difference between Equations 4 and 5 generated the difference equation 6: 

( )
0 20 200

 255 255 0
255 0 255

UT DTI I− =                    (6) 

The number of elements (pixels) in Equation (5) that are non-zero = 6. Which 
means out of 9 pixels, 6 pixels were distorted, hence noise % = ((9 − 6)/9) × 100 
= 33.33%. The level of noise is measured using Equation (7). 
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(a)                         (b) 

Figure 12. Sample of undistorted and distorted font for the letter “O”. (a) Undistorted 
font; (b) Distorted font. 
 

( )Number of non-zero pixels
100

Number of pi
% o

xels in
f noise UT DT

UT

I I
I

−
×=          (7) 

where, UTI  = Image with undistorted text, 

DTI  = Image with distorted text. 
The evaluation exercise was performed with only white paper. Figure 13 

shows three sample texts with different noise levels. The outcome of the exercise 
is provided in Table 2. The table shows that for N1 and N2 the system reads the 
text without any error, but for N5, it cannot read the text at all. One notable is-
sue is that the % Error is less for N4 than N3. When the % Noise is 3.63 for N4 
and 3.26 for N3. Usually one can expect a higher % Error for N3. 

3.3. Partial Removal of Alphabet 

In this approach, part of the text was removed to verify the level of accuracy in 
readability. An example of the partially removed texts is provided in Figure 14. 
The samples are 75% visibility from the bottom, 75% visibility from the top, and 
25% washed out from center. In this case, only the Arial font was used with dif-
ferent background colors. The readability performance of the system with par-
tially removed text with different background colors is provided in Table 3. It 
shows some level of readability only for the case in which 75% is visible from the 
top. Other two cases cannot be read at all. 

3.4. Commercially Printed Materials 

The last evaluation exercise involved commercially printed materials. Under 
this category, four items were investigated. The items are product catalog, 
product package, and product brochure—all of them in combination with dif-
ferent background colors. This exercise allows one to understand how to use 
this system to extract information from everyday household items beyond 
standard printed letters and documents. Findings of this exercise are provided 
in Table 4. As it appears all of the cases, the system read the text with very lit-
tle error. 

3.5. Timing for Text Reading Process 

One of the important issues is the total processing time for a given text reading 
task. Considering the number of process, a part of the time is needed for the  
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(a)                      (b)                      (c) 

Figure 13. Text with different levels of noise. (a) Noise level-N0 (0.8%); (b) Nosie lev-
el-N1 (1.2%); (c) Nosie level-N5 (5.58%). 
 

 
(a)                      (b)                      (c) 

Figure 14. Text with different levels of visibility. (a) 75% visibility from bottom; (b) 75% 
visibility from top; (c) Center washed out. 
 
Table 2. Error in identifying text with different levels of noise. 

Noise Level % Noise No. Character in Error % Error 

Level-N0 0.80% 0 0.00% 

Level-N1 1.20% 0 0.00% 

Level-N2 2.91% 2 7.14% 

Level-N3 3.26% 8 28.57% 

Level-N4 3.63% 5 17.86% 

Level-N5 5.58% Not Readable 100% 

 
Table 3. Error in identifying partially erased text with different background colors. 

Text Visibility 
% Error 
(white) 

% Error 
(green) 

% Error 
(blue) 

% Error 
(yellow) 

% Error 
(orange) 

% Error 
(red) 

% Error 
(purple) 

75% Visibility 
from top 

48.00% 52.00% 53.33% 52.00% 49.33% 66.67% 46.67% 

Center washed 
out 

100% 100% 100% 100% 100% 100% 100% 

75% Visibility 
from bottom 

100% 100% 100% 100% 100% 100% 100% 

 
embedded processor and the other part is for AWS. Evaluation was performed 
for the embedded processor’s processing time, the time taken by the AWS de-
pend on the speed of the Internet from a given location (influenced by various 
factors) and cannot be evaluated with a certainly. Python’s time function was 
utilized to conduct this exercise. Test was performed using three different sen-
tences with different background colors. There is almost no effect of background 
colors in terms of timing. The sentences and their corresponding processing 
time are provided below: 

Exploring the Zoo, we saw every kangaroo jump, and quite a few carried ba-
bies: 3.22 seconds [printed text] 
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Table 4. Error in identifying text on commercially printed documents. 

 

WIRELESS GLASSES KIT 0.0% 

 

THEORY DF MACHINES 
PROPERTIES OF MATERIALS 

2.32% 

 

Accessories 0.0% 

 

Element/4 
800.463.9275 

4.5% 

 
Can you read me Read me Aloud: 1.29 seconds [printed text] 
The Quick Brown Fox Jumps Over the Lazy Dog: 4.13 seconds [handwritten 

text]. 

4. Conclusions 

The paper describes the design, development, and evaluation of a cloud based 
text reader. A person who is visually impaired could utilize this for everyday ac-
tivities. The user needs to carry a small hardware system composed of a camera, 
an embedded processor board, and an Alexa Echo Dot. The software developed 
utilizes an open source platform and is easy to access and modify. The evalua-
tion exercise was conducted using texts with different fonts, background color, 
and level of noise on the text. The system is proven to be mostly accurate while 
reading commonly used fonts with a variety of background colors. Evaluation 
was also extended to manually written text as well as commercially printed ma-
terials with variety of background colors. In terms of future expansion the eval-
uation process can be extended to verify some other factors, such as total 
processing time under different circumstances, different length of sentences, and 
scientific notations. 

In its current form, it looks like that the system is successful with commer-
cially printed materials but had very little success with manually written text. 
One of the limitations of the system is the dependence on a commercial cloud 
service. Reliability of this cloud service is an important factor for the system 
performance. On the other hand, it was possible to make the system cost effec-
tive and smaller in size only due to the use of a commercial cloud service. In 
conclusion, it can be stated that in its current form the system can be used by in-
dividuals with visual impairment to extract information from standard printed 
materials with very little effort. 
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