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ABSTRACT 

In biology, signal transduction refers to a process 
by which a cell converts one kind of signal or sti-
mulus into another. It involves ordered sequences of 
biochemical reactions inside the cell. These cas-
cades of reactions are carried out by enzymes and 
activated by second messengers. Signal transduc-
tion pathways are complex in nature. Each pathway 
is responsible for tuning one or more biological 
functions in the intracellular environment as well as 
more than one pathway interact among themselves 
to carry forward a single biological function. Such 
kind of behavior of these pathways makes under-
standing difficult. Hence, for the sake of simplicity, 
they need to be partitioned into smaller modules 
and then analyzed. We took VEGF signaling path-
way, which is responsible for angiogenesis for this 
kind of modularized study. Modules were obtained 
by applying the algorithm of Nayak and De (Nayak 
and De, 2007) for different complexity values. These 
sets of modules were compared among themselves 
to get the best set of modules for an optimal com-
plexity value. The best set of modules compared 
with four different partitioning algorithms namely, 
Farhat’s (Farhat, 1998), Greedy (Chartrand and 
Oellermann, 1993), Kernighan-Lin’s (Kernighan 
and Lin, 1970) and Newman’s community finding 
algorithm (Newman, 2006). These comparisons en-
abled us to decide which of the aforementioned al-
gorithms was the best one to create partitions from 
human VEGF signaling pathway. The optimal com-
plexity value, on which the best set of modules was 
obtained, was used to get modules from different 
species for comparative study. Comparison among 
these modules would shed light on the trend of de-
velopment of VEGF signaling pathway over these 
species. 

Keywords: Signal Transduction Pathway, VEGF Path-

way, Complexity Value, KEGG Database, Modulariza-
tion, Newman’s Community Finding Algorithm, Ker-
nighan-Lin’s Algorithm, Farhat’s Algorithm, and Greedy 
Algorithm. 
 

1. INTRODUCTION 

The ability of cells to receive and act on signals from 
beyond the plasma membrane is fundamental to life. 
This ability of cells to respond correctly to their micro-
environment is the basis of development, tissue repair, 
immunity and normal tissue homeostasis. Cells respond 
to their environment by recognizing their structure, re-
gulating the activity of proteins and finally by altered 
gene expression. The stimulus for such type of responses 
is known as signal. Signals interact with the responding 
cell through molecules, called receptors [1]. For example, 
cells receive constant input from membrane proteins that 
act as information receptors, sampling the surrounding 
medium for pH, osmotic strength, and the availability of 
food, oxygen and light and the presence of noxious 
chemicals, predators or competitors for food. These sig-
nals elicit appropriate responses like motion towards 
food or away from toxic substances [2]. In multi-cellular 
organisms, cells with different functions, exchange a 
wide variety of signals. For example, plant cells respond 
to growth hormones and to variations in sunlight. Ani-
mal cells exchange information through the concentra-
tions of ions and glucose in extra-cellular fluids, the in-
terdependent metabolic activities, taking part in different 
tissues, and in an embryo, the correct placement of cells 
during development. So, we can get the concept that in 
all the cases, signal represents information that is de-
tected by specific receptors and converted to a chemical 
process. This conversion of information into a chemical 
change or signal transduction is a universal property of 
living cells. Errors in cellular information processing are 
responsible for diseases such as cancer, autoimmunity 
and diabetes. By understanding cell signaling, diseases 
may be treated effectively. Systems biology research 
helps us to understand the underlying structure of cell 
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signaling networks and how changes in these networks 
may affect the transmission and flow of information. 

Signal transduction is specific and exquisitely sensi-
tive [2]. In unicellular organisms, signals are of envi-
ronmental origin and diffusible in nature. Signals, in 
metazoans, are paracrine (e.g. neurotransmitters); they 
release from the nearby cells and diffuse over short dis-
tances. In the case of endocrine signals (e.g. hormones), 
they may be released from distant cells and vascular 
system sends them to their targets. Macromolecular sig-
nals are associated with the extra-cellular matrix or on 
the surface of the neighboring cells, and they are called 
juxtacrine signals. It requires two adjacent cells to make 
physical contact in order to communicate. Some cells 
require direct cell-cell contact; others form gap junctions 
to connect to the cytoplasm of other cells’ cytoplasm for 
communication. A molecular signal that binds to a re-
ceptor is a ligand. As signaling pathway is made up of 
many different input and output nodes that make it, 
complex network, it is difficult to study and analysis. So 
the idea to divide it into small bio-significant modules, 
through the process called modularization came into 
light. A module is a subset of the original pathway, 
which has minimal dependency on the rest part of the 
network [3]. Here, the idea is to divide a pathway in 
such a way that the complexity of resulting modules is 
much less than that of the entire pathway, which pro-
vides an easier way to study the entire pathway. Many 
methods are developed to divide a network into smaller 
divisions. 

Here, we considered Vascular Endothelial Growth 
Factor (VEGF) pathway for applying different partition-
ing algorithms. It has a receptor, i.e., VEGFR, which is 
activated by ligand. Ligand binding to the receptor leads 
to receptor homodimerization or heterodimerization. 
Dimerization of receptors leads to their activation and 
subsequent autophosphorylation on certain tyrosine re-
sidues. It has many types of receptors. The receptors for 
vascular epithelial growth factor (VEGF) and related 
ligands are VEGFR-1 (Flt-1), VEGFR-2 (KDR/Flk-1), 
VEGFR-3 (Flt-4), neuropilin-1 and neuropilin-2. The 
interaction of VEGFR with either neuropilin-1 (NRP-1) 
or heparan sulfate proteoglycan helps in binding VEGF 
to its receptor. These receptors have multiple immu-
noglobulin G-like extra-cellular domains and intracellu-
lar tyrosine kinase activity. The human gene for VEGF 
resides on chromosome 6p21. The coding region spans 
14 kb and contains eight exons. Alternative splicing of a 
single pre-mRNA generates several distinct VEGF spe-
cies. There are several splice variants of VEGF, like 
VEGF 121, 145, 165, 189, and 206. Among them, VEGF 
165 is the predominant form [4]. VEGF family has other 

members also. These are VEGF -B, -C, and -D, and Pla-
cental Growth Factor (PlGF). VEGF binds to VEGFR-1 
and 2, and triggers angiogenesis. 

PlGF is localized to the placenta and binds only to 
VEGFR-1. VEGF-B also binds only to VEGFR-1, and 
has function in coronary vascularization and growth. 
VEGF-C and VEGF-D activate VEGFR-2 and -3 but not 
VEGF-1. VEGF-C is involved in lymphangiogenesis. 
The function of VEGF-D is unknown [5]. For activation 
of the signaling pathway, VEGF binds to at least two 
transmembrane Flt-1 (VEGF receptor-1) and Flk-1/KDR 
(VEGF receptor-2). Both these are tyrosine kinase re-
ceptors. This results in tyrosine phosphorylation, and 
activation of phosphatidylinositol 3-kinase (PI3K) and 
phospholipase Ca2+ (PLC-γ). PLC-γ forms two mole-
cules, Diacylgylcerol (DAG) and Inositol (1, 4, 
5)-trisphosphate (IP3). These two further activate PKC 
and release Ca2+. PI3K activates Akt. PKC, calcium and 
Akt activate endothelial Nitric Oxide Synthase (eNOS). 
It releases NO that is responsible for vasodilation and 
increased vascular permeability. The role for PLC-γ, 
PKC, calcium and NO in VEGF-induced hyper perme-
ability has been confirmed in isolated coronary venules, 
and the involvement of PI3K/Akt and NO was demon-
strated in human umbilical vein endothelial cell (HU-
VEC) monolayer [6]. Further, it also triggers intracellu-
lar signaling cascade that are able to recognize and dock 
at phosphorylated tyrosine residues of the activated re-
ceptors. These interactions are mediated by Src, phos-
phatidylinositol 3-kinase (PI3K), Shc, Grb2, and the 
phosphates SHP-1 and SHP-2 and other domains of the 
signaling proteins. 

VEGF receptor activation can induce activation of the 
MAPK cascade via Raf stimulation. It leads to gene ex-
pression and cell proliferation. Activation of PI3K leads 
to PKB activation and cell survival; activation of PLC-γ 
leads to cell proliferation, vasopermeability and angio-
genesis. VEGF regulates several endothelial cell func-
tions, including proliferation, differentiation, permeabil-
ity, vascular tone and the production of vasoactive mo-
lecules [5]. H. sapiens VEGF pathway taken from 
KEGG database is given in Figure 1. 

The organization of this article is as follows. The next 
section describes the methodology of algorithm of 
Nayak and De in detail, and then introductory descrip-
tion of Kernighan-Lin’s, Farhat’s, Greedy and Commu-
nity finding algorithms has been given. After that, we 
provide results in which we analyzed output got through 
implementing different partitioning algorithms. Species’ 
evolution based comparison has also been done over the 
modules got through applying the algorithm of Nayak 
and De.    
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Figure 1. VEGF signaling pathway of H. sapiens present in KEGG pathway database. 

 

2. METHODOLOGY 

Many algorithms are proposed for the partition of a net-
work. We compared the algorithm of Nayak and De [3] 
with community finding algorithm of Newman, Farhat’s, 
Greedy and Kernighan-Lin’s algorithms. Farhat’s, Greedy 
and Kernighan-Lin’s algorithms are graph partitioning 
algorithms and they need cut size and cut number for 
partitioning a network. Newman’s community finding 
algorithm has been applied to one category of bioche- 
mical networks (metabolic pathways). The chosen set 
provided a good mix of algorithms that belong to atleast 
three categories. They provide a uniform platform for the 
comparative study. But by no means, this set of chosen 
algorithms is an exhaustive one. 

Algorithm of Nayak and De works on a biochemical 
pathway which has gene products and chemical com-
pounds. Here, the pathway is considered as a graph, gene 
products and chemical compounds are nodes. Edges 
show protein-protein interaction, protein-compound in-
teraction or link to another map. The total number of 
relations with n as either a preceding or succeeding node 
is given by Tn = Rnp+Rns, where Rnp and Rns are out-
degree and indegree, respectively, of a node n. The term 
Tn is the total degree of the node. According to algo-
rithm, a node is detected which has maximum number of 
relations in the node pool E for a given network. This 
detected node is considered as a “starting node”. This is 
always considered as a “permanent member”. Permanent 

member is removed from the pool E. By defining the 
starting node, an initial module is created for relation r. 
Here, n may be a predecessor or a successor. After ini-
tialization of the module, the total number of relations of 
every individual member is considered.  

Now, a node is checked for its permanency. If the 
number of relation lying inside the module is equal to 
the total number of relation associated with the node, 
then, it is permanent member. If a node in a module has 
more than c relations lying outside the module, it is ex-
cluded from the module with decreasing the previous 
non permanent nodes’ total relation by one. This certain 
number of relations is known as complexity level c 
which can be set by the user. This process is continued 
until we have no new immediate neighboring node to be 
included or no node is left to be declared permanent. 
One important fact is that if a member X is present four 
times in a network, it will be considered four times like 
X1, X2, X3 and X4. After formation of a module, it 
searches for another starting point and repeat all above 
mentioned steps. This process will terminate when all 
the nodes of node pool E are exhausted. 

This algorithm had been applied for different c-values 
for VEGF KEGG pathway database http://www. ge-
nome.jp/kegg/pathway.html#environmental. Then, ap-
propriate c-value had been selected for comparative 
analysis of different species present in KEGG. KEGG 
has KGML layout which has XML files. These XML 
files’ coding was used to give input for the algorithm. 
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Species of which KGML layout and XML coding were 
present in KEGG were considered for the comparative 
study of VEGF pathway. The species were H. sapiens 
(human), P. troglodytes (Chimpanzee), M. musculus 
(mouse), R. norvegicus (rat), C. familiaris (dog), B. tau-
rus (cow), S. scrofa (pig). 

Kernighan-Lin’s algorithm is a heuristic algorithm 
applied for graph partitioning problems. It has important 
applications in the layout of digital circuits and compo-
nents in VLSI. B. W. Kernighan and S. Lin has proposed 
an heuristic method in paper [7] to partition of the graph 
in such a way that it would be effective in finding opti-
mal partitions. They deal with a combinatorial problem 
and partition of a graph G into subsets those would be no 
larger than a given maximum size. In this way, total cost 
of the edge cut is minimized. 

Greedy algorithm [8] works well when a problem has 
greedy choice property and optimal substructure. It 
makes local optimal choice at each stage and tries to find 
global optimum. Farhat in 1988 has presented an algo-
rithm which is an efficient non-numerical algorithm for 
the automatic decomposition of an arbitrary finite ele-
ment domain into a specified number of balanced sub-
domains [9]. It is found to be effective for the imple-
mentation of concurrent solution strategies on high per-
formance architectures. 

Community structure detection is used for social net-
works, internet and web data, biochemical networks or 
gene network. Here, it is assumed that the network of 
interest divides naturally into subgroups, and the re-
searchers find those groups. So, we can say that the 
number and size of the subgroups are determined by the 
network itself and not by the researcher. It has been ap-
plied to metabolic pathways. It divides a network in 
which good modules are not present. So, we can say that 
it is based on the properties of the network. Modularity 
score is directly dependent on the network architecture, 
adjacency matrix and eigenvalues of a symmetric matrix 
calculated from the adjacency matrix. Positive value of 
modularity means there is presence of modules in a net-
work and a negative value shows that division is not 
possible [10]. 

3. RESULTS AND COMPARATIVE 
ANALYSIS 

Species those were available in KEGG database had 
been considered for the comparative study. They are H. 
sapiens (human), P. troglodytes (Chimpanzee), M. mus-
culus (mouse), R. norvegicus (rat), C. familiaris (dog), B. 
taurus (cow), S. scrofa (pig). The gradual development 
of this pathway in some species had been studied with 
respect to VEGF pathway of H. sapiens using the algo-

rithm of Nayak and De. We applied all selected algo-
rithms to VEGF signaling pathway of H. sapiens as ob-
tained from KEGG database and compared their per-
formances. 

3.1. Modularization of VEGF Signaling Pathway 
of H. Sapiens using Different Algorithms 

We took different c-values and studied various modules 
obtained by the algorithm of Nayak and De. Then, by 
analyzing all the modules for different c-values, we 
chose a particular c-value for the comparative study of 
organisms. VEGF signaling pathway of H. sapiens has 
40 nodes and 34 relations. Modules were created for c = 
1, 2, 3, 4 and 5. 

For c = 1, we had 12 modules shown in Table 1. 
Number of modules was reduced, as complexity level 
was increased. For c = 2, node MAK1 merged with cen-
tral node (PLCG1, PLC1) as shown in Table 2. Now, 
this node had function of cell survival and migration of 
vesicular endothelial cell [11]. For the same complexity 
value, another central node, MAPK14 merged into cen-
tral node KDR. KDR has role in cell proliferation and 
growth function along with previous function of focal 
adhesion turnover and cell migration. It had paxillin and 
FAK as node members. Paxillin acts as a focal adhesion 
adaptor in focal adhesion dynamics and cell migration. 
Paxillin-FAK interaction is involved in Erk activation 
[12]. For c = 2, we had 6, and for c = 3, we had 4 mod-
ules as shown in Table 3. The node AKT3 was present 
as central node for c = 2 but it combined with PIK3R5 as 
we changed complexity to c = 3. It resulted in having 
multiple functions for the node AKT3. For c = 3, 
PIK3R5 functioned for permeability, vasodilatation as 
well as for cell survival and nitric oxide release [13]. For 
c = 2, there was a central node called CHP that had 
members (NFAT5), (PTGS2). But for c = 3, it merged 
with central node (PLCG1, PLC1). CHP, a central node 
for c = 2, had NFAT as a member, which is a family of 
transcription factors. It has at least four structurally sim-
ilar members, e.g., NFATp (NFAT1), NFATc (NFAT2), 
NFAT3 and NFAT4. NFATc is present in endocardium, 
and is involved in morphogenesis of cardiac valves, 
septum and also in heart organization during develop-
ment [14]. It regulates the properties of reserve cells. 
SMC uses NFAT signaling for adaptation. Calcineurin 
(CHP) is a Ca2+/CAM dependent phosphatase that regu-
lates the process of dephosphorylation and nuclear im-
port of NFAT. Another member PTGS2 is a target of 
NFAT and is involved in prostaglandin synthesis during 
angiogenesis. It is necessary for the migration of endo-
thelial cells to allow the proper formation of endothelial 
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tubes and postnatal angiogenesis in vivo [15]. For c = 2, 
(PRKCA) was a central node which had members (RAF1), 
(SPHK 2) and (HRAS, HRAS1), but for c = 3, the same 
central node had no members and as complexity was 
increased, it became a single node. For c = 4 and c = 5, 
the number of modules created were the same but this 
number was less as many central nodes merged. These 
modules were large enough to study and analysis. 
 

Table 1. Modularization for c = 1 for H. sapiens VEGF sig-
naling pathway. 

S. No. Central Node Other Nodes 

1 (KDR) 
(VEGFA,VEGF),(SHC2), 
(PTK2), (PXN) 

2 (PLCG1, PLC1) (SH2D2A) 

3 (AKT3) (NOS3), (CASP9), (BAD) 

4 (PRKCA) - 

5 (CHP) - 

6 (PIK3R5) (RAC1),(SRC) 

7 (RAF1) - 

8 (MAPK1) (PLA2G2D), (MAP2K1) 

9 (MAPK14) (CDC42) 

10 (HRAS, HRAS1) (SPHK2) 

11 (MAPKAPK3) (HSPB1) 

12 (NFAT5) ( PTGS2) 

 
Table 2. Modularization for c = 2 for H. sapiens VEGF sig-
naling pathway. 

S. No. 
Central 
Node 

Other Nodes 

1 (KDR) 
(VEGFA, VEGF), (SH2D2A), (SHC2), 
(PTK2), (PXN), (CDC42), (SRC), 
(MAPK14), (MAPKAPK3), (HSPB1) 

2 
(PLCG1, 
PLC1) 

(PLA2G2D), (NOS3), (MAPK1), (MAP2K1)

3 (PRKCA) (RAF1), (SPHK2), (HRAS, HRAS1) 

4 (PIK3R5) (RAC1) 

5 (CHP)  (NFAT5), (PTGS2) 

6 (AKT3)  (CASP9), (BAD) 

 
Table 3. Modularization for c = 3 for H. sapiens VEGF sig-
naling pathway. 

S. No. 
Central 
Node  

Other Nodes 

1 (KDR) 

(VEGFA, VEGF), (SH2D2A), (SHC2), 
(PTK2), (PXN), 
(CDC42), (SRC), (MAPK14), (MAP-
KAPK3), (HSPB1) 

2 
(PLCG1, 
PLC1) 

(CHP), (PLA2G2D), (NOS3), (NFAT5), 
(MAPK1), (PTGS2), 
(MAP2K1), (RAF1), (HRAS,HRAS1), 
(SPHK2) 

3 (PRKCA) - 

4 (PIK3R5) (RAC1), (AKT3), (CASP9), (BAD) 

3.2. Changes Found with the Increased  
Complexity Values 

We found that different c-values gave different number 
and complexity of modules. Number of modules was 
decreased as we increased the c-value. This resulted in 
over splitting. Many different modules were combined 
and increased in size with increase in c-value. With in-
crease in c-value, new members were inserted in a cer-
tain module or changed its earlier central node. As we 
took the case of VEGF signaling pathway of H. sapiens, 
we found just half number of modules with decrease in 
c-value by one, i.e., for c-value of two, we had six mod-
ules whereas, the number was 12 for c = 1. But, for c = 4 
and 5, size and number of modules, and the number of 
their members became static (in Tables 4 and 5 respec-
tively). The names of central nodes and their members 
for different c-values are given in Tables 1-5. 

3.3. Fixing the Complexity Values 

Now, by assigning different c-values, we had different 
sets of modules. So, by analyzing all the modules thor-
oughly, we understood that for c = 5, we should have 
stopped modularization process. Because for c = 4 and c 
= 5, we had the same set of modules. Even for c = 3, 
number of modules were less and they were merged, and 
thereby, it was unworthy to proceed. As per above anal-
ysis, it was clear that for higher c-values, number of 
nodes and relations were greater than that we got for c = 1 
as nodes started merging with other nodes. For c = 1, we  
 
Table 4. Modularization for c = 4 for H. sapiens VEGF sig-
naling pathway. 

S. No.
Central 
Node 

Other Nodes 

1 (KDR) 

(VEGFA, VEGF), (SH2D2A), (SHC2), 
(PTK2), (PXN), 
(CDC42), (PIK3R5), (SRC),(MAPK14), 
(RAC1), (AKT3), (MAPKAPK3), (NOS3), 
(CASP9), (BAD), (HSPB1) 

2 
(PLCG1, 
PLC1) 

(CHP), (PRKCA), (PLA2G2D), (NFAT5), 
(RAF1), 
(SPHK2), (MAPK1), (PTGS2), 
(HRAS,HRAS1), (MAP2K1) 

 
Table 5. Modularization for c = 5 for H. sapiens VEGF sig-
naling pathway. 

S. No.
Central 
Node 

Other Nodes 

1 (KDR) 

(VEGFA, VEGF), (SH2D2A),(SHC2), 
(PTK2), (PXN), (CDC42), (PIK3R5), 
(SRC), (MAPK14), (RAC1), (AKT3), 
(MAPKAPK3), (NOS3), (CASP9), (BAD), 
(HSPB1) 

2 
(PLCG1, 
PLC1) 

(CHP), (PRKCA), (PLA2G2D), (NFAT5), 
(RAF1), (SPHK2), (MAPK1), (PTGS2), 
(HRAS, HRAS1), (MAP2K1) 
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had sufficient nodes, and relations for most of the nodes 
of this pathway. By analysis of all the modules for dif-
ferent c-values, we assumed that increase in c-value 
gave almost similar output as nodes got merged. Module 
names, their number of nodes and relations for different 
c-values for H. sapiens VEGF signaling pathway are 
shown in Table 6. We were getting a simplified and bio-
logically significant network for c = 1. We found c = 1 to 
be an optimal one, because for this c-value, network was 
modularized properly and not too much over splitting 
was occurred. This made us to fix c-value to 1 for VEGF 
signaling pathway of H. sapiens. 

3.4. Comparison of Algorithm of Nayak and De 
with Newman’s Community Finding  
Algorithm 

For the algorithm of Nayak and De, we got modules 
where central nodes were defined but it was not the case 
with Newman’s algorithm. By applying Newman’s algo- 
rithm, we got four modules while it was 12 for the algo- 
rithm of Nayak and De for c = 1. Thus, we found less  

Table 6. Module names and their number of nodes and rela-
tions for H. sapiens VEGF signaling pathway. `N’ represents 
number of nodes and `R’ stands for number of relations. 

S.No
Module 
Name 

c = 1 c = 2 c = 3 c = 4 c = 5 

  N R N R N R N R N R

1 (KDR) 5 4 11 10 11 10 17 16 17 16

2 
(PLCG1, 
PLC1) 

2 1 5 4 11 11 11 10 11 10

3 (AKT3) 4 3 3 2 1 0 1 0 1 0 

4 (PRKCA) 1 3 4 4 1 0 0 0 0 0 

5 (CHP) 1 2 3 2 1 0 0 0 0 0 

6 (PIK3R5) 3 2 2 1 5 4 0 0 0 0 

7 (RAF1) 1 3 1 0 0 0 0 0 0 0 

8 (MAPK1) 3 2 1 0 0 0 0 0 0 0 

9 (MAPK14) 2 1 1 0 0 0 0 0 0 0 

10
(HRAS, 
HRAS1) 

2 1 1 0 0 0 0 0 0 0 

11
(MAP-

KAPK3) 
2 1 1 0 0 0 0 0 0 0 

12 (NFAT5) 2 1 1 0 0 0 0 0 0 0 

 

 
Figure 2. Modules of human VEGF signaling pathway created by the algorithm of Nayak and De for c-value of 1. 
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Figure 3. Modules of human VEGF signaling pathway created by Newman’s algorithm. 
 
number of modules by Newman’s algorithm. Hence, the 
complexity of the modules obtained by Newman’s algo-
rithm was quite high compared to those generated by the 
algorithm of Nayak and De. This may defeat the objec-
tive of modularizing a signal transduction pathway. 
Nodes of a created module obtained by Newman’s algo-
rithm were placed at very much distance, so assigning 
functions for these types of modules, was difficult. 
Moreover, as we know that signaling networks work on 
the basis of interaction between the input signaling node 
and output signaling node, most of the nodes present in 
the modules created by Newman’s community finding 
algorithm had no such interaction. So, we can say that 

function and behavior of a modules generated by New-
man’s community finding algorithm were not clearly 
revealed as shown in Figure 3. 

By analyzing the modules obtained by both the algo-
rithms, we found that MAPK1 includes MAP2K1, RAF1 
and HRAS by implementing Newman’s algorithm while 
in algorithm of Nayak and De; MAPK1 had PLA2G2 
instead of RAF1 and HRAS. Here, RAF1 and HRAS 
formed a separate module. The module MAPK1, as gen-
erated by the algorithm of Nayak and De, had 2 func-
tions regarding cell proliferation and PGI2 production. 
But in Newman’s algorithm, function of this module had    



N. Tomar et al. / J. Biomedical Science and Engineering 3 (2010) 931-942 

Copyright © 2010 SciRes.                                                                   JBiSE 

938 

   

 
Figure 4. Modules created by Farhat’s algorithm of H. sapiens VEGF signaling pathway. 
 
been changed as this module was merged with RAF1 
and HRAS. Now, PLA2G2 was involved only in PGI2 
production. Another functionally important node PLC-γ 
was with SH2D2 through the algorithm of Nayak and De, 
while by Newman’s algorithm, it was included in module 
3 and had SPHK2 as a different member. In Newman’s 
algorithm, KDR emerged as a singleton node in module 
4 (Figure 3), while through the algorithm of Nayak and 
De, it was with VEGF and three other members. So we 
can say that KDR acts as a receptor for VEGF and func-
tions in focal adhesion, as it has PTK2 and PXN as its 
members. In Newman’s algorithm, node RAC was with 
NOS and other apoptotic signaling pathway components, 
functions for cell permeability as well as cell survival. 
But for this, the algorithm of Nayak and De, it was with 
PI3K and SRC having only one function, i.e., of cell 
migration. 

3.5. Comparison of Algorithm of Nayak and De 
with Farhat’s and Greedy Algorithms 

Applying Farhat’s and Greedy algorithms to this prob-

lem, we got two partitions. AKT3 appeared as a central 
node and had 3 other members by the algorithm of 
Nayak and De but both Farhat’s and Greedy algorithms 
had divisions in members of AKT3. These members 
were present in 2 different partitions. The node KDR had 
different members obtained by Farhat’s and Greedy al-
gorithms. Even the members of MAPK signaling path-
way were present in different modules created by the 
algorithm of Nayak and De but through implementation 
of Greedy and Farhat’s algorithms all the members were 
in the same partition. The modularized diagram through 
Farhat’s algorithm and Greedy algorithm are shown in 
Figures 4 and 5 respectively. 

3.6. Comparison of the algorithm of Nayak and 
De with the combined Farhat’s, Greedy and 
Kernighan-Lin’s algorithms 

Kernighan-Lin’s algorithm had been implemented in two 
ways. It was implemented by taking output of Farhat’s 
and Greedy algorithms as its input. These outputs are 
shown in Figures 6 and 7 respectively. It also gave two        
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Figure 5. Modules created by Greedy algorithm of H. sapiens VEGF signaling pathway. 
 
partitions that were different from the algorithm of 
Nayak and De. Module AKT3 had four members ob-
tained by the algorithm of Nayak and De, while this par-
ticular module had two different partitions through Far-
hat’s and Greedy algorithms. AKT3 and NOS3 were 
present in one partition, and CASP9 and BAD were 
found in different partitions as shown in Figures 6 and 7 
respectively. 

3.7. Comparative Study of the Modules of VEGF 
Signaling Pathways for Different Species for 
c = 1 

For c = 1, we had applied the algorithm to seven different 
species present in KEGG database. In the case of H. sa-
piens, 12 modules were created which were the same for 

M. musculus (mouse) where all the modules were same 
in number and characteristics. Figure 2 shows a modu-
larized pathway for c = 1 of H. sapiens. As we further 
compared these two species with R. norvegicus (rat), we 
found difference in only one module and it was Plc –1. 
This module appeared as a single node in R. norvegicus 
(rat) whereas in H. sapiens (human being) and M. mus-
culus (mouse), it had one member SH2D2A. So this kind 
of comparison gives an idea that the VEGF pathway of 
these three species is developed almost in a similar 
manner. 
For B. taurus (cow), we had 10 modules. The module 
MAPK was fully developed and had other members. 
MAPKAP and MAP14 were present as two different 
modules in H. sapiens, which were combined in B. tau-        
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Figure 6. Modules created by combined Kernighan-Lin's and Farhat's algorithms for H. sapiens VEGF signaling pathway. 

 
rus(cow). The module LOC534LOC511224 and had a 
member COX which was absent in H. sapiens. Here the 
module AKT3, named as AKT1, had a member MGC 
127164 that made it different from others because in 
other species, it had all the three members. Even, 
PRKCA was present as a single node. For P. troglodytes 
(Chimpanzee), we had 8 modules. As in the previous 
species’ modules, MAPK, PI3K were fully developed 
and even node RAF1 was a central node and had two 
members. It was not present as a single node as we had 
seen earlier. In C. familiaris (dog), we found 7 modules. 
The modules KDR, MAPK and AKT3 were fully devel-
oped but PLC-γ, PRKCA and PIP3K were absent. In H. 
sapiens, the node Src was included in module PIK3R5 

but it was in module KDR in C. familiaris (dog). But for 
S. scrofa (pig), it was the least developed and had only 
one module for NFAT [13]. Table 7 provides the details 
of the modules obtained, for c = 1, from VEGF path-
ways of these species. So, from this comparison, we can 
say that, KDR and MAPK are said to be consistent in 
most of the studied species. 

4. CONCLUSIONS 

In this paper, different partitioning algorithms were ap-
plied to human VEGF signaling pathway in order to di-
vide it into smaller meaningful modules for analysis 
purpose. The applied partitioning algorithms are: modu- 
larization algorithm of Nayak and De, Newman’s com-       
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Figure 7. Modules created by combined Kernighan-Lin's and Greedy algorithms for H. sapiens VEGF signaling pathway. 

 
Table 7. Created modules and nodes for VEGF signaling pathway of seven species for c = 1. (M- Modules names; (N) - Number of 
Nodes present in a module). 

Human and  Mouse Rat Cow Chimpanzee Dog Pig 

M(N) M(N) M(N) M(N) M(N) M(N) 

KDR(5) Kdr(5) PLCG1(1) LOC461315(3) LOC460400(2) NFATC1(3) 

PLCG, PLC1(0) Plcg1(1) PIK3CA(2) LOC455085(3) KDR(3) - 

AKT3(4) Akt1(4) flk-1(3) 
RAF1, 
LOC460182(3) 

LOC484648(3) - 

PRKCA(0) Prkca(1) LOC521196(2) LOC453202(3) AKT3(3) - 

CHP(0) Ppp3cc(1) LOC454037(3) 
PPP3R1(0) 
LOC477575(3) 

MAPK3, - - 

PIK3R5(3) Pik3ca(3) MAPK1(3) MAPK14(2) MAPK14(3) - 

RAF1(0) Raf1(1) LOC534492(3) LOC452821(3) LOC479678(2) - 

MAPK1(3) Mapk1(3) PRKCA(1) LOC460400(2) - - 

MAPK14(2) Mapk13(2) AKT1(2) - - - 

HRAS,HRAS1(2) Kras(2) LOC511224(2) - - - 

MAPKAPK3(2) Mapkapk2(2) - - - - 

NFAT5(2) Nfatc4(2) - - - -          
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munity finding algorithm, Graph partitioning algorithm 
of Kernighan-Lin’s, Farhat’s and Greedy algorithms. 
First of all, algorithm of Nayak and De was applied to 
human VEGF signaling pathway for different c-values. 
The best set of modules were found for c = 1. The com- 
parison of human VEGF signaling pathway modules for 
c = 1 was done with those obtained by some other parti-
tioning algorithms. We got four modules by applying 
Newman’s algorithm, while it was 12 for the algorithm 
of Nayak and De for c = 1. We got only two partitions by 
applying Farhat’s, Greedy and Kernighan-Lin’s algo-
rithms. The number of partitions and their members 
were kept the same while applying Farhat’s and Greedy 
algorithms. So again, our objective was not fulfilled of 
getting smaller biological meaningful modules. All the 
modules got through applying algorithm of Nayak and 
De are self-sufficient and have minimal dependency on 
the rest part of the network. This property works behind 
the idea of modularization of a biological signaling 
pathway. Through the result analysis, we can say that the 
algorithm of Nayak and De is superior over considered 
existing partitioning algorithms here, and better in re-
ducing the complexity of the signaling pathway. 

Moreover, the species specific modules were obtained 
for the same optimal c-value through the algorithm of 
Nayak and De. Their comparison proved that the trend 
of development, in ascending order, was “S. scrofa (pig), 
C. familiaris (dog), P. troglodytes (chimpanzee), B. tau-
rus (cow), M. musculus (mouse), R. norvegicus (rat) and 
H. sapiens (human being).” This trend shows that sig-
naling pathways become more complex in higher organ-
isms. We found that the modules KDR and PLC-γ were 
consistent in H. sapiens for all c-values and were func-
tional in all studied species. So, we can say, as per com-
parative analysis that modules KDR and PLC-γ are con-
served in all the studied species. Even the module AKT3 
was found in all the studied species except in S. scrofa 
(pig) and B. Taurus (cow). 

This analysis makes one to study a conserved or con-
sistent module rather than considering the complex sig-
naling pathway as a whole. It is easier to determine un-
derlying mechanism of normal development as well as in 
certain disorders or diseased conditions. In a certain dis-
ease, only one molecule or a small group of molecules 
gets deregulated, so modularized study makes one to 
concentrate over a few modules containing responsible 
molecules only. This type of implementation also saves 
time and cost for experimental analysis. 
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ABSTRACT 

The capacity of zoonotic influenza to cross species 
boundaries to infect humans poses a global health 
threat. A previous study identified sites in 10 influ-
enza proteins that characterize the host shifts from 
avian to human influenza. Here, we used seven 
feature selection algorithms based on machine 
learning techniques to generate a novel and exten-
sive selection of diverse sites from the nine internal 
proteins of influenza based on statistically impor-
tance to differentiating avian from human viruses. 
A set of 131 sites was generated by processing each 
protein independently, and a selection of 113 sites 
was found by analyzing a concatenation of se-
quences from all nine proteins. These new sites 
were analyzed according to their annual mutational 
trends. The correlation of each site with all other 
sites (one-to-many) and the connectivity within 
groups of specific sites (one-to-one) were identified. 
We compared the performance of these new sites 
evaluated by four classifiers against those recorded 
in previous research, and found our sites to be bet-
ter suited to host distinction in all but one protein, 
validating the significance of our site selection. Our 
findings indicated that, in our selection of sites, 
human influenza tended to mutate more than avian 
influenza. Despite this, the correlation and connec-
tivity between the avian sites was stronger than that 
of the human sites, and the percentage of sites with 
high connectivity was also greater in avian influenza. 

Keywords: Connectivity, Correlation, Feature Selection, 
Host Specificity, Influenza, Machine Learning, Mutation 
 
1. INTRODUCTION 

The genetic shift and recombination of influenza have 
resulted in a virus that is an annually recurring health 
problem [1,2]. In addition to infecting humans, the 

viruses are also able to infect a number of other hosts, 
including swine and birds. While these species-specific 
strains typically remain within their species of origin, 
there is a potential for them to cross over to human hosts, 
with the outbreak of H1N1 (swine) Flu in 2009 being the 
most recent example [1,3,4]. Because these strains of 
host-shifted viruses have the potential for increased vi-
rulence and mortality rate in humans, study of these 
crossover pandemic shifts is critical. In particular, iden-
tification of key amino acid sites that have significant 
impact on the biological functions of the viruses, especially 
those sites that potentially affect host shifts, is crucial in 
influenza research. 

The genome of influenza can be divided into eight 
gene segments which encode 11 proteins. Of these, nine 
are internal proteins (M1, M2, NP, NS1, NS2, PA, PB1, 
PB1-F2, PB2) while two are surface glycoproteins (HA, 
NA) [1,2,5]. Information from the HA gene was utilized 
in a predictive analysis of evolutionary trends [6], in 
which a five step process was used to create a mutual 
information matrix that could be used to characterize 
evolutionary paths and to make predictions on future 
genetic shifts based on previous data. Given quality in-
put, the process was able to predict historical trends with 
70% accuracy [6]. Co-mutation of amino acids has also 
been used in order to track antigenic shifts in the viruses 
[2,7]. Metrics have been created to reduce the back-
ground information in the protein sequences, furthering 
the ability to identify co-evolving amino acid sites [8]. 

A study [1] conducted in 2009 by Asif U. Tamuri et al. 
analyzed sequences from 10 influenza proteins using a 
phylogenic analysis on each individual protein, which 
resulted in a large number of specific sites in each pro-
tein being found to have different selection constraints in 
human and avian viruses. There were 172 amino acid 
sites found with strong support and 346 sites with mod-
erate support. In [1], each site was treated as a com-
pletely independent attribute, but the authors suggested 
that a pair-wise analysis might yield further interesting 
results. 
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In addition to the phylogenic analysis conducted in [1], 
a paper [3] published in 2009 by Jonathan Allen et. al. 
reported the use of linear support vector machines 
(SVMs), a machine learning technique, to evaluate hu-
man and avian influenza protein sites as markers for 
high mortality rate and host specificity. Combined, these 
two characteristics were indicators of potential pandemic 
outbreak of avian influenza in human hosts. A set of 34 
amino acid markers associated with both of these traits 
was found. Further, the study demonstrated that current 
recombinations of avian and H1N1 strains of human and 
swine influenza could attain these pandemic markers 
with a double reassortment and two amino acid muta-
tions. 

A project [2] conducted by Xiangjun Du, et. al. fo-
cused on the relationships between nucleotide positions 
in the eight gene segments comprising the entire influenza 
genome. A value Ci,j was used  to calculate the 
co-occurrence of a pair of nucleotides occurring at sites i 
and j. Another value, the K-Value, made use of Ci,j to 
evaluate the connectivity within a gene sequence (Ci,j  

and a modified version of the K-Value are defined in 
Subsection 2.3). The averaged K-Values of different in-
fluenza gene sequences were evaluated according to year, 
which showed the trends of nucleotide substitution 
co-occurrence against the passing of flu-seasons. The 
analysis in [2] showed that the methodology of generating 
co-occurrence networks was an effective tool for tracking 
influenza’s evolutionary patterns. Interestingly, the study 
implied that there was a correlation between nucleotide 
co-occurrence and virus antigenicity, where 86% of the 
pairs shared both connectivity clusters and antigenicity 
clusters. 

The design of our study was inspired by the work of 
[1,2,3]. It was our intention in this project to use seven 
feature selection algorithms based on machine learning 
techniques to discover a diverse set of widely distributed 
sites in each of the nine internal proteins of avian and 
human influenza, as well as a set selected competitively 
from a concatenation of all nine sequences. The muta-
tional trends of these sites were analyzed, as was the site 
correlation using the connectivity and co-occurrence 
metrics described in [2]. Finally, connectivity networks 
of related sites within each individual protein and be-
tween all nine internal proteins were generated. 

2. MATERIALS AND METHODS 

2.1. Protein Sequence Data 

Three sets of avian and human influenza protein se-
quences were used in the current study, all selected from 
the National Influenza Virus Database, managed by The 
National Center for Biotechnology Information. 

In order to establish a baseline of comparison with 

previous studies, the first sequence set, hereafter referred 
to as sequence set A, was the same as that used in [1]. 
Sequence set A included aligned full-length sequences 
from 10 influenza proteins (HA, NA, M1, M2, NP, NS1, 
NS2, PA, PB1, PB2). Near-duplicate sequences (those 
95% similar to already-included sequences), were not 
included. This resulted in each protein having around 
400 to 500 sequences. 

A second set, hereafter referred to as sequence set B, 
was formed to evaluate comparatively the connectivity 
across all nine internal proteins. Sequences from each 
protein (M1, M2, NP, NS1, NS2, PA, PB1, PB1-F2 and 
PB2) were aligned using the MAFFT multi-sequence 
alignment tool (available at http://mafft.cbrc.jp/align- 
ment/server/index.html), and divided according to host 
species. Protein sequences with common identifiers were 
concatenated in the order given above to create a set of 
protein sequences spanning all nine internal proteins. 
Positions that contained gaps in the majority of se-
quences were eliminated, leaving a set of 2286 concate-
nated sequences of length 3520.  

Lastly, a third sequence set, hereafter referred to as 
sequence set C, was included to allow for time- depend-
ant analysis. Because sequence set B was constructed 
based on common sequence identifiers among all nine 
proteins, there were not enough sequences from each 
year to conduct a statistically reliable analysis. Sequence 
set C included roughly 3000 to 5000 full length se-
quences from each internal protein. 

2.2. WEKA Feature Selection 

In order to identify the sites significant to species dis-
tinction, a feature selection was performed. To reduce 
the bias from a particular feature selection algorithm, 
seven algorithms from the data mining utility WEKA [9] 
were employed in our analysis. The algorithms used 
were: Chi-Squared, Information Gain, Information Gain 
Ratio, 1R, Relief, Symmetrical Uncertainty and Filtered 
Attribute Evaluation. In the current study, the features to 
be selected were the amino acid sites in the protein se-
quences. 

Chi-Squared feature selection uses the Chi-Squared 
test to select the best discriminating features between 
positive and negative examples [10]. Both Information 
Gain and Information Gain Ratio construct decision 
trees to determine their selections. Information Gain 
decision trees use the Kullback-Leibler divergence (of-
ten called information gain) to build the tree, while In-
formation Gain Ratio decision trees use a slight modifi-
cation of the Kullback-Leibler divergence that keeps the 
selection from focusing on features with large pools of 
potential values [11]. 

The 1R algorithm is different than most other feature 
selection algorithms because it ranks the features ac-



D. King et al. / J. Biomedical Science and Engineering 3 (2010) 943-955 

Copyright © 2010 SciRes.                                                                  JBiSE 

945

cording to the error rate rather than using entropy-based 
measures. The algorithm chooses the most informative 
feature and interprets the rest of the data based on this 
one features [12]. Relief ranks features by their ability to 
discriminate between neighboring patterns [13]. Sym-
metric Uncertainty evaluates the weighted mutual in-
formation of two features. Filtered Attribute Evaluation 
simply allows for an arbitrary filter to be used to evalu-
ate features; in this instance, the Ranker filter, provided 
by WEKA, was used. 

2.3 Co-Occurrence and K-Value 

The evaluation of co-occurrence and connectivity be-
tween amino acid sites was performed through two 
measurements. The original versions of these metrics 
were used in [2], however one of them has been modi-
fied slightly to better serve the purposes of this analysis. 
Ci,j, which  measures the co-occurrence between two 
amino acids x and y at a pair of sites i and j respectively, 
can be defined as 
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where f(xi) is the frequency of amino acid x occurring at 
position i, f(yj) is the frequency of amino acid y occur-
ring at position j, and f(xi,yj) is the frequency of both 
occurring in the same sequence. The range of the value 
produced is, where 1 means perfect co-occurrence of xi 
and yj. While [2] used these values to construct connec-
tivity matrices, wherein only pairs of sites with perfect 
co-occurrence would receive an edge between them, all 
pairs are utilized in this study, and the Ci,j value is used 
as a weight, such that those pairs with greater 
co-occurrence contribute more to the total connectivity. 

The K-Value, Ki, which measures the average 
co-occurrence value of all amino acid pairs involving 
site i can be given as:  
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where l is the sequence length, m is the number of se-
quences, and n(xi,yj) is the number of occurrences of 
both amino acids x and y at the sites i and j occurring 
together. In [2], the K-Value was used to represent the 
average connectivity of all sites within a single sequence, 
however in this study; the formula was modified to rep-
resent the connectivity of a single site to all other sites in 
all sequences in a given sequence set. 

3. RESULTS AND DISCUSSION 

3.1 Important Sites for Distinguishing Avian 
from Human Viruses 

The original selection of sites important to distinguishing 

host species was the critical foundation for the subse-
quent work in this study. Using amino acid sites as fea-
tures for the seven WEKA feature selection algorithms 
(Subsection 2.2), two selections of sites were generated: 
one based on sequence set A and one based on sequence 
set B. 

For the selection based on sequence set A, the inter-
section of the top 25 sites generated by each algorithm 
was taken for each protein. The number of sites selected 
by the different algorithms varied; on average, 15 sites 
were selected from each protein, for a total of 131 sites 
over all the proteins. This selection will subsequently be 
referred to as the individually selected sites (Table 1). 

In order from most to least, the number of sites se-
lected from each protein was as follows: NP(22), 
PB2(19), M2(18), PA(17), NS1(12), PB1(12), PB1- 
F2(11), M1(10), NS2(10). The frequency of amino acid 
substitution at these sites (Table 1) showed the avian 
strains generally had less amino acid variation than the 
human strains: the avian and human proteins maintained 
site conservation averages of 94.2 and 80.9 respectively. 
The avian protein with the most conserved sites was NP 
with a site conservation average of 99.8, compared to 
human NP, with a conservation average of 87.2. PB1-F2 
sites showed the lowest site conservation average for 
avian (76.8). The proteins that contained the highest and 
lowest site conservation averages for human influenza 
were M2 with a site conservation average of 89.1, and 
PB1 with a site conservation average of 60.2 respectively. 

The same process was followed for the selection of 
sites for sequence set B, which contained full-length 
concatenated sequences. The intersection of the top 150 
sites selected by the seven algorithms yielded 113 sig-
nificant sites in sequence set B. Of these 113, 89 were 
also part of the individually selected sites (marked in 
Table 1). Those that were distinct from the individually 
selected sites included: NP:136, NP:535, NP:450, 
NS1:59, NS1:70, NS1:84, NS1:166, NS1:171, PA:142, 
PA:184, PA:272, PA:277, PA:231, PA:383, PA:385, 
PA:387, PA:400, PA:668, PB1-F2:73, PB1-F2:76, 
PB1-F2:79, PB1-F2:87, PB2:67 and PB2:292. This se-
lection will be hereafter referred to as the concatenated 
selected sites. 

Because the concatenated selected sites were based on 
full-length concatenated sequences, all sites were treated 
equally, regardless of which protein they were located in. 
When selected competitively, we found some proteins to 
be more essential to determining host species than others. 
The number of sites selected from each individual pro-
tein was: PA(25), NP(21), PB2(20), M2(14), NS1(13), 
PB1-F2(8), M1(5), PB1(4) and NS2(3). In addition to 
the raw number of sites each protein contributed, the 
total percentage of the sites in each protein selected was 
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also considered. The percentages selected from each 
protein, in order from greatest to least, were: M2(14.4%), 

PB1-F2(8.9%), NS1(5.7%), NP(5.0%), PA(2.9%), PB2 
(2.6%), NS2(2.5%), M1(2.0%) and PB1(0.5%), suggesting 

 

Table 1. Important Sites for distinguishing avian from human viruses. 

Site Avian Freq. Human Freq. Site Avian Freq. Human Freq. Site Avian Freq. Human Freq. 

M1  99(Avg)  81.9(Avg) 375*^ D 100 E(G,V,D) 66(22,10,2) 552*^ M 100 S(T) 99(1) 

115*^ V(M) 98(2) I(V) 99(1) 421 E 100 D(E) 66(34) PB1  99.7  60.2 

121* T 100 A 100 422* R 100 K(R) 87(13) 212* L 100 L(V) 51(49) 

137*^ T 100 A(T) 99(1) 423* A 100 S(T,P,A) 45(34,18,3) 327* R 100 R(K) 51(49) 

147 V 100 V(I) 90(10) 442* T 100 A(T) 87(13) 336* V 100 I(V) 62(38) 

167 T(A) 98(2) T(A) 57(43) 455* D 100 E(D) 87(13) 361 S 100 S(R) 59(41) 

205 V 100 V(I) 71(29) NS1  90.1  84.9 473 V 100 V(L) 66(34) 

218* T 100 A(T,V) 82(17,1) 21* R(L) 85(15) Q(R) 85(15) 486 R 100 R(K) 70(30) 

227* A 100 A(T) 73(27) 22* F(L) 85(15) V(I,F) 95(3,2) 576 L(I) 98(2) L(I) 62(38) 

231^ D(N) 96(4) D(N) 84(16) 23 A(S) 85(15) V(A) 58(42) 581* E 100 E(D) 63(37) 

239 A(T) 98(2) A(T) 64(36) 53 D 100 D(N) 54(46) 584^ R(H) 98(2) R(Q,H) 65(34,1) 

M2  95.1  89.1 60* A(E) 75(25) V(A) 91(9) 645 V 100 V(M,I) 68(28,4) 

11* T(I) 98(2) I(T) 97(3) 81*^ I(-,T) 94(4,2) M(-) 99(1) 654 S 100 S(N,I) 66(32,2) 

14* G(E) 96(4) E 100 98 M(I) 85(15) L(M) 57(43) 768 A 100 S(T,A) 39(31,30) 

16* E(G) 96(4) G(E) 96(4) 114* S(G) 79(21) P 100 PB1-F2  76.8  67 

18* K(R,S) 64(34,2) R 100 125 K(R) 99(1) K 100 3 Q(R,-) 53(44,3) Q(-) 98(2) 

20* S(N) 98(2) N 100 196* E(-) 98(2) K(E) 84(16) 6 D(G,-) 85(13,2) G(D,-) 79(19,2) 

28* I(V,F,T) 78(18,2,2) V(I) 90(10) 215*^ P(-) 98(2) T 100 23 N(S,-,D) 59(38,2,1) S(D,-,N) 67(29,2,2)

36 L 100 L(V) 96(4) 227*^ E(-) 98(2) R(-,E) 96(3,1) 27* T(I,-) 94(4,2) I(T,-) 78(20,2) 

43 L 100 L(I) 96(4) NS2  89  82 29* R(K,-) 66(31,3) K(R,-) 95(3,2) 

48 F 100 F(S) 96(4) 14 M(Q,T,V) 77(19,2,2) L(M,V) 60(37,3) 59* K(R) 97(3) R(-,K) 62(29,9) 

50 C 100 C(S) 96(4) 26 E(V,A) 87(11,2) E(G) 94(6) 60* Q(R,-,P) 95(2,2,1) L(-,P,Q) 55(29,8,8)

54* R(C) 98(2) L(F,R,I) 53(36,7,4) 37 S(R) 87(13) S 100 62 L(P,-) 95(4,1) P(-,L) 52(30,18) 

55* L(F,I) 93(5,2) F(L) 96(4) 55 L(F) 98(2) L(I,F) 96(2,2) 66 S(N,-,I) 57(41,1,1) N(-,S) 69(30,1) 

57* Y 100 H(Y,R) 90(9,1) 57 S 100 S(L) 59(41) 70 G(E,V) 53(44,3) G(-,V,E) 39(30,27,4)

78* Q 100 K(E,T) 89(10,1) 60 S(N,I) 79(13,8) N(S,H,T,I) 92(3,3,1,1) 82 L(S,-) 91(7,2) S(-,P,L) 43(31,14,12)

82* S(N) 95(5) N(S) 51(49) 70* S 100 G(S) 97(3) PB2  98.9  88 

86* V 100 A(V) 97(3) 86 R(I) 87(13) R(K) 80(20) 9* D 100 N(D,T) 96(3,1) 

89* G(S) 96(4) S(G,D) 79(18,3) 89* I(K,V,M) 75(19,4,2) T(I,V) 56(43,1) 44*^ A 100 S(A) 90(10) 

93*^ N 100 S(N) 81(19) 107* L 100 F(L) 86(14) 64* M(I) 96(4) T(M,I) 96(2,2) 

NP  99.8  87.2 PA  99.1  88.4 81* T 100 M(V,T,I) 91(4,3,2) 

16* G 100 D 100 28* P(T) 95(5) L(P) 96(4) 105*^ T 100 V(M,T,I) 60(36,3,1)

31* R 100 K(R) 94(6) 55* D 100 N(D) 96(4) 114 V 100 V(I) 57(43) 

33* V 100 I(V) 96(4) 57* R 100 Q(R) 97(3) 199*^ A 100 S(A) 99(1) 

61* I 100 L 100 65* S(F) 95(5) L(P,S,F) 87(9,3,1) 271* T(A) 96(4) A(T) 94(6) 

100* R 100 V 100 66* G 100 D(G,E) 76(17,7) 368* R(Q) 98(2) K(R) 86(14) 

109* I(T) 95(5) V(I) 84(16) 100* V(I) 95(5) A 100 453* P(S,T) 96(2,2) H(P,S) 71(27,1) 

127 E 100 D(E) 81(19) 225* S 100 C(S) 90(10) 475*^ L 100 M(L) 99(1) 

146 A 100 T(A) 79(21) 241 C 100 Y(C) 51(49) 567* D(V) 98(2) N(D) 99(1) 

214* R 100 K(R) 97(3) 268* L 100 I(L) 86(14) 588* A(T) 98(2) I(A,V) 94(3,3) 

283*^ L 100 P(S) 99(1) 312 C 100 R(K) 83(17) 613*^ V 100 T(A,V,I) 90(6,3,1) 

293* R 100 K(R) 84(16) 337* L 100 S(A) 97(3) 627*^ E(K) 98(2) K 100 

305*^ R 100 K(R) 91(9) 356*^ K 100 R(K) 87(13) 661*^ A 100 T(A,V) 90(9,1) 

313* F 100 Y(F) 99(1) 382* V 100 D(E) 94(6) 674* A 100 T(A,P) 96(3,1) 

351 R 100 K(R) 93(7) 404* R 100 S(A) 90(10) 684*^ A 100 S(A,D) 67(31,2) 

357*^ Q 100 K(R,Q) 94(5,2) 409* W 100 N(S) 97(3) 702*^ K 100 R(K) 97(3) 

372* E 100 D(E) 90(10) 421* T 100 I(V,S,T) 76(11,9,4) Average        94.2(Avian)    80.9(Human)    

The table contains the individually selected sites, with those sites that are also in the concatenated selected sites marked with a "*". The avian and human col-
umns show the consensus amino acids and their frequencies. Sites marked with a "-" signify a gap in the protein sequence alignment and "^" shows that the 
selected sites also occur in [1].         
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certain proteins contained more sites informative to host 
origin. Notably, the proteins containing the highest per-
centage of sites critical to host differentiation were those 
with the shortest sequence length (M2 and PB1-F2), and 
the protein with the longest sequence length had the 
lowest percentage of sites (PB1). 

3.2 Performance of Classification of the  
Individually Selected Sites 

To validate the statistical significance of our individually 
selected sites, we compared them with the sites reported 
in [1]. Four classifiers provided by WEKA were used to 
assess the ability of these two sets of sites to differentiate 
avian from human viruses: Support Vector Machine, 
Naive Bayes, Random Forest and Rotation Forest. Pro-
tein sequences from sequence set A were used in this 
comparison, as both our individually selected sites and 
the sites reported in [1] were generated using this se-
quence set. 

Support Vector Machines are machine learning tech-
niques which, in binary classification, calculate the op-
timal separating hyperplane between two data sets 
[14,15]. The Naive Bayes classifier uses probability to 
associate each independent feature with a particular class. 
The classifier then takes the product of the individual 
probabilities and classifies the instance [16]. The Ran-
dom Forest constructs a number of decision trees, using 
a random subset of the training dataset for each. The 
resulting forest of decision trees represents the final en-
semble classifier where each decision tree votes for the 
final classification, and the majority decision wins [17]. 
The Rotation Forest classifier randomly splits the entire 
data set into N training subsets, and applies the Principle 
Component Analysis (PCA) to each. A N axis rotation is 
used to select the new features for a base classifier [18]. 

The performance of the classifiers was calculated by  

the sensitivity, specificity, overall accuracy (Q2) and the 
Matthews correlation coefficient (MCC) expressions, 
defined as: 

TP
Sensitivity

TP FN



,  

TN
Specificity

TN FP



, 

2
TP TN

Q
TP FP TN FN




  
, 

       
* *

* * *

TP TN FP FN
MCC

TN FN TN FP TP FN TP FP




   
 

where TP is the number of true positives, TN is the 
number of true negatives, FP is the number of false posi-
tives, and FN is the number of false negatives. The re-
sults of these calculations for all four classifiers were 
averaged (Table 2), attesting that our individually se-
lected sites were, with the exception of those from the 
NP protein, better able to determine the host species than 
those reported in [1]. Because [1] did not provide a se-
lection of sites for NS2 and PB1-F2, these two proteins 
could not be compared. 

3.3 Annual Mutational Trends of Individually 
Selected Sites 

In order to determine the mutational trends of the indi-
vidually selected sites, the amino acids at these sites in 
sequence set B were concatenated based on protein to 
form nine sets of subsequences with equal size. Se-
quence set A was not used because there were not 
enough sequences per year. These subsequences were 
grouped and a consensus sequence was taken with re-
spect to each year. The annual consensus sequences were 
then used to generate a consensus of all the years for 
each protein. The percentage of sites in each annual 
consensus that differed from the all-year consensus was 
recorded. 

 
Table 2. Performance metrics of WEKA classifiers on individually selected sites vs. sites in [1]. 

Performance Metrics for Sites Published in [1]. 

 M1(4) M2(2) NP(13) NS1(4) NS2(0) PA(2) PB1(3) PB1-F2(0) PB2(13) 

Sensitivity 0.9890 0.9269 0.9992 0.9897 0.9930 0.9059 0.9954 

Specificity 0.9827 0.9751 1.0000 0.9830 0.9951 0.8640 1.0000 

Q2 0.9873 0.9433 0.9994 0.9886 0.9933 0.8961 0.9963 

MCC 0.9668 0.8807 0.9986 0.9580 

No  
Data 

 
0.9723 0.7311 

No  
Data 

 
0.9883 

Performance Metrics for Our Individually Selected Sites 

 M1(10) M2(18) NP(15) NS1(9) NS2(10) PA(17) PB1(12) PB1-F2(11) PB2(19) 

Sensitivity 0.9958 0.9928 0.9976 0.9960 0.9870 0.9978 0.9643 0.9154 0.9969 

Specificity 0.9926 0.9985 1.0000 0.9877 0.9729 1.0000 0.9924 0.9870 1.0000 

Q2 0.9949 0.9949 0.9983 0.9946 0.9835 0.9981 0.9713 0.9610 0.9975 

MCC 0.9868 0.9893 0.9957 0.9804 0.9546 0.9927 0.9280 0.9154 0.9922 

These tables display the accuracy of the WEKA classification in comparison to the sites recorded in [1] by performing the calculations for sensitivity, specificity, 
overall accuracy (Q2) and the Matthews correlation coefficient (MCC). 
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As can be seen in the plots of Figure 1, avian influ-

enza tended to have very low deviation values, often 
differing from year to year by only a single site’s worth 
of variance. Additionally, within the avian proteins, 
many years displayed no deviation whatsoever. This lead 
to curves that tended to be constant with occasional 
spikes of deviation. On average, 58.9% of the annual 
avian consensus sequences matched the all-year con-
sensus perfectly. The avian proteins which produced the 
lowest deviation values on average were PB1 with 0.5%, 
followed by PB2, PA, and M1 with 1.0%, 0.9%, and 
0.9% respectively. The proteins with the highest devia-
tion values were NS1, NS2, and PB1-F2: they averaged 
13.6%, 7.9%, and 9.4% respectively. 

Human influenza produced curves that were more va-
ried, with distinctly higher deviation values. On average 
there was 13.7 times more deviation in human influenza 
than there was in avian. The proteins with the lowest 
deviation were M2 with 7.3% and NS2 with 8.7%, and 
the proteins that displayed the highest were PB1-F2, 
NS1 and PB1, with 29.1%, 25.5% and 25.4% respec-
tively. Human influenza also had far fewer annual con-
sensus sequences that matched the all-year consensus 
perfectly: only 7.5%. 

A comparative analysis of avian and human trends 
was also performed. While both PB1-F2 and NS2 were 
highly varied in both, other proteins showed distinct 
patterns. PB1 was one of the most varied proteins in 
human influenza, but one of the least in avian, with the 
human having 44.1 times the deviation of the avian, 
compared to only 1.2 times for NS2. Human influenza 
was clearly more varied: in no protein was the average 
deviation for avian greater than it was for human. There 
were, however, specific annual consensuses wherein the 
deviancy of the avian was greater than that of the human. 
For instance in 1971 the avian deviation of NS1 was 
89.3%, the highest deviation for any one protein at any 
one year, while the human deviation was 3.6%. This 
occurred rarely, and the dramatic disparity in NS1 in 
1971 was the extreme case. 

3.4 Correlation of Sites in Proteins According to 
Year 

In Subsection 3.3, the annual mutational trends of the 
individually selected sites were analyzed. The current 
section analyzes the correlation patterns of amino acid 
pairs according to year. Because the correlation metrics 
used require a greater number of sequences than our 
mutational trends, sequence set B was not used for this 
analysis, despite the benefit of having the same number 
of sequences in each protein. The protein sequences in 
sequence set C were separated according to year. If the 
two sites i and j are conserved, Ci,j is an value of 1.0. 
Thus, all sites that were conserved in a given year were 
removed from the sequences from that year, leaving only 

those sites that were variable. The K-Value Ki was cal-
culated for each variable site i for each year, using all 
other variable sites in the K-Value formula. The aver-
aged K-Values of these sites in each protein were used 
as the K-Value of that protein for that year. We stan-
dardized the K-Values according to the mean and stan-
dard deviation. 

The contrast between avian and human influenza can 
be seen in Figure 2, Plot A. Human influenza had higher 
K-Values than avian influenza across all years except 
1986. Further, the patterns of correlation in each of the 
human influenza proteins were very similar to one an-
other (Figure 2, Plot B), while those of avian influenza 
were much more diverse. In human influenza, when the 
K-Value of one protein was high, the others tended to be 
high, and vice versa. The proteins of avian influenza 
produced much more varied K-Value distributions. 
While there were few similarities between all nine pro-
teins, we found three groups of proteins that had 
K-Value distributions similar to one another, these being 
[PA, PB1, PB2], [M1, M2, NP] and [NS1, NS2, PB1-F2]. 
These can be seen in Figure 2, Plots C through E. The 
[PA, PB1, PB2] group was especially interesting, as 
these three proteins make up the polymerase complex of 
influenza, which is essential for the replication and tran-
scription of the influenza viruses. 

3.5. Correlation of Sites in Proteins for All Years 

To expand the year-dependant study of the patterns of 
correlation of sites within each protein in Subsection 3.4, 
the patterns were also analyzed for all years. Unlike in 
Subsection 3.4, where all variable sites were used, in this 
analysis only a certain percentage of variable sites in 
each protein were included. Because of the different 
mutation rates of avian and human influenza (Figure 1), 
a different cutoff was applied to each. For the avian se-
lection, the 33% most variable sites were selected from 
the individually selected sites, while the top 20% were 
used for the human. These selections were subsets of the 
individually selected sites and from hereafter will be 
referred to as the I-sites. Correlation was evaluated both 
for I-site pairs exclusively within individual proteins as 
intra-protein K-Values, and for I-site pairs between pro-
teins as inter-protein K-Values. Both calculations of 
K-Value were performed using the I-sites from sequence 
set B (Table 1). 

There were significant distinctions between both the 
intra- and inter-correlation of avian and human I-sites. 
While correlation in human influenza was fairly uniform 
in all proteins, with K-Values predominantly remaining 
between 0.5 and 0.6, avian influenza tended to be more 
variable, with values commonly ranging as low as 0.4 
and as high as 0.8. Further, sites within avian proteins 
typically had similar correlation values; for instance, PA, 
PB1, and M1 ha consistently high K-Values for all sites,   
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Figure 1. Annual mutational trend of individually selected sites. 
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Plot A shows the average K-Values of all the proteins for both avian and human-host influenza. Plots B through E show the K-Values for the specific pro-
teins of both human and avian hosts. Plot B shows all human-host proteins, which had similar patterns of K-Value distribution. Avian proteins yielded 
K-Value curves less similar to one another, and have been split into three different plots (C through E) for clarity. 

Figure 2. Average standardized K-Value of proteins according to year. 
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while PB1-F2 had low values. On the other hand, while 
there were individual sites that deviated from the norm 
in human influenza, these tended to not be grouped by 
protein; for example, the PB1 protein in human housed 
both the site with the second highest K-Value (PB1:336 
with an average value of 0.688) and the site with the 
lowest K-Value (PB1:79 with an average value of 
0.386). 

Although both the intra- and inter-protein correlations 
are similar in all proteins for both avian and human in-
fluenza, the average distance between the inter- and in-
tra-protein K-Values varied: 0.060 for avian, and only 
0.024 for human. The K-Value gain from intra- to in-
ter-K-Values was calculated such that positive numbers 
would represent an increase, and negative numbers a 
decrease; then the average was taken for each protein 
(Figure 3). Human K-Value gain was typically positive, 
indicating that human influenza tended to have higher 
correlation between proteins than within proteins. In 
contrast, avian inter-protein K-Value gain was typically 
negative, indicating that correlation was stronger within 
specific proteins than between proteins. Despite this, 
avian influenza had higher K-Values, indicating higher 
correlation, than human influenza, in both inter- and 
intra-proteins. This was different from the results re-

ported in 3.4, where it was observed that annual correla-
tion, which was measured by the K-Value of the se-
quences in a particular year, was higher in human influ-
enza than in avian (Figure 2). This indicated that the 
contribution of correlation between sequences in differ-
ent years was significant. 

In both human and avian, an exception to this trend 
was the PB1-F2 protein, where the trend of hu-
man-positive and avian-negative K-Value gain was re-
versed: the averaged K-Value gain for PB1-F2 was 0.016, 
while the averaged human K-Value gain was –0.088, 
indicating that in PB1-F2 avian influenza had greater 
correlation outside the protein than within, and vice ver-
sa for human influenza. Averaged human K-Value gain 
was negative in NS1 and PB1 as well. These three pro-
teins were also found to have the highest annual variabil-
ity of any of the human proteins, as seen in Table 2. 

3.6. Site-Connectivity Networks 

In the previous several sections, the correlations between 
one site and other related sites (one-to-many) were de-
tected. In this section, specific associations between one 
site and another single site (one-to-one) from sequence 
set A, the set of individual-protein sequences, were ana- 

 

 

Plots A and B were generated by calculating K-Values for each of the I-sites. The inter-protein K-Values were calculated using pairings with all I-sites from all 
nine proteins, while the intra-protein K-Values include only pairings within a single protein - for instance, the site M1:167 would only be paired with amino 
acid sites that are also in M1. All site positions are given relative to the starting position in their containing protein. Plot C shows the K-Value gain per protein 
from plots A and B, such that positive values indicate that the inter-protein K-Values are higher than the intra-protein K-Values, and negative vice versa. Avian 
K-Value gain is consistently lower than human, with the exception of PB1-F2. 

Figure 3. Avian and human K-Values produced by inter- and intra-protein analysis. 
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Figure 4. Amino acid connectivity networks.             
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lyzed. Connectivity networks between correlated sites 
were generated by calculating the co-occurrence Ci,j be-
tween two different sets of amino acid sites. The first 
consisted of the I-sites described in Subsection 3.5. The 
second set acted as a baseline of comparison, containing 
all sites in each protein that displayed any variation 
whatsoever, hereafter referred to as B-sites. This allowed 
connections to be formed not only between two sites 
deemed to be important (between two I-Sites), but also 
between an important site and a variable site that had not 
been previously selected by WEKA (between an I-site 
and a B-site). 

Co-occurrence values were calculated for all amino 
acid pairs such that one site of the pair belonged to the 
first set, and the other site belonged to the second. The 
connection strength between the site-pairs was the sum-
mation of the co-occurrence values of all amino acid 
pairs occurring at those sites. To retain the most signifi-
cantly connected sites, only the sites associated with the 
four strongest connections to each of the I-sites were 
included. Further, any B-sites that had only a single 
connection within the network were removed. 

As seen in Figure 1, human influenza tended towards 
higher variance, leading to a greater number of sites be-
ing selected by our procedure despite the more rigorous 
cutoff limit, as described in Subsection 3.5. The network 
graphs in Figure 4 indicated that while human influenza 
had more variable positions than avian, the average 
number of sites in each graph was almost equal: 7.625 
sites per graph for human, and 7.429 for avian. The rea-
son for this was that the human connectivity networks 
tended to be more reflexive, having more connections 
between the I-sites. The avian, on the other hand, tended 
to be less reflexive, having more connections to B-sites, 
those not found by WEKA. In other words, human 
I-sites tended to co-mutate among themselves, while the 
avian I-sites tended to co-mutate with sites that, while 
still variable, were not statistically important to host dif-
ferentiation. 

3.7. Protein-Connectivity Networks 

A process similar to that of Subsection 3.6 was also ap-
plied to the concatenated sequences of sequence set B. 
The connectivity between the nine internal proteins was 
our goal in this section, rather than the one-to-one con-
nectivity between sites. Three sets of sites were used in 
this portion of the study: the I-sites from Subsection 3.5, 
the B-sites from Subsection 3.6, and a set of all variable 
sites in the concatenated selected sites, hereafter referred 
to as C-sites. Two sets of networks were generated: one 
connecting the I-sites and B-sites, and another connect-
ing the C-sites and B-sites. Because the B-sites included 
all variable sites, both the I- and C-sites were subsets of 
the B-sites. 

All B-sites were retained in sequence set B by remov-
ing those sites that were conserved. Then, networks were 
generated by calculating Ci,j for all pairs such that site i 
was part of the contributing set I or C, and site j was part 
of the set of B-sites. For each pair of amino acid sites, 
the summation of all Ci,j values was taken, and a cutoff 
(the average of these summations) was applied such that 
the resulting value was 1 if greater than or equal to the 
cutoff, and 0 otherwise. Then the average value of all 
site pairs within a pair of proteins was taken, giving each 
pair of proteins a connectivity value between 0 and 1. 

The plots in Figure 5 represent the protein-connectivity 
networks. The vertical axis indicates the B-sites, while 
the horizontal axis indicates the I- or C-sites. The col-
umns, then, display the connectivity of the I- or C-sites 
to the B-sites, while the rows show the connectivity of 
the B-sites to the I- or C-sites. Because the B-sites were 
different than the I- and C-sites, these graphs are not 
symmetric. Lists of the I- and C-sites are provided in 
Table 3. 

The connectivity of the different sets of selected sites 
in these networks varied. Avian PB1-F2-I sites, for in-
stance, had no connectivity whatsoever, while the avian 
PB1-F2-C sites showed high connectivity. The opposite  

 

 

Figure 5. Protein connectivity heat maps. 
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Table 3. I-sites and C-sites used in Figure 5. 

 Human (I) Human(C) Avian (I) Avian (C) 

M1 167, 205, 239 115^, 137, 227 219, 231 115^ 

M2 54^, 56, 82*, 89^ 11, 16, 28, 54^, 55^, 57, 78, 82*, 86, 89^, 93 55^, 82* 14, 16, 20, 54^, 55^, 82*, 89^ 

NP 
217, 334, 343, 
344, 353^, 373, 
423^, 459 

31, 33^, 109^, 214, 283, 293, 305, 313, 353^, 357, 372, 
375, 422, 423^, 442, 450, 455 

34, 109^ 33^, 109^ 

NS1 
53, 56, 59, 84*, 
166, 244 

21, 22, 59, 60, 70, 81, 84*, 171, 196, 227 
55, 60, 67, 
70, 84* 

21, 22, 59, 60, 70, 81, 84*, 166, 196, 215, 
227 

NS2 57, 89^ 89^, 107 48  

PA 
62, 184^, 241, 
256, 322, 383^ 

28^, 55^, 57, 65^, 66^, 142^, 184^, 268^, 272, 277^, 
321^, 337, 356^, 382^, 383^, 385^, 387, 400, 404^, 409, 
552^, 668^ 

28^, 65^ 
28^, 55^, 65^, 66^, 142^, 184^, 225, 268^, 
277^, 321^, 356^, 382^, 383^, 385^, 404^, 
421, 552^, 668^ 

PB1 
52^, 212^, 327^, 
336^, 361, 430, 
741 

212^, 327^, 336^, 581 52^, 75, 383  

PB1-F
2 

60*, 82 27^, 29, 59^, 60*, 73, 76^, 79, 87  27^, 59^, 60*, 76^ 

PB2 
67^, 105^, 114, 
120, 461, 526, 
676 

9, 44, 64^, 67^, 81, 105^, 199, 271^, 292^, 368^, 453^, 
475, 567^, 588^, 613, 661, 674, 684, 702 

64^, 271^, 
292^, 453^ 

64^, 271^, 292^, 368^, 453^, 567^, 588^, 
627 

This table shows the I- and C-sites for both human and avian influenza. Those sites marked with a "*" occur in all four instances, those marked with a "^" occur 
in two or three. 

 
was true for PB1, with PB1-C sites displaying no con-
nections, and high connectivity in the PB1-I. There were 
commonalities between avian I- and C- sites, also: NS1 
and NS2 sites yielded very low connectivity in both, 
while M1 and PA had very high connectivity. 

Similarly, in human influenza, both I- and C-sites of 
PB1-F2 displayed extremely low, and only mild connec-
tivity for PA and NS1. NS2-C sites, on the other hand, 
displayed much higher connectivity than NS2-I. Other-
wise, both I- and C-sites for human influenza were fairly 
normative, with typical connectivity values ranging be-
tween 0.3 and 0.5. 

There were also differences between the avian and the 
human networks. While both NS1 and NS2 sites had 
very low connectivity in avian, the connectivity of hu-
man NS1 and NS2 sites was moderate to high, with a 
very high connectivity value for NS2-I sites. In the same 
fashion, PB1-F2 sites were in general poorly connected, 
but the avian PB1-F2-C sites showed exceptionally high 
connectivity. 

In general, both avian I- and C-sites tended to have 
higher connectivity between proteins than human, which 
was consistent with the trend of avian influenza having 
more widespread connectivity within individual proteins 
noted in Subsection 3.6. Both of these findings were 
interesting in light of avian influenza’s relatively lower 
mutation rate, noted in Subsection 3.2. 

4. CONCLUSIONS 

There were five main components in our findings. First, 
a diverse and extensive set of sites in nine internal pro-
teins of avian and human influenza was identified 
through the use of seven feature selection algorithms. 

The validity of these sites was justified by the capability 
to differentiate between avian and human protein se-
quences using four machine learning classifiers. Second, 
the mutational trends of these sites were analyzed, which 
signified that in general human influenza displayed 
higher mutation rates than avian. Third, by calculating 
the K-Values of these sites, it was found that in contrast 
to the higher mutation rate, the patterns of correlation in 
each of the human influenza proteins were very similar 
to one another, while those of avian influenza were 
much more diverse. When considered for all years, 
K-Values illustrated that avian site-correlation was on 
average higher than human site-correlation. Further, 
while the correlation of most individual human sites was 
very similar with occasional outliers, the correlation of 
avian sites was much more varied. Fourth, networks of 
correlated sites from each protein were generated, not 
only showing that avian connectivity tended to be higher, 
but also that the sites selected in avian networks tended 
to be more evenly distributed over the entire protein. 
Finally, connectivity heat maps were generated from the 
sites selected from concatenated sequences of all nine 
internal proteins, exhibiting the global trends of connec-
tion across all the proteins. 

These findings suggest that in our site selection there 
is an inverse relationship between variability and con-
nectivity within the nine internal proteins of avian and 
human influenza. Avian influenza showed consistently 
higher correlation and connectivity, reflected by 
co-occurrence and K-Value, than human, despite the 
significantly lower rate of mutation. Within individual 
proteins, there is a higher percentage of variable sites 
with high connectivity in avian than in human. The con-
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tribution of connectivity between proteins to the overall 
connectivity of the nine proteins, however, is greater in 
human influenza than it is in avian. In conclusion, the 
sites we selected were significant in distinguishing avian 
and human viruses, and revealed the signatures of corre-
lation and connectivity of the nine internal proteins, 
which reflected the characteristics of avian and human 
influenza viruses. 
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ABSTRACT 

The novel non-leachable poly (quaternary ammo-
nium salt) (PQAS)-containing antibacterial glass- 
ionomer cement has been developed. Compressive 
strength (CS) and S. mutans viability were used as 
tools for strength and antibacterial activity evalua-
tions, respectively. All the specimens were condi-
tioned in distilled water at 37˚C prior to testing. 
Commercial glass-ionomer cement Fuji II LC was 
used as control. With PQAS addition, the studied 
cements showed a reduction in CS with 25-95% for 
Fuji II LC and 13-78% for the experimental cement 
and a reduction in S. mutans viability with 40-79% 
for Fuji II LC and 40-91% for the experimental 
cement. The experimental cement showed less CS 
reduction and higher antibacterial activity as com-
pared to Fuji II LC. The long-term aging study in-
dicates that the cements are permanently antibac-
terial with no PQAS leaching. It appears that the 
experimental cement is a clinically attractive dental 
restorative that can be potentially used for long- 
lasting restorations due to its high mechanical strength 
and permanent antibacterial function. 

Keywords: PQAS; Antibacterial; Glass-Ionomer Cement; 
CS; Aging 
 
1. INTRODUCTION 

In dental clinics, secondary caries is found to be the 
main reason to the restoration failure of either composite 
resins or glass-ionomer cements (GICs) [1-4]. Secondary 
caries that often occurs at the interface between the res-
toration and the cavity preparation is mainly caused by 
demineralization of tooth structure due to invasion of 
plaque bacteria (acid-producing bacteria) such as Strep-
tococcuS. mutans (S. mutans) in the presence of fer-

mentable carbohydrates [4]. Among all the dental re-
storatives, GICs are found to be the most cariostatic and 
somehow antibacterial due to release of fluoride, which 
is believed to help reduce demineralization, enhance 
remineralization and inhibit microbial growth [5,6]. 
However, annual clinical surveys found that secondary 
caries was still the main reason for GIC failure [1-4], 
indicating that the fluoride-release from GICs is not po-
tent enough to inhibit bacterial growth or combat bacte-
rial destruction. Although numerous efforts have been 
made on improving antibacterial activities of dental re-
storatives, most of them have been focused on release or 
slow-release of various incorporated low molecular 
weight (MW) antibacterial agents such as antibiotics, 
zinc ions, silver ions, iodine and chlorhexidine (CHX) 
[6-10]. However, release or slow-release can lead or has 
led to reduction of mechanical properties of the restora-
tives over time, short-term effectiveness, and possible 
toxicity to surrounding tissues if the dose or release is 
not properly controlled [6-10]. 

Macromolecules containing quaternary ammonium 
(QAS) or phosphonium salt (QPS) groups have been 
studied extensively as an important antimicrobial mate-
rial and used for a variety of applications due to their 
potent antimicrobial activities [11-15]. These polymers 
are found to be capable of killing bacteria that are resis-
tant to other types of cationic antibacterials [16]. The 
examples of polyQAS or PQAS used as antibacterials 
for dental restoratives include incorporation of a metha-
cryloyloxydodecyl pyridinium bromide (MDPB) as an 
antibacterial monomer into composite resins [13], use of 
DMAE-CB as a component for antibacterial bonding 
agents [17,18], and incorporation of quaternary ammo-
nium polyethylenimine (PEI) nanoparticles into compos-
ite resins [19]. All these studies found that PQAS did 
exhibit significant antibacterial activities. So far there 
have been no reports on using PQAS as an antibacterial 
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agent for GICs. 
The objective of this study was to synthesize a new 

poly (acrylic acid-co-itaconic acid) with pendent qua-
ternary ammonium salt (PQAS) and explore the effects 
of this PQAS on mechanical strength and antibacterial 
activity of commercial Fuji II LC and recently developed 
experimental high-strength cements. 

2. MATERIALS AND METHODS 

2.1. Materials 

2-dimethylaminoethanol (DMAE), bromotetradecane 
(BT), dipentaerythritol, 2-bromoisobutyryl bromide 
(BIBB), acrylic acid (AA), itaconic acid (IA), 
2,2’-azobisisobutyronitrile (AIBN), triethylamine (TEA), 
CuBr, N, N, N’, N’, N’’ -pentamethyldiethylenetriamine 
(PMDETA), dl-camphoroquinone (CQ), 2-(dimethylamino) 
ethyl methacrylate (DMAEMA), pyridine, tert-butyl 
acrylate (t-BA), glycidyl methacrylate (GM), hydrochlo-
ric acid (HCl, 37%), N, N’-dicyclohexylcarbodiimide 
(DCC), pyridine, diethyl ether, dioxane, N,N-dimethyl- 
formamide (DMF), methanol (MeOH), ethyl acetate 
(EA), hexane and tetrahydrofuran (THF) were used as 
received from VWR International Inc (Bristol, CT) 
without further purifications. Light-cured glass-ionomer 
cement Fuji II LC and Fuji II LC glass powders were 
used as received from GC America Inc (Alsip, IL). Z100 
resin composite was used as received from 3M ESPE (St. 
Paul, MN). 

2.2. Synthesis and Characterization 

2.2.1. Synthesis of the Quaternary Ammonium Salt 
(QAS) 

The hydroxyl group-containing quaternary ammonium 
salt (QAS) was synthesized following the procedures 
described elsewhere with a slight modification [12]. 
Briefly, to a flask containing DMAE (0.056 mol) in me-
thanol (100 ml), BT (0.062 mol) was added. The reac-
tion was run at room temperature overnight. After most 
of methanol was removed, the mixture was washed with 
hexane 3 times. The formed 2-dimethyl-2-tetrade- 
canyl-1-hydroxyethyl ammonium bromide (DTHAB) 
was then dissolved in 10% HCl aqueous solution con-
taining a small amount of MeOH. After the solution was 
stirred at 110˚C for 3 h, MeOH, HBr and water were 
removed via a rotary evaporator. The formed 2-dimethyl 
-2-tetradecanyl-1-hydroxyethyl ammonium chloride (DT 
HAC) was purified by washing with hexane several 
times before drying in a vacuum oven. The synthesis 
scheme is shown in Figure 1. 

2.2.2. Synthesis of the Poly (Acrylic Acid-co-Itaconic 
acid) with Pendent QAS  
The linear poly (acrylic acid-co-itaconic acid) or poly 
(AA-co-IA) was prepared following our published pro-

cedures [20]. Briefly, to a flask containing a solution of 
AA (0.08 mol) and IA (0.04 mol) in 40 ml THF, AIBN 
(0.5 mmol) in 10 ml THF was added. After the reaction 
was run under N2 purging at 60˚C for 18 h, poly (AA- 
co-IA) was precipitated with ether, followed by drying in 
a vacuum oven. Then DTHAC was tethered onto the 
purified poly (AA-co-IA) [21]. Briefly, to a solution of 
poly (AA-co-IA) in DMF, DTHAC was added with DCC 
and pyridine. The reaction was kept at room temperature 
overnight. After the insoluble dicyclohexyl urea was 
filtered off, the formed poly(AA-co-IA) with pendent 
QAS or PQAS was purified by precipitation from ether, 
washing with ether and drying in a vacuum oven prior to 
use (see Figure 1). 

2.2.3. Synthesis of the GM-Tethered Star-Shape Poly 
(Acrylic Acid)  

The GM-tethered 6-arm star-shape poly (acrylic acid) 
(PAA) was synthesized similarly as described in our 
previous publication [22]. Briefly, dipentaerythritol (0.06 
mol) in 200 ml THF was used to react with BIBB (0.48 
mol) in the presence of TEA (0.35 mol) to form the 
6-arm initiator. t-BA (0.078 mol) in 10 ml dioxane was 
then polymerized with the 6-arm initiator (1% by mole) 
at 120˚C in the presence of CuBr (3%)-PMDETA (3%) 
catalyst complex via ATRP. The resultant 6-arm poly 
(t-BA) was hydrolyzed with HCl and dialyzed against 
distilled water. The purified star-shape PAA was obtained 
via freeze-drying, followed by tethering with GM (50% 
by mole) in DMF in the presence of pyridine (1% by 
weight) [22]. The GM-tethered star-shape PAA was re-
covered by precipitation from diethyl ether, followed by 
drying in a vacuum oven at room temperature. The syn-
thesis scheme for the 6-arm star-shape PAA is also 
shown in Figure 1. 

2.2.4. Characterization 
The chemical structures of the synthesized QAS and 
PQAS were characterized by Fourier transform-infrared 
(FT-IR) spectroscopy and nuclear magnetic resonance 
(NMR) spectroscopy. The proton NMR (1HNMR) spec-
tra were obtained on a 500 MHz Bruker NMR spec-
trometer (Bruker Avance II, Bruker BioSpin Corporation, 
Billerica, MA) using deuterated dimethyl sulfoxide and 
chloroform as solvents and FT-IR spectra were obtained 
on a FT-IR spectrometer (Mattson Research Series FT/ 
IR 1000, Madison, WI). 

2.3. Evaluation 

2.3.1. Sample Preparation for Strength Tests 
The experimental cements were formulated with a 
two-component system (liquid and powder) [22]. The 
liquid was formulated with the light-curable star-shape 
poly (acrylic acid), water, 0.9% CQ (photo-initiator, by 



Y. M. Weng et al. / J. Biomedical Science and Engineering 3 (2010) 956-963 

Copyright © 2010 SciRes.                                                                   JBiSE 

958 

weight) and 1.8% DC (activator). The polymer/water 
(P/W) ratios (by weight) = 70:30. Fuji II LC glass pow-
der was either used alone or mixed with the synthesized 
PQAS to formulate the cements, where the PQAS mix-
ing ratio (by weight) = 1, 3, 5, 10, or 30% of the glass. 
The detailed formulations are shown in Table 1. Fuji II 
LC and Z100 were used as controls and prepared per 
manufacturers’ instructions, where the P/L ratio = 3.2 for 
Fuji II LC and premixed paste for Z100. 

Specimens were fabricated at room temperature ac-
cording to the published protocol [22]. Briefly, the cy-

lindrical specimens were prepared in glass tubing with 
dimensions of 4 mm in diameter by 8 mm in length for 
compressive strength (CS), 4 mm in diameter by 2 mm 
in length for diametral tensile strength (DTS) and 4 mm 
in diameter by 2 mm in depth for antibacterial tests. All 
the specimens were exposed to blue light (EXAKT 520 
Blue Light Polymerization Unit, EXAKT Technologies, 
Inc., Oklahoma City, OK) for 2 min, followed by condi-
tioned in 100% humidity for 15 min, removed from the 
mold and conditioned in distilled water at 37˚C for 24 h 
unless specified, prior to testing. 
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Figure 1. Schematic diagrams for synthesis of poly(AA-co-IA) with pendent QAS or 
PQAS and chemical structure of the 6-arm star-shape poly(acrylic acid) tethered with 
methacylate groups: (A): synthesis of PQAS; (B) chemical structure of the 6-arm 
star-shape poly(acrylic acid) tethered with polymerizable methacrylates.        
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Table 1. Materials and formulations used in the study. 

Code Liquid formula-
tion1 

PQAS % (by 
weight)2 

P/L ratio (by 
weight)3 

FIILC N/A 0 3.2 

FIILC (1%) N/A 1 3.2 

FIILC (3%) N/A 3 3.2 

FIILC (5%) N/A 5 3.2 

FIILC (10%) N/A 10 3.2 

FIILC (30%) N/A 30 3.2 

EXP 70/30 0 2.7 

EXP (1%) 70/30 1 2.7 

EXP (3%) 70/30 3 2.7 

EXP (5%) 70/30 5 2.7 

EXP (10%) 70/30 10 2.7 

EXP (30%) 70/30 30 2.7 

1Liquid formulation: N/A = not available; Liquid for EXP = 
6-arm star-shape poly (acrylic acid) vs. water (by weight); 
2PQAS = poly (AA-co-IA) with pendent QAS; PQAS was 
mixed with Fuji II LC filler; 0 = only Fuji II LC filler was used; 
3P/L ratio = a total amount of glass filler powder (Fuji II LC 
glass + PQAS) vs. polymer liquid. 
 

2.3.2. Strength Measurements 
CS and DTS tests were performed on a screw-driven 
mechanical tester (QTest QT/10, MTS Systems Corp., 
Eden Prairie, MN), with a crosshead speed of 1 mm/min. 
Six to eight specimens were tested to obtain a mean val-
ue for each material or formulation in each test. CS was 
calculated using an equation of CS = P/r2, where P = 
the load at fracture and r = the radius of the cylinder. 
DTS was determined from the relationship DTS = 
2P/dt, where P = the load at fracture, d = the diameter 
of the cylinder, and t = the thickness of the cylinder. 

2.3.3. Antibacterial Test 
The antibacterial test was conducted following the pub-
lished procedures [23]. S. mutans (oral bacterial strain) 
was used for evaluation of antibacterial activity of the 
studied cements. Briefly, colonies of S. mutans (UA159) 
were suspended in 5 ml of Tryptic soy Broth (TSB), 
supplemented with 1% sucrose. Specimens pretreated 
with ethanol were incubated with S. mutans in TSB at 
37˚C for 48 h under anaerobic condition with 5% CO2. 
After equal volumes of the red and the green dyes were 
combined in a microfuge tube and mixed thoroughly for 
1 min, 3 μl of the dye mixture was added to 1 ml of the 
bacteria suspension, mixed by vortexing for 10 sec, so-
nicating for 10 sec as well as vortexing for another 10 
sec, and kept in dark for about 15 min, prior to analysis. 
Then 20 μl of the stained bacterial suspension was ana-
lyzed using a fluorescent microscope (Nikon Micro-
phot-FXA, Melville, NY, USA). Triple replica was used 

to obtain a mean value for each material. 

2.3.4. Statistical analysis 
One-way analysis of variance (ANOVA) with the post 
hoc Tukey-Kramer multiple-range test was used to de-
termine significant differences of both CS and antibacte-
rial tests among the materials in each group. A level of α 
= 0.05 was used for statistical significance. 

3. RESULTS 

3.1. Characterization 

Figure 2 shows the 1HNMR spectra for BT, DMEA, 
DTHAC, poly (AA-co-IA) and poly (AA-co-IA) with 
pendent QAS or PQAS. The characteristic chemical 
shifts (ppm) are shown below: BT: 3.35 (-CH2Br), 1.80 
(-CH2CH2Br), 1.38 (-CH2-, all) and 0.89 (-CH3); DMEA: 
4.40 (-OH), 3.42 (-CH2OH), 2.30 (-CH2N-) and 2.10 
(H3CN-); DTHAC: 5.30 (-OH), 3.82 (-CH2OH), 
3.35-3.45 (-CH2N(CH3)2), 3.10 (H3CN-), 1.65 (-CH2 

CH2N(CH3)2), 1.25 (-CH2- all) and 0.89 (-CH3); poly 
(AA-co-IA): 12.2 (-COOH), 3.45 (-CH(COOH)-) and 
1.2-2.5 (-CH2-, all); PQAS: 3.80 (-CH2(COOH)-), 
3.30-3.45 (-CH2N-), 3.10 (H3CN-), 1.65 (-CH2CH2N 
(CH3)2), 1.25 (-CH2- all) and 0.89 (-CH3). The appearance 
of all the new peaks in the spectrum at the top of Figure 
2 confirmed the successful attachment of DTHAC onto 
the poly (AA-co-IA). 

Figure 3 shows the FT-IR spectra for BT, DMEA, 
DTHAC, poly (AA-co-IA) and PQAS. The characteristic 
peaks (cm-1) are listed below: BT: 2924 (C-H stretching 
on -CH2-), 2853 (C-H stretching on -CH3), 1466, 1377 
and 1251 (C-H deformation on –CH2-), 721 and 647 
(C-Br deformation); DMEA: 3399 (O-H stretching), 
2944 (C-H stretching on -CH2-), 2861 (C-H stretching 
on -CH3), 2820 and 2779 (C-H stretching on –N(CH3)2), 
1459, 1364 and 1268 (C-H deformation on –CH2-), 1090 
(O-H deformation), 1040 and 776 (C-N deformation); 
DTHAC: 3349 and 3248 (= N+ = stretching), 2917 (C-H 
stretching on -CH2-), 2850 (C-H stretching on -CH3), 
1470 (C-H deformation on –CH2-), 1090 and 730 (O-H 
deformation); poly(AA-co-IA): 3800-2400 (O-H stretching 
on –COOH), 1716 (-C=O stretching), 1196-1458 (C-H 
deformation on –CH2-); PQAS: 3353 (= N+ = stretching), 
3800-2400 (O-H stretching on –COOH), 2923 (C-H 
stretching on -CH2-), 2853 (C-H stretching on -CH3), 
1732 (-C = O stretching), 1167-1466 (C-H deformation 
on –CH2-) and 776 (C-N deformation). The significant 
peaks at 3353 for = N+ = group, 2923 and 2853 for 
–CH2- group and 1736 for carbonyl group confirmed the 
formation of PQAS. 

3.2. Evaluation 

Table 1 shows the codes, materials and formulations 
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used in this study. Both Fuji II LC and experimental 
(EXPGIC) cements with and without PQAS were evalu-
ated. PQAS was incorporated in a ratio of 1, 3, 5, 10 and 
30% (by weight) of the total glass fillers. 

Figure 4 shows the mean CS values of Fuji II LC and  
 

 

Figure 2. 1HNMR spectra for BT, DMEA, DTHAC, 
poly(AA-co-IA) and PQAS: (a) BT; (b) DMEA; (c) DTHAC; 
(d) poly(AA-co-IA) and (e) PQAS. 
 

 

Figure 3. FT-IR spectra for BT, DMEA, DTHAC, poly (AA- 
co-IA) and PQAS: (a) BT; (b) DMEA; (c) DTHAC; (d) 
poly(AA-co-IA) and (e) PQAS. 

EXPGIC cements with and without PQAS addition. The 
CS value (MPa) was in the decreasing order of EXPGIC 
> EXPGIC (1%) > EXPGIC (3%) > Fuji II LC > 
EXPGIC (5%) > Fuji II LC (1%) > Fuji II LC (3%) > 
EXPGIC (10%) > Fuji II LC (5%) > Fuji II LC (10%) > 
EXPGIC (30%) > Fuji II LC (30%). There were no 
statistically significant differences between EXPGIC 
(3%) and Fuji II LC and between Fuji II LC (3%) and 
EXPGIC (10%) (p > 0.05). Increasing PQAS decreased 
the CS values of both cements. However, the decreasing 
rate for Fuji II LC was much faster than that for EX-
PGIC. With 1 to 10% PQAS addition, Fuji II LC de-
creased 25 to 78% of its original CS whereas EXPGIC 
only decreased 12 to 57%. Table 2 shows the results of 
yield strength (YS), compressive modulus, CS and DTS. 
The same trend was observed in Table 2 as shown in 
Figure 4. With 1 to 10% PQAS addition, Fuji II LC 
showed a decrease of 26-82% in YS, 22-78% in modulus 
and 12-70% in DTS, which decreased much faster than 
EXPGIC (1.9-43% in YS, 2.7-34% in modulus and 
1.5-43% in DTS). Figure 5 shows the effect of the ce-
ment aging on CS. After one month of aging in water, all 
the cements showed an increase in CS, especially from 1 
h to 1 day. There was a slight increase (statistically no 
difference) for each formulation tested from 1 day to 1 
week and from 1 week to 1 month. 

Figure 6 shows the mean S. mutans viability values 
after culturing with Fuji II LC and EXPGIC with and 
without PQAS addition. The mean S. mutans viability 
was in the decreasing order of Z100 > Fuji II LC >  
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Figure 4. CS of Fuji II LC and experimental cements with and 
without PQAS addition: FIILC = Fuji II LC; EXP = EXPGIC; 
For Fuji II LC cements, P/L = 3.2; Filler = Fuji II LC or Fuji II 
LC + PQAS. For experimental cements, MW of the 6-arm poly 
(acrylic acid) = 17,530 Daltons; Filler = Fuji II LC or Fuji II 
LC + PQAS; Grafting ratio = 50%; P/L ratio = 2.7; P/W ratio = 
70:30. Specimens were conditioned in distilled water at 37˚C 
for 24 h prior to testing. 
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Figure 5. Effect of aging on CS: The formulations were the 
same as those described in Figure 4. Specimens were condi-
tioned in distilled water at 37˚C for 1 h, 1 day, 1 week and 1 
month prior to CS testing. 
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Figure 6. The S. mutans viability after culturing with Fuji II 
LC and experimental cements with and without PQAS addition: 
The formulations were the same as those described in Figure 4. 
Specimens were conditioned in distilled water at 37 ˚C for 24 h, 
followed by incubating with S. mutans before antibacterial 
testing. 
 
EXPGIC > Fuji II LC (1%) > EXPGIC (1%) > Fuji II 
LC (3%) > Fujii II LC (5%) > Fuji II LC (10%) = EX-
PGIC (3%) > EXPGIC (5%) > EXPGIC (10%) > Fuji II 
LC (30%) > EXPGIC (30%). There were no statistically 
significant differences among Z100, Fuji II LC and 
EXPGIC, among Fuji II LC (1%), Fuji II LC (3%) and 
EXPGIC (1%), among Fuji II LC (5%), Fuji II LC (10%) 
and EXPGIC (3%), and among Fuji II LC (30%), EX-
PGIC (5%) and EXPGIC (10%) (10%) (p > 0.05). In-

creasing PQAS decreased the S. mutans viability. With 3 
to 30% PQAS addition, Fuji II LC killed 45 to 79% of S. 
mutans whereas EXPGIC killed 63 to 91%, indicating 
that the killing power of EXPGIC was much higher than 
that for Fuji II LC. Figure 7 shows the effect of the ce-
ment aging on the S. mutans viability. No significant 
changes in the S. mutans viability were found for each 
formulation tested except Fuji II LC and EXP, where the 
S.mutans viability was significantly higher in 1 day than 
in either 3 days or 1 week (p > 0.05). 

4. DISCUSSION 

Currently there is a growing interest in preventing or 
reducing biofilm formation in many biomedical areas. In 
preventive restorative dentistry, secondary caries is a 
critical issue and prevention of secondary caries plays a 
key role in long-lasting restorations [1-4]. PQAS re- 
presents a new trend of antimicrobial agents in biomedi-
cal applications [11,14]. PQAS can be incorporated in 
many ways, including mixing with fillers, copolymeriz-
ing with other monomers and grafting onto the polymer 
skeletons [11-15]. The beauty of using QAS is that they 
can kill the microorganism by touch or simple contact. 
The mechanism of QAS to kill bacteria is believed to 
disrupt the surface membrane of bacteria by changing 
membrane permeability or surface electrostatic balance 
[12,19]. Unlike other leachable antibacterial agents such 
as silver ions, antibiotics, CHX and low MW QAS, 
PQAS are not leachable due to their high MW [15]. In 
this regard, we purposely synthesized the new PQAS, 
incorporated it into both Fuji II LC and our experimental 
high-strength cements and evaluated the CS and anti-
bacterial function of the formed cements. 
 
Table 2. YS, modulus, CS and DTS of Fuji II LC and EXP 
cements. 

Material YS1 [MPa] Modulus [GPa] CS2 [MPa] DTS3 [MPa]

FIILC 138.4 (2.2)a, 4 6.91 (0.42)d 237.9 (4.5)g 43.4 (4.5) 

FIILC (1%) 101.3 (2.9)b 5.40 (0.09)e 179.6 (1.2) 38.3 (4.6)

FIILC (3%) 86.4 (5.2)b 4.53 (0.01) 149.8 (1.4)h 29.6 (1.8)i 

FIILC (5%) 50.4 (2.6) 3.22 (0.24) 91.6 (2.7) 24.3 (1.5)

FIILC (10%) 24.4 (2.6) 1.54 (0.09) 52.3 (2.9) 12.9 (0.3)

EXP 173.9 (7.1)c 7.74 (0.04)f 325.3 (4.2) 58.8 (0.2)j 

EXP (1%) 170.6 (5.5)c 7.53 (0.16)f 284.4 (15) 57.9 (2.2)j 

EXP (3%) 173.9 (10)c 7.25 (0.13)d, f 253.7 (11)g 50.3 (1.7)k

EXP (5%) 137.7 (12)a 6.68 (0.08)d 212.0 (4.1)g 49.9 (3.8)k

EXP (10%) 98.8 (2.6)b 5.09 (0.09)e 136.9 (6.7)h 33.7 (2.2)i 

1YS = CS at yield; 2CS = ultimate CS; 3DTS = diametral tensile 
strength; 4Entries are mean values with standard deviations in 
parentheses and the mean values with the same superscript letter 
were not significantly different (p > 0.05). Specimens were con-
ditioned in distilled water at 37˚C for 24 h prior to testing. 
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Figure 7. Effect of aging on the S. mutans viability after cul-
turing with Fuji II LC and experimental cements with and 
without PQAS addition: The formulations were the same as 
those described in Figure 5. The specimens were conditioned 
in distilled water for 1 day, 3 days, 1 week and 1 month, fol-
lowed by incubating with S. mutans before antibacterial testing. 
 

From the results in Figure 4 and Table 2, apparently 
both Fuji II LC and EXPGIC cements showed a decrease 
in CS, YS, modulus and DTS with increasing PQAS. 
This can be attributed to the reason that the incorporated 
QAS contains a 14 carbon long chain that does not con-
tribute to any strength enhancement. On the other hand, 
EXPGIC showed a slower decreasing pace with nearly 
30% less in CS decrease as compared to Fuji II LC (see 
Figure 4). This result implies that there may be some 
strong intermolecular interactions between PQAS and 
star-shape polymers. Furthermore, EXPGIC still kept its 
CS above 200 MPa at PQAS = 5% or less, which may be 
attributed to its original high strength (325 MPa). 

Regarding the antibacterial activity, we also tested a 
commercial dental composite resin Z100 for comparison. 
We found that Z100 hardly killed S. mutans. After 48 h 
incubation with S. mutans, Z100 only killed 10% S. mu-
tans (see Figure 5). Composite resins usually do not 
have antibacterial functions [5,6]. Both Fuji II LC and 
EXPGIC cements without PQAS addition killed about 
20% S. mutans, which can be attributed to the release of 
fluoride. It is known that GICs have inhibitory effects on 
bacteria due to its fluoride release [6]. With PQAS addi-
tion, both Fuji II LC and EXPGIC increased their anti-
bacterial function significantly. More interestingly, EXP 
GIC showed an even stronger antibacterial activity than 
Fuji II LC with 3 to 30% PQAS addition. The possible 
reason may be explained below. Since PQAS is com-
posed of 50% carboxylic acid and 50% QAS and both 
components are very hydrophilic, they like to have in-

teractions with other hydrophilic components from the 
cement in the presence of water. EXPGIC contains only 
hydrophilic GM-tethered poly (acrylic acid) (70%) and 
water (30%), whereas Fuji II LC contains a substantial 
amount (approximately 25-35%) of 2-hydroxyethyl me- 
thacrylate (partially hydrophilic) and dimethacrylaye/ 
oligomethacrylte (very hydrophobic), except for the linear 
poly (acrylic acid) (20-30%) and water (20-30%) [24]. 
Therefore, the components in EXPGIC may help the 
PQAS chains better extend on the surface of the cements 
but dimethacrylaye/oligomethacrylte and 2-hydroxyethyl 
methacrylate in Fuji II LC may restrict or interfere with 
the extension of the PQAS chains on the surface. Obvi-
ously, the more the QAS exposed the higher the antibac-
terial activity anticipated. The results imply that to reach 
the same or similar antibacterial results less PQAS might 
be required for EXPGIC than Fuji II LC. This outcome 
is very encouraging because it will allow us to use the 
minimum amount of PQAS in EXPGIC to obtain the 
maximum antibacterial activity without significantly 
reducing mechanical strengths. 

As previously discussed, most antibacterial dental 
materials rely on the release of chemicals or antibacterial 
agents including antibiotics, silver ions, zinc ions, etc 
[6-10]. However, release or slow-release can lead or has 
led to reduction of mechanical properties of the restora-
tives over time, short-term effectiveness, and possible 
toxicity to surrounding tissues if the dose or release is 
not properly controlled [6-10]. Our hypothesis was to 
develop an antibacterial glass-ionomer cement without 
leachable. To confirm if the incorporated PQAS was not 
leachable, we examined both CS and antibacterial func-
tion of EXPGIC (containing 5% PQAS) after aging in 
water for 1 day, 3 days, 1 week and 1 month. The result 
in Figure 5 showed that there was a slight increase in 
CS for all the formulations tested after one month of 
aging, indicating no PQAS leaching. The result in Fig-
ure 7 showed that there was no change or reduction in 
antibacterial function for all the formulations tested, also 
suggesting no leaching. Otherwise, both strength and 
antibacterial function would decrease with aging. The 
reason can be attributed to the fact that the PQAS is the 
polyacid-containing polymer. It is known that the car-
boxylic acid group is the key to GIC setting and 
salt-bridge formation. The PQAS polymer synthesized in 
the study not only provided QAS for antibacterial func-
tion but also supplied carboxyl groups for salt-bridge 
formation. The latter helped the PQAS polymer firmly 
attached to the glass fillers. 

5. CONCLUSIONS 

We have developed novel antibacterial glass-ionomer 
cement containing non-leachable PQAS. With PQAS 
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addition, both Fuji II LC and experimental cements 
showed a reduction in CS with 25-95% for Fuji II LC 
and 13-78% for the experimental cement and a reduction 
in S. mutans viability with 40-79% for Fuji II LC and 
40-91% for the experimental cement. The experimental 
cement showed less CS reduction and higher antibacte-
rial activity as compared to Fuji II LC. The result also 
indicates that the cements are permanently antibacterial 
with no PQAS leaching. It appears that the experimental 
cement is a clinically attractive dental restorative that 
can be potentially used for long-lasting restorations due 
to its high mechanical strength and permanent antibacte-
rial function. 
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ABSTRACT 

After the description of a brain model based on 
glial-neuronal interactions, a computer system for 
simulation of human perception, called clocked 
perception system, is proposed. The computer sys-
tem includes a receptor field with sensors, each of 
which receives data with specific characteristics. 
These data are passed to processors, whereby only 
those connections between sensors and processors 
are released that are suited for an evaluation of the 
data according to a combination of specific data 
dictated by a phase program circuit. The computer 
system also includes a selector circuit that discards 
those dictated program commands that lead to a 
“senseless” computation result. A motor program 
circuit for the control of effectors may be connected 
to the computer system which at least contributes to 
the movement of the receptor field in order to bring 
the receptor field closer to suitable data with spe-
cific characteristics for better execution of the pro-
gram. From disorders of the computer system im-
plications are deduced for the pathophysiology of 
the schizophrenic syndrome. Finally, a novel treat-
ment approach to this syndrome is proposed. 

Keywords: Glial-Neuronal Interactions; Clocked Per-
ception System; Technical Implementation; schizo-
phrenic Syndrome 
 
1. INTRODUCTION 

The construction of artificial perception systems dates 
back to the 1960s [1]. Over the years, far better learning 
algorithms were developed and much more powerful 
hardware provided, hence rendering neural networks, or 
neurocomputing, the method of choice for most pat-
tern-recognition applications or robotics [2,3]. Sophisti-

cated pattern-recognition systems are now available in 
all perception qualities. 

The present paper is one of a series investigating the 
time-coding principle from a biological and formal- 
technical point of view [4-8]. Here, the biological and 
formal background is further elaborated and some im-
plications for the pathophysiology of schizophrenia are 
deduced from disorders of the mechanism. 

2. CLOCKED PERCEPTION SYSTEM 

2.1. Brain biological background 

The biological brain model for the proposed clocked 
perception system is based on glial-neuronal interactions 
[5,7]. The nervous tissue of the brain consists of the 
neuronal systems (neurons, axons, dendrites) and the 
glial system (astrocytes, oligodendrocytes with myelin 
sheaths enfolding axons, radial glia, and microglia). Ex-
perimental results are inspiring a major reexamination of 
the role of glia in the regulation of neural integration in 
the central nervous system [9,10]. Figure 1 shows a 
schematic diagram of the glial-neuronal interaction: two 
astrocytes (Ac1,2) are shown in this very simple model, 
whereby in each case only one neuron (N1,2) belonging 
to an astrocyte is taken into consideration. Halassa et al. 
[11] identified how a single astrocyte contacts only four 
to eight neurons, but 300 to 600 synapses via its processes. 
The glial network (syncytium) consists in this schema of 
two astrocytes and two oligodendrocytes (Oc1,2) inter-
connected via gap junctions (g.j.). The neuronal system 
shows two neurons (N1,2) with two afferent axons (Axi,j) 
and two afferent axodendritic synapses (Sai,j), two efferent 
axons (Ax1,2) with myelin sheaths (Ms) and a node of 
Ranvier (N.R.), as well as two dendro-dendritic synapses 
(Sd1,2,3,4) with the corresponding dendrites (D1, D2, D3, 
D4). 

Although a true understanding of how the astrocyte, 
the dominant glial cell type, interacts with neurons is 
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still missing, several models have been published. Here, 
I focus on a modified model proposed by Newman [12]. 
Figure 2 depicts a schematic diagram of possible gli-
al-neuronal interactions at a glutamatergic tripartite 
synapse. Release of glutamate (GLU) from the pre-
synaptic terminal activates glial receptors (glR) and 
postsynaptic receptors (poR) (1) (for the sake of clarity 
only one receptor is shown). The occupancy of glial re-
ceptors evokes a Ca2+ increase (2) and the release of 
glutamate from the astrocyte. Glutamate excitation of 
presynaptic receptors (prR) (3) modulates glutamate 
release while activation of postsynaptic receptors (4) 
directly depolarizes the postsynapse. Activation of the 
astrocyte also elicits the release of adenosine-triphosphat 
(ATP), which depolarizes the postsynaptic neuron (5) 
and inhibits the presynaptic terminal (6) via occupancy 
of the cognate receptors [13]. Hence, glia may exert a 
temporal boundary-setting function in synaptic informa-
tion processing [5]. 

For understanding the clock mechanism of the percep-
tion system, the rhythmic contraction waves of glial cells 
(astrocytes and oligodendrocytes) are decisive. Glial 
cells, when they get swollen and/or depolarized, can 
potentially release accumulated K+, neurotransmitters, 
neuromodulators (e.g. taurine), and water into interstitial 
fluid in a pulsatile manner. Such discharge processes 
represent mechanisms by which glial cell networks 

could influence neuronal firing in a coordinated fashion 
[14]. In addition to modulating synaptic transmission in 
neuronal cells, astrocytes and oligodendrocytes may play 
a direct role in generating pacemaker rhythms [15]. 

This originally speculative assumption has already 
been verified. Parri et al. [16] showed that astrocytes in 
situ could act as a primary source for generating neu-
ronal activity in the mammalian central nervous system. 
Slow glial calcium oscillations (every 5 to 6 minutes) 
occur spontaneously and can cause excitations in nearby 
neurons. Although experimental evidence shows that 
neuronal-glia interactions also occur in the millisecond 
range [17], until now spontaneous rapid glial oscillations 
within a second are not found. However, slow rhythmic 
pulsations of glial cells, especially of astrocytes, could 
influence cognitive processes such as thinking and could 
also play a role in neuronal pacemaker circuits [18]. 

Since phase programming represents a basic mecha-
nism in the clocked perception system that may be gene- 
rated in the astrocytic syncytium, the underlying bio-
logical structure and function must be described. Figure 
3 shows a diagrammatic schema depicting an astrocytic 
syncytium composed of two astrocytes (Ac1, Ac2) inter-
connected via gap junctions (g.j.). Each astrocyte con-
tacts four synapses (Sy) with four different qualities (a, b, 
c, d) building an astrocytic-neuronal compartment. A 

 

 
Two astrocytes (Ac1,2) are shown in this very simple model, whereby in each case only one neuron belonging to an astrocyte is taken 
into consideration. The glial network (syncytium) consists of two astrocytes and two oligodendrocytes (Oc1,2) belonging to them. Gap 
junctions (g.j.) exist between the astrocytes and the oligodendrocytes. The neuronal system shows two neurons (N1,2) with two affer-
ent axons (Axi,j) and two afferent axo-dendritic synapses (Sai,j), two efferent axons (Ax1,2) with myelin sheaths (Ms) and a node of 
Ranvier (N.R.), as well as two dendro-dendritic synapses (Sd1,2;3,4) with the corresponding dendrites (D1, D2, D3, D4). 

Figure 1. Schematic diagram of the glial-neuronal interaction. 
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Release of glutamate (GLU) from the presynapse activates (arrows) glial receptors (glR) and postsynaptic receptors 
(poR) (1), (for the sake of clarity only one receptor is shown). The occupancy of glR evokes a Ca2+ increase (2) and the 
release of GLU from the astrocyte. GLU excitation of presynaptic receptors (prR) (3) modulates GLU-release while ac-
tivation of prR (4) directly depolarizes the postsynapse. Activation of the astrocyte also elicits the release of adeno-
sine-triphosphat (ATP), which depolarizes the postsynapse (5) and inhibits the presynapse (6) via occupancy of the 
cognate receptors. 

Figure 2. Schematic diagram of possible glial-neuronal interactions at the glutamatergic tripartite synapse 
(modified after Newman, 2005). 

 

 
Two astrocytes (Ac1, Ac2) are interconnected via gap junctions (g.j.). Each 
astrocyte contacts four synapses (Sy) with four different qualities (a, b, c, d) 
building two astrocytic-neuronal compartments. Since these two compart-
ments are interconnected via gap junctions, a network is generated, called 
syncytium. 

Figure 3. Diagrammatic schema of an astrocytic syncytium. 
 
quality is defined as the specific neurotransmitter type 
that mainly operates in synaptic neurotransmission, say 
glutamate (a), acetylcholine (b), serotonin (c), and do-
pamine (d). The gap junctions consist of the four identi-
fied astrocytic connexins Cx43, Cx30, Cx26, and Cx45, 

forming homotypic and heterotypic gap junction chan-
nels (for the sake of clarity not shown in the figure). 

Moreover, astrocytes are also connected with oli-
godendrocytes via gap junctions (g.j.), as shown in Fig-
ure 4. One speaks of a panglial syncytium [19]. Impor-
tantly, astrocytes may activate or inhibit the axonal in-
formation flux on the nodes of Ranvier (N.R.). In addi-
tion to “traditional” myelin formation oligodendrocytes 
may influence synaptic regulation and signaling of the 
nodes of Ranvier [20]. There is growing experimental 
evidence that oligodendrocytes co-determine axonal 
information processing via myelin sheaths, by ions and 
transmitters. Since oligodendrocytes are interconnected 
with astrocytes via gap junctions, the processes in the 
astrocytic syncytium may determine the function of the 
oligodendrocytes [21]. This functional interplay between 
glial cells represents a basic mechanism in the imple-
mentation of the clocked perception system. The special 
functions of the neuronal system will be described and 
interpreted below. Let me now attempt to show how the 
double structure of the neuronal and glial networks can 
be implemented as a spatio-temporal mechanism, termed 
clocked perception system [7].      
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Two astrocytes (Ac1,2) contact two neurons (N1,2). The astrocytes are interconnected via gap junctions 
(g.j.) building an astrocytic syncytium. In addition, the astrocytes (Ac1,2) are interconnected with oli-
godendrocytes (Oc1,2) via gap junctions (g.j.) forming a general glial network, called panglial syncytium. 
Only two axons (Ax1,2), two myelin sheaths (Ms) and nodes of Ranvier (N.R.) are shown (see Figure 1). 

Figure 4. Schematic diagram of the panglial syncytium. 

 
3. CLOCKED PERCEPTION SYSTEM 

3.1. Description of the Preferred Embodiments 

Figure 5 shows a computer system for the simulation of 
human perception via sense organs that contains a large 
number of sensors Rn, namely R1, R2, R3,…R10, R11,…Rn 
in a receptor field 2. These sensors are sensitive to data a, 
b, or c, which are represented here by different configu-
rations of the sensors; thus, the sensors, such as R1, R4, 
etc. which have a triangular receptor surface, are sensi-
tive to specific data that are simulated in the illustration 
by STa. Correspondingly, sensors R2, R5, R11, etc. are 
sensitive to specific data b supplied by stimuli STb, 
which here are shown to have a semi-circular receptor 
surface and a similar stimulus. Further sensors such as 
sensors R3, R6, …Rn are sensitive to specific data c, 
which here are shown to have a quadrilateral receptor 
surface or correspondingly quadrilateral stimuli STc. All 
stimuli are compiled in a stimulus field 3. It is clear that 
the stimuli are not produced by an arranged stimulus 
field as shown in the illustration; rather, they are pre-
sented to the computer system within the scope of a si-
mulation of the environment in a non-arranged fashion. 
Each sensor Ri is connected with a processor Pi via a line 
Li, whereby the index i progresses from 1 to n. Instead of 
a processor, an entire processor group PG, consisting of 
several processors Pi, as shown by dotted lines in Figure 
6 may be provided. Such a processor group consisting of 
processors P6.1, P6.2, to P6.6 is shown in Figure 6. The 
results calculated by processors Pi are stored in a mem-
ory buffer 4. 

A circuit configured as a line circuit 5 is provided that 
is controlled by a phase circuit 6. Lines A1 to An proceed 
from the line circuit 5 to corresponding lines L1 to Ln, 

where they affect switches S1 in the lines L1, of which 
only the switches S1, S6, S7 and Sn are shown. These 
switches are pure on/off switches, so that the lines Li are 
either interrupted or connected by the switches. Along 
with the control circuit C for the line switching 5, the 
phase circuit 6 includes a large number of output lines B, 
of which the lines B1 to B11 and Bn are shown here. 
These lines Bi also lead to the connection lines Li be-
tween the sensors Ri and the processors P1, and control 
the switches SWi located in the lines there, of which 
only switches SW1, SW6, SW7, and SWn are shown. As 
switch Si, these switches SWi are pure on/off switches, 
so that lines Li are either interrupted or connected by the 
switches as they are controlled. 

The central element of this computer system is a 
phase program circuit 7 in which an intended program 
for the total computer system is embedded and that con-
trols the phase circuit 6 via control line C2 and also the 
line switching directly via control line C1. Cycles are 
dictated to phase circuit 6 via the phase program circuit 
7, whereby a cycle corresponds to the time phase in 
which a certain switching applies. Depending on the 
programming, a primary, secondary, or tertiary analysis 
of the status of the sensors is performed, for example, by 
the phase circuit. Thus, the cycled programming has a 
sampling function in that all monographs, digraphs, or 
trigraphs are played through or intentionally imple-
mented, so that a certain combination of sensor statuses 
is sought in the simulated environment. The processors 
are arranged such that exactly as many processors are 
assigned to each receptor as there are phases being 
processed by the phase program. In the simplified case 
represented in Figure 6, there are six processors per 
group PGi that are connected with one of the sensors Ri 
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via lines Li. In this case, only three characteristics for the 
stimuli, i.e. three specific data types a, b, and c are dic-
tated; during simulation of optical perception these could 
be, for example, specific characteristics such as “flat 

ground” (a), “obstacle” (b), and “small objects on the 
floor” (c). Naturally, considerable more sensors and con-
siderably more specific characteristics would be neces-
sary for a complete simulation of optical perception. 

 

Figure 5. Circuit diagram of a clocked computer system for the simulation of human perception (see text). 

 

 

Figure 6. Schematic representation of the active elements of a part of the computer system in Figure 5 
during simulation of a perception (see text).  
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In the simplified representation in Figure 6, only 

those sensors that may be assigned the named chracteris-
tics R1 to Rn are shown as small boxes, each connected 
to a processor group PG1  to PGn. Each processor group 
PGi consists of six processors, whereby, as mentioned 
above, only those processors of the sixth group are 
designated as P6.1 through P6.6. Figure 6 shows only the 
line circuit 5 from the computer system in the upper part 
of Figure 5, whereby a trigraph of the specific charac-
teristics b, c, b are specified on the line circuit block, 
which are processed in six steps corresponding to the six 
processors based on the phase program. One may see 
from Figure 6 that the sensors occupied by specific 
characteristics “b” and “c” are switched through, and 
that some processors are already acting in the pertinent 
processor groups (designated by black boxes). It is also 
clear that no processor is active in the processor group 
PGn, which leads to the conclusion that the sensor Rn is 
not occupied. Since neither the sensors nor the proces-
sors executing the specific characteristics “a” are being 
queried by the trigraph, the corresponding processor 
groups are not active. During the processing of the dis-
tribution of specific characteristics specified by the tri-
graph, the line circuit 5 must perform the following 
number of switchings in the arrangement of sensors for 
the computer system shown:  
‐ For primary analysis (“Is a suitable stimulation of 

the three specific characteristics occurring at all?”), 
two switchings; 

‐ For secondary analysis (“What is the distribution of 
the specific characteristics queried?”), 24 switchings; 
and 

‐ For tertiary analysis (“How many of the specific 
characteristics are present at the sensor?”), 12 
switchings. 

As may be derived from the diagram in Figure 6, only 
matching stimuli are accepted for the pre-determined 
phase program, while non-matching stimuli, i.e. those 
that do not correspond to the phase program, are dis-
carded. This alternation between acceptance and rejec-
tion is a characteristic of subjective intentional systems. 
A system’s ability to reject is an “index of its subjectivity”, 
which means that the implementation of intentions re-
quires not only the identification of matching objects, 
but also the simultaneous discarding of present objects 
not intended. In order to dynamically configure the sta-
tistical computer system described, and thus to optimally 
simulate perception, as mentioned above, a motor pro-
gram circuit 8 is connected with the computer system 
that interacts with the phase program circuit 7 via bi- 
directional lines, and is controlled by it in accordance 
with each phase program step. This motor program cir-
cuit controls effectors 9 that affect the receptor field 2, 
for example, in order to display it, thus achieving a bet-

ter reception of stimuli by the individual sensors. The 
effectors might also serve to reposition a complete robot. 
The line circuit 5 also acts directly on the effectors 9 or 
their control circuits, which report each phase program 
step to be processed to the effectors, so that these may be 
controlled correspondingly. 

It must be mentioned for the sake of completeness that 
another comparator circuit 10 may be provided that con-
tains data from the memory buffer 4, the motor program 
circuit 8, and the phase programming circuit 7, whereby 
communication with the phase program circuit 7 is 
bi-directional. The available data may be compared after 
suitable transformation in order to determine how well 
the intended phase program was processed. Based on 
this result, the phase program may be altered, or the 
computer system may be placed into another condition, 
e.g. by movement of the sensors or repositioning the 
robot. In this case, the decision is sent to the computer 
system whether it should continue to attempt to find the 
characteristics corresponding to the phase program, or 
whether it should alter the phase program with the help 
of the memory buffer 4. 

The perception mechanism presented may be viewed 
as a guitarist who hears a melody in his head and wants 
to hear how it really sounds. He wants to perceive it. He 
picks up his guitar and with his left hand presses the 
strings at exactly those points that correspond to his de-
sired melody. The melody therefore dictates where the 
strings must be pressed. Regarding the perception me-
chanism, this means that the phase program determines 
which lines must be released by the switching mecha-
nism for a certain time period. Since the melody consists 
of varying combinations of sounds or notes, the grip on 
the guitar must be constantly changed, which correspond 
to a change in the phase program. Earlier, the guitar did 
not produce any sound by itself except for the minor 
sounds caused by placing the fingers on the strings. The 
guitar player must first strike the strings with his right 
hand (or guitar pick). This process corresponds to sti-
mulation of the sensors. This takes into account the 
combination of how the guitarist uses the strings of his 
instrument. This mechanism of creating a melody re-
quires no logical calculations, but rather takes advantage 
of the possibilities of use of the instrument in time cycles. 
However, from a biological point of view we are faced 
with the problem how and where these phase programs 
may be generated in the brain [22]. 

3.2. Generation of the Phase Programs within 
the Astrocytic Syncytium 

First of all, if one speaks of intentional programs, one 
has to define the formalism on which these programs are 
based. According to Guenther [23], a negative language 
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can be formalized in an n-valent permutation system. 
Generally, a permutation of n things is defined as an 
ordered arrangement of all the members of the set taken 
all at a time according to the formula n! (! means facto-
rial). Table 1 shows a quadrivalent permutation system 
in a lexicographic order. It consists of the integers 1, 2, 3, 
4. The number of permutations is 24 (4! = 1.2.3.4 = 24). 
The permutations of the elements  
   1    4 
   2  to  3 
   3    2 
   4    1 
can be generated with three different NOT operators N1 , 
N2 , N3 , that exchange two adjacent (neighbored) inte-
gers (values) by the following scheme: 
 1 ↔ 2; 2 ↔ 3; 3 ↔ 4 
(N1)   (N2)   (N3) 

Generally, the number of negation operators (NOT) is 
dependent on the valuedness of the permutation system 
minus 1. For example, in a pentavalent permutation sys-
tem four negation operators (N1-N4) (n = 5-1 = 4) are at 
work. 

It is possible to form loops, each of which passes 
through all permutations of the permutation system once 
(Hamilton loop). In a quadrivalent system they are 
computable (44 Hamilton loops), but in higher valent 
systems they are not computable. Table 2 shows an ex-
ample of a Hamilton loop [23]. The first permutation (P 
= 1234) is permutated via a sequence of negation opera-
tors (N1x2x3,…,2x1x2) generating all the permutations once  

until the loop is closed. 
Such permutation systems can be mathematically 

formalized as negation networks, called permutographs 
[24]. Figure 7 shows a quadrivalent permutograph. The 
individual NOT or negation functions N1-N3 are repre-
sented between the permutations (1,…,24). The various 
Hamilton loops differ in NOT or negation operator se-
quence. An example of a Hamilton loop is indicated in 
this permutograph by a dash-dotted line. It is defined by 
the following negation operator sequence: 
N1–N2–N3–N2–N3–N2–N1–N2–N1–N2-N3-N2-N3-N2-N1-
N2-N1-N2-N3-N2-N3-N2-N1-N2 

 

Figure 7. Example of a Hamilton loop in a quadrivalent per-
mutograph. 

 

Table 1. Quadrivalent (n = 4) permutation system arranged in a lexocographic order. 

 1 1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3 3 4 4 4 4 4 4

 2 2 3 3 4 4 1 1 3 3 4 4 1 1 2 2 4 4 1 1 2 2 3 3

 3 4 2 4 2 3 3 4 1 4 1 3 2 4 1 4 1 2 2 3 1 3 1 2

 4 3 4 2 3 2 4 3 4 1 3 1 4 2 4 1 2 1 3 2 3 1 2 1

number of the  
permutation 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

This permutation system consists of 24 permutations (1 x 2 x 3 x 4, ….., 4 x 3 x 2 x 1) according to the formula n = 4! (factorial) = 1 
The 24 permutations are lexicographically arranged. 

 
Table 2. Example of a Hamilton loop generated by a sequence of negation operators (Guenther, 1980) and designation of a phase 
program. 

Phase program in 
triplets: 

 a b c b c b a b a b c b c b a b a b c b c b a b  

P N 1. 2. 3. 2. 3. 2. 1. 2. 1. 2. 3. 2. 3. 2. 1. 2. 1. 2. 3. 2. 3. 2. 1. 2. P

1  2 3 4 4 3 2 1 1 2 3 4 4 3 2 1 1 2 3 4 4 3 2 1 1  

2  1 1 1 1 1 1 2 3 3 2 2 3 4 4 4 4 4 4 3 2 2 3 3 2  

3  3 2 2 3 4 4 4 4 4 4 3 2 2 3 3 2 1 1 1 1 1 1 2 3  

4  4 4 3 2 2 3 3 2 1 1 1 1 1 1 2 3 3 2 2 3 4 4 4 4  

This first permutation (P = 1 x 2 x 3 x 4) is permutated via a sequence of negation operators (N1 x 2 x 3 …. 2 x 1 x 2) generating all the permutations once until 
it is closed (1234) in the sense of a Hamiltion loop. It represents a phase program consisting of triplets, where N1, N2, N3 stand for the characteristics a, b, c. 
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Already in the 1980ies we were able to show that the 

negative language may represent an appropriate formal 
model for a description of intentional programs gener-
ated in neuronal networks of biological brains. Based on 
this formalism, computer systems for robot brains have 
also been proposed [25,26]. Here, I will try to further 
elaborate on this possible intentional programming in 
our brains, focusing on glial-neuronal interaction. 

3.2.1. Glial Gap Junctions Could Embody Negation 
Operators 

In situ, morphological studies have shown that astrocyte 
gap junctions are localized between cell bodies, between 
processes and cell bodies, and between astrocytic 
end-feet that surround brain blood vessels. In vitro, junc-
tional coupling between astrocytes has also been ob-
served. Although less frequently observed than junctions 
between astrocytes, gap junctions also occur between 
oligodendrocytes, as observed in situ and in vitro. 
Moreover, astrocyte-to-oligodendrocyte gap junctions 
have been identified between cell bodies, cell bodies and 
processes, and between astrocyte processes and the outer 
myelin sheath. Thus, the astrocytic syncytium extends to 
oligodendrocytes, allowing glial cells to form a general-
ized glial syncytium, also called “panglial syncytium”, a 
large glial network that extends radially from the spinal 
cord and brain ventricles, across gray and white matter 
regions, to the glia limitans and to the capillary epithe-
lium. Ependymal cells are also part of the panglial 
syncytium. Additionally, activated microglia may also be 
interconnected with astrocytes via gap junctions. How-
ever, the astrocyte is the linchpin of the panglial 
syncytium. It is the only cell that interconnects to all 
other glia. Furthermore, it is the only one with peri-
synaptic processes. 

Gap junctions are now recognized as a diverse group 
of channels that vary in their permeability, voltage sensi-
tivities, and potential for modulation by intracellular 
factors; thus, heterotypic coupling may also serve to 
coordinate the activities of the coupled cells by provid-
ing a pathway for the selective exchange of molecules 
below a certain size. In addition, some gap junctions are 
chemically rectifying, favoring the transfer of certain 
molecules in one direction versus the opposite direction. 
The main gap junction protein of astrocytes is connexin 
Cx43, whereas Cx32 is expressed in oligodendrocytes in 
the CSN as well as another type of connexin, Cx45. 
Heterelogous astro-oligodendrocyte gap junctions may 
be composed of Cx43/Cx32, if these connexins form 
functional junctions [27]. Recent experimental results 
suggest roles of glial gap junction-mediated anchoring of 
signalling molecules in a wide variety of glial homeo-
static processes [28]. 

Gap junctions are showing properties that differ sig-

nificantly from chemical synapses [29]. The following 
enumeration of gap junctional properties in glial 
syncytia may support my hypothesis that gap junctions 
could embody negation operators in the sense of a gen-
eration of negative language in glial syncytia: 

First, gap junctions communicate through ion currents 
in a bi-directional manner, comparable to negation op-
erators defined as exchange relations. Bidirectional in-
formation occurs between astrocytes and neurons at the 
synapse. This is primarily chemical and based on neuro-
transmitters. It is not certain that all glial gap junction 
communications are bidirectional due to rectification. 
This is a poorly understood area because of extremely 
severe technical difficulties, especially in vivo [30]. 
Second, differential levels of connexin expression reflect 
region-to-region differences in functional requirements 
for different astrocytic gap junctional coupling states. 
The presence of several connexins enables different 
permeabilities to ions and molecules and different con-
ductance regulation. Such differences of gap junctional 
functions could correspond to the different types of ne-
gation operators. Third, neuronal gap junctions do not 
form syncytia and are generally restricted to one synapse. 
Fourth, processing within a syncytium is driven by neu-
ronal input and depends on normal neuronal functioning. 
The two systems are indivisible. It is important to em-
phasize that neuronal activity-dependent gap junctional 
communication in the astrocytic syncytium is long-term 
potentiated. This is indicative of a memory system as 
proposed in neuronal synaptic activity by Hebb over five 
decades ago [31]. Fifth, the diversity of astrocytic gap 
junctions results in complex forms of intercellular com-
munication because of the complex rectification between 
such numerous combinatorial possibilities. Sixth, the 
astrocytic system normally functions to induce precise 
efferent (e.g. behaviorally intentional or appropriate 
motor) neuronal responses. Admittedly, the testing of 
this conjecture is also faced with experimental difficulties. 

Now, let us tie junctional functions and negative lan-
guage together. Negation operators represent exchange 
relations between adjacent values or numbers. So they 
operate like gap junctions bi-directionally. Dependent on 
the number of values (n) that constitute a permutation 
system, the operation of different negation operators 
(n–1) is necessary for the generation of a negative lan-
guage. With concern to gap junctions, they also show 
functional differences basically influenced by the con-
nexins. Therefore, different types of gap junctions could 
embody different types of negation operators. Further-
more, a permutation system represents — like the glial 
syncytium — a closed network generating a negative 
language. So we have a biomimetic interpretation of the 
negative language. 
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If it is supposed that Hamilton loops are generated in 
the astrocytic syncytium, how can these be interpreted as 
working phase programs in glial-neuronal interactions? 
Let us take the Hamilton loop shown in Table 2 as an 
example. It consists of a sequence of 24 negation opera-
tors (N1-N3). In the computer system proposed, the phase 
programming is clocked and based on characteristic 
triplets (a, b, c) in various combinations [7]. If the nega-
tion operators N1, N2, N3 stand for the characteristics a, b, 
and c, then a Hamilton loop consists of eight triplets 
representing a phase program (Table 2). Now, a phase 
programming in various combinations of triplets (e.g. 
aaa; baa, etc.) occurs [7]. Interestingly, in a quadrivalent 
permutation system all possible Hamilton loops (n = 44) 
are computable. In higher valued systems one is faced 
with a NP (non-deterministic polynomial time) problem 
so that the number of all possible Hamilton loops is 
uncomputable. What the implementation of this biomi-
metic model of phase programming concerns, we can 
expect promising biotechnical developments [32]. 

3.3. Coping with “Nonsense” Phase Programs 

In undisturbed dynamics the perception system is capa-
ble of coping with “nonsense” phase programs. In order 
to shorten the time required to process the overall phase 
program, and to calculate sigificant results from the 
phase program quickly, the computer system includes a 
selection circuit that quasi “jumps over” such commands 
during readout of those individual program commands 
whose execution would lead to senseless or 
non-executable results, thereby discarding them. Such 
“nonsense” program commands are buffered, so that the 
meaningful commands are compared with the buffered 
“nonsense” program commands when the program 
commands are read out, and may thus be removed from 
program execution. 

The computer system starts, for example, with any 
particular phase program and tests which program com-
mands created significant perception images within a 
certain environment. The criterion for “meaningful” 
might be, for instance, that the computer system inten-
tionally conducts an action corresponding to the percep-
tion. For example, the proper motor is actuated in a robot 
that leads to meaningful handling. The computer system 
determines over time that certain program commands 
corresponding to a time cycle in the phase program lead 
to “senseless” perception images which also evince 
themselves in purposeless, i.e. “nonsense” actions, e.g. 
motor processes. However, such program commands 
executed in another environment might cause meaning-
ful actions, so that consideration of the current environ-
ment is significant. The computer system’s learning 
process consists of having the phase programs created 
for a specific, targeted environment, and, based on sys-

tem feedback, having program commands ignored that 
are unsuitable for each task in the current environment, 
and thereby creating a suitable action, e.g. movement of 
sensors. 

The sensors address three different properties or data 
types, whereby the individual program commands are 
compiled as triplets, i.e. as a triple data set composed of 
a, b, and c. When triplets, for example, that have the 
property b in the first position are unsuitable for the 
creation of meaningful actions in the current environ-
ment, they are removed from the phase program. If, for 
example, the following phase program is present: 
 aaa/baa/cba/bcc/aca, 
then the second and fourth triplets beginning with b will 
be cancelled, i.e. removed, so that the following imple-
mentable phase program remains: 
 aaa/cba/aca. 

From this very brief example, one may see that the act 
of ignoring part of the phase program can significantly 
shorten it, so that the calculation time for the entire sys-
tem is also shortened. Actions that are suitable and 
meaningful for the environment may be quickly calcu-
lated. 

The function of this phase program circuit, which is 
modified by this selection circuit, is oriented to genetic 
code: a gene carries so-called codones, i.e. genetic words 
consisting of four (or possibly five) nucleotides A, T, C, 
and G (and possibly U), which represent a reading 
framework for amino acids from which in turn a certain 
protein is created. Comparable to this genetic mecha-
nism, command programs are encoded as phase program 
triplets that represent the structure of a perception image. 
Note, a gene consists of sections of nucleotides which 
may factor a gene (so-called exons), and sections which 
cannot factor a protein (so-called intrones). In order to 
create a functional protein at all, the intrones must be 
“spliced out” of the nucleotide sequence. In science, one 
speaks of a so-called “splicing mechanism”. As soon as 
this mechanism is destroyed in that intrones are not ac-
tually cut out, non-functional “Chimera” proteins or only 
short-lived supported proteins (truncated proteins) come 
into existence. In the phase programming for the com-
puter system based on the invention, this genetic princi-
ple means that program commands encode in the form of 
trigraphs, e.g. triplets of time cycles which encode un-
suitable positions for a qualitative image construction for 
the objects of a certain environment, or tend to lead to 
sense deceptions within the meaning of false perceptions 
if these program commands are not spliced out. 

4. IMPLICATIONS FOR THE  
PATHOPHYSIOLOGY OF THE  
SCHIZOPHRENIC SYNDROME 

Since in schizophrenia various phenomenologies are 
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observed, it is more appropriate to speak of a schizo-
phrenic syndrome [33]. From the perception system 
proposed three main disorders can be deduced that could 
play a role in the pathophysiology of the schizophrenic 
syndrome. First, a disorder of phase programming in the 
glial syncytium occurs. Second, phase programs cannot 
be transferred to the neuronal system in synapses. Third, 
the switching mechanism is defective so that the oli-
godendrocyte-axonic system is affected. These disorders 
can also be combined which determines the severity of 
the schizophrenic syndrome. 

4.1. Incomplete Generation of Phase Programs 
Caused by a Loss of Gap Junctions 

If the function of an amount of gap junctions in the glial 
syncytium is genetically or (and) by stress disturbed, the 
network is incomplete (“leaky”) [34]. Hence, complete 
cycles of phase programs cannot be generated. Even if 
the synaptic glial-neuronal interactions would remain 
intact, phase programs cannot work, since incomplete 
triplets are unable to conduct analyses of the various 
object qualities in the environment. Hallucinations may 
be caused by this perception disorder. In visual halluci-
nations, for example, uncanny scenes arise where unreal 
objects are composed, corresponding to neologisms in 
the semantic domain. Such severe cognitive impairment 
also affects thinking, emotions and motor behaviour. 

4.2. Phase Programs cannot be Transferred in 
Synapses Caused by Non-Functional  
Astrocytic Receptors 

As shown in Figure 2, astrocytes exert a modulatory 
function in synaptic information transmission via their 
receptors accompanied by gliotransmission. As in Fig-
ure 8 depicted, the glial receptors (glR) are non-func- 
tional (crosses) and cannot be occupied by neurotrans-
mitters (NT), so that the activation of the gliotransmit-
ters (GT) is impossible. Hence, they cannot negatively 
feedback to the receptors on the presynapse (prR). As a 
consequence, the glia lose their inhibitory or bound-
ary-setting function and the neural transmitter flux is 
unconstrained, as the flux of thought on the phenome-
nological level [35]. 

The glial system in its interaction with the neuronal 
system generates glial-neuronal compartments in the 
sense of specific functional units or operational domains 
[5, 36]. The interactional structure of an astrocyte with 
n-neurons can be defined as an elementary compartment 
of nerve cells. By simultaneously activating and deacti-
vating neurotransmission in all of the synapses envel-
oped by an astrocyte, the astrocyte calcium wave may 
coordinate synapses into synchronously firing groups, 

interpretable as harmonization [7,37]. 
A loss of the glial boundary-setting function is de-

picted in Figure 9. The astrocytes (Aci; Acj) of com-
partment x and compartment y have non-functional glial 
receptors (crosses), so that glia cannot influence neu-
ronal information processing. This genetically deter-
mined disturbance results in a compartmentless neuronal 
network displayed as a group of eight neurons with 28 
connecting lines (according to the formula [n2-n] 2).Such 
a brain is unable to structure the environmental informa-
tion. One may argue that a glial determination of neu-
ronal networks into functional units is not necessary 
because the neuronal system is compartmentalized per se 
[38]. However, there is a qualitative difference between 
the purely neuronal compartments and the 
glia-determined compartments. Neuronal compartments 
may be merely functional for information processing, 
whereas glial-neuronal compartments may in addition 
have an information-structuring potency that we need for 
recognizing the qualitative differences between objects 
and individuals in our environment. That capacity may 
be lost in schizophrenic patients. Therefore, one can also 
speak of a loss of conceptual boundaries in schizophre-
nia. This disorder can affect cognitive processes such as 
thinking. If a schizophrenic patient is unable to delimit 
conceptual boundaries among words, thoughts, or ideas 
with different meanings, then meaningless word con-
structs (neologisms) or disorganized speech are the typi-
cal phenomenological manifestations, called “thought dis-
order”. 

From an ontological point of view, delusions are the 
consequence of the loss of boundaries between the self 
and the others (nonselves). Here, the self is defined as a 
living system capable of self-observation. One could 
also say that our brain embodies a distinct ontological 
locus of self-observation. Everything taking place in the 
brains of schizophrenic patients is reality because they 
cannot differentiate between their inner world and the 
outer world. Therefore, they cannot see ontological dif-
ferences between the selves and the nonselves. This loss 
of ontological boundaries may lead to a delusional mis-
interpretation of reality. 

Hallucinations may be caused by the same disorder. 
However, the perception systems are phenomenologi-
cally affected. A schizophrenic who hears the voice of a 
person in his head is absolutely convinced that this per-
son is really speaking to him. The loss of ontological 
boundaries or inner/outer confusion shows its phe-
nomenological manifestation in the auditory system. 
Such a disorder can also occur in other sensory systems. 
The loss of the glial boundary-setting function may also 
be responsible for motoric and emotional symptoms in 
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schizophrenia as catatonia and affective flattening. Im-
portantly, Kondziella et al [39] argued that astrocytes are 
important in controlling glutamate homeostasis and it is 
therefore necessary to assign a significant role to glial- 
neuronal interactions in the pathophysiology of schizo-
phrenia. Moreover, there is extensive evidence suggest-
ing glial impairment in the cerebral cortex of patients 
with schizophrenia [40]. 

Patients with schizophrenia have trouble distinguish-
ing between expressions of emotions in the faces of peo-
ple. Researchers’ working hypothesis is that the brain of 
these patients cannot focus on a stimulus because they 
are unable to inhibit or gate irrelevant material [41]. This 
means that a schizophrenic brain has lost the capability 
to reject irrelevant information. The crucial function of 
rejection in undisturbed perception is described in Sec-
tion 3. 

4.3. Defective Switching Mechanism Caused by 
Decomposed Oligodendrocyte-Axonic  
Relations Leads to Incoherence of  
Information Processing 

 
The processes of oligodendrocytes that envelop axons 
via myelin sheaths tie axons together in groups according 
to a combinational rule [42]. Axons conduct informa-
tions of various properties. These axonal properties are 
classified into categories by the processes of oligoden-
drocytes. By means of this mechanism the undisturbed 
brain is capable to compose informational qualities and 
can construct meaning from the many details of infor 

mation. In the case of a decrease or loss of oligodendro-
cytes and their myelin sheaths (demyelination), the oli-
godendrocyte-axonic system decomposes so that it is 
incapable of generating categories of information. This 
incoherence may be responsible for symptoms of disor-
ganization in schizophrenia like thought disorder, inap-
propriate affect and incommunicable motor behavior. 

 
Non-functional glial receptors (glR), depicted by crosses, cannot be occu-
pied by neurotransmitters (NT). Since the activation and production of 
gliotransmitters (GT) is not possible, glia do not negatively feed back to the 
presynaptic receptors (prR) and cannot depolarize the postsynaptic neuron. 
This severe synaptic disturbance leads to an unconstrained neurotransmis-
sion (fat arrows). 

Figure 8. Unconstrained neurotransmission in tripartite syn-
apses may cause schizophrenia. 

 

 
Two astrocytes (Aci,j) each form a compartment (x, y) via their synaptic processes (Sy) with four neurons (N1-N4). Since 
the astrocytic receptors are non-functional (crosses), synaptic information processing is unconstrained leading to a com-
partment-less neuronal network. 

Figure 9. Loss of glial boundary-setting function. Generalization of neuronal information processing.      
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The research criteria for alternative dimensional de-

scriptors for schizophrenia [43] differentiate between a 
psychotic (hallucinations, delusions) dimension, a dis-
organized dimension and a negative (deficit) dimension 
of schizophrenia. The disorganized dimension describes 
the degree to which disorganized speech, disorganized 
behaviour or inappropriate affect have been present. This 
kind of schizophrenic symptomatology can be deduced 
from the incoherence of brain functions that may be 
caused by decomposed oligodendrocyte-axonic rela-
tions. 

Thought disorder is the main symptom of cognitive 
disorganization. This appears in incoherent words, 
termed neologisms, and in incoherent sentences (word 
salad) [44].  These symptoms of incoherence may be 
caused by decomposed oligodendrocyte-axonic relations, 
if the cognitive systems are affected. However, one may 
argue that multiple sclerosis is also based on a demyeli-
nating disorder of the brain where oligodendroglia is 
decreased or lost, comparable to the mechanism that is 
hypothesized for symptoms of incoherence in schizo-
phrenia. In addition, patients with multiple sclerosis 
show not only the typical motoric symptoms, but can 
also suffer from cognitive impairments, affective disor-
ders, and even psychotic symptoms [45]. First of all, 
although the pathophysiology of schizophrenia is as yet 
unknown, there is a consensus that the core symptoms 
(delusions and hallucinations) of schizophrenia may be 
basically caused by a disorder in the synaptic informa-
tion processing, so that the astrocyte-neuronal interac-
tion in tripartite synapses must primarily be disordered, 
which is not the case in multiple sclerosis. In line with 
this argumentation all macroglial cells (astrocytes and 
oligodendrocytes) with their syncytia must be considered 
in their interaction with the neuronal system with regard 
to research of the pathophysiology of schizophrenia. 
Therefore, abnormalities of white matter in brains with 
schizophrenia may be mainly responsible for symptoms 
of incoherence and not for the whole schizophrenic syn-
drome. 

Structural magnetic resonance imaging research sug-
gests that schizophrenia is associated with grey matter 
reductions in a network of frontal, temporal, limbic, tha-
lamic, and striatal areas [46]. In addition, abnormalities 
of cerebral white matter, oligodendrocytes and myelin 
have been observed in schizophrenia with in-vivo imag-
ing and post-mortem biochemistry [47]. White matter 
abnormalities are also frequently associated with cogni-
tive impairment in both healthy and diseased individuals, 
and cognitive dysfunction is an important component of 
schizophrenia [48,49]. 

Although the neurobiological origins of the abnor- 

malities in white matter of brains with schizophrenia are 
unclear, gene studies involved in the maintenance of 
white matter structures may be particularly fruitful in 
schizophrenia. Recently, data gathered in a number of 
model systems indicated that axonal RNAs are synthe-
sized in the surrounding glial cells. Experiments on the 
perfused squid giant axon have definitely proven that 
axoplasmic RNAs are transcribed on periaxonal glia. 
Their delivery to the axon occurs by a modulatory 
mechanism based on the release of neurotransmitters 
from the stimulated axon and on their binding to glial 
receptors [20,50]. 

5. FUTURE PROSPECTS 

Since the computer system for simulation of human per-
ception is implementable in a robot brain [8], an alterna-
tive approach to experimental biological brain research 
is available. Moreover, the underlying brain model is 
based on the structures and functions of both the neu-
ronal and the glial system. The latter may generate in-
tentional or phase programs that characterize subjective 
systems. Therefore, a robot brain endowed with inten-
tions may show features of subjectivity in its behaviour. 
Importantly, the perception mechanism proposed does 
not primarily work as a pattern-recognition system but as 
a pattern-generation system. 

What the so-called mental disorders concerns, we can 
also implement these disorders in a robot brain as de-
scribed for schizophrenia. Then the robot could teach us 
what we know about these disorders, what we should 
further investigate and what probably remains unknown. 
The hypothesis that the schizophrenic syndrome may 
essentially be caused by non-functional astrocytic re-
ceptors is experimentally testable. Since the splicing 
code has recently been deciphered [51], the hypothesis 
that non-functional, truncated astrocytic receptors are 
caused by a non-splicing of introns can be investigated 
at least in post-mortem brains with schizophrenia. 
Should these non-functional receptors be identified, the 
substitution of proteins identical with astrocytic receptor 
types could represent a novel therapeutic approach to the 
schizophrenic syndrome. 
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ABSTRACT 

In recent times genetic network analysis has been 
found to be useful in the study of gene-gene inter-
actions, and the study of gene-gene correlations is a 
special analysis of the network. There are many 
methods for this goal. Most of the existing methods 
model the relationship between each gene and the 
set of genes under study. These methods work well 
in applications, but there are often issues such as 
non-uniqueness of solution and/or computational 
difficulties, and interpretation of results. Here we 
study this problem from a different point of view: 
given a measure of pair wise gene-gene relationship, 
we use the technique of pattern image restoration to 
infer the optimal network pair wise relationships. 
In this method, the solution always exists and is 
unique, and the results are easy to interpret in the 
global sense and are computationally simple. The 
regulatory relationships among the genes are in-
ferred according to the principle that neighboring 
genes tend to share some common features. The 
network is updated iteratively until convergence, 
each iteration monotonously reduces entropy and 
variance of the network, so the limit network 
represents the clearest picture of the regulatory 
relationships among the genes provided by the data 
and recoverable by the model. The method is illus-
trated with a simulated data and applied to real 
data sets. 

Keywords: Convergence, Gene-Gene relationship, Neigh- 
borhood, Pattern analysis, Relationship measure. 
 
1. INTRODUCTION 

A gene regulatory network (also called a GRN or genetic 
regulatory network) is a collection of DNA segments in 
a cell which interact with each other (indirectly through 
their RNA and protein expression products) and with 
other substances in the cell, thereby governing the rates 
at which genes in the network are transcribed into 

mRNA. From methodology point of view, genetic net-
works are models that, in a simplified way, describe 
some biological phenomenon from interactions between 
the genes. They provide a high-level view and disregard 
most details on how exactly one gene regulates the ac-
tivity of another. The gene-gene pair wise relationships 
provide a special insight of the network and are of inter-
est in the study. 

Our work is closely related to that of genetic network 
analysis, and we first give a brief review of the methods. 
Some methods are deterministic, such as differential 
(difference) equation models [1-3], which may not be 
easy to solve nor have unique solutions. Since the ge-
netic network is a complex system, any artificial model 
can only explain part of its mechanism; the unexplained 
parts are random noises, so we prefer a stochastic model. 
Existing stochastic methods for this problem including 
the linear models [4,5] or generalized linear models [6], 
the Bayesian network [7,8] etc. All these methods have 
their pros and cons, but have the common disadvantage 
that the solution may not be unique and the results are 
not easy to interpret. Also, when the network size ex-
ceeds that of the data, these methods break down. In 
genetic work the pair wise regulatory relationships 
among the genes are important. For such data, it is of 
interest to investigate the underlying patterns that may 
have biologic significance, in particular those arising 
from pair wises regulatory relationships among the 
genes. Here we study this problem from a different point 
of view. Given a measure of pair wise gene-gene rela-
tionship, we compute the measures from the data, and 
use the technique of pattern recognition and image res-
toration to infer the underlying network relationships. 
The pair wise regulatory relationships among the genes 
are inferred according to the principle that neighboring 
genes tend to share some common features, as neigh- 
boring genes tend to be co-regulated by some enhancers 
because of their close proximity [9]. In this method, the 
solution is unique and computationally simple, the re-
sults are easy to interpret and the network can be of any 
size. In the following we describe our method, study its 
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basic properties, and illustrate its application. This me-
thod is used to reveal the true relationships of structured 
high dimensional data array [10-12]. 

2. MATERIALS AND METHODS 

The gene expression data are generally time dependent, 
as in Iyer et al. [14]. Let ( )ijX t  ( 1,..., ; 1,i m j   
..., ; 1,... )n t k  be the observed gene expression re-
sponse for subject i, gene j at time t. Denote 

1( ) ( ( ),..., ( )) 'i i inx t x t x t  be the observations across all 
the genes for subject i, and we use ( )x t  to denote a 
general sample of the ( )ix t ’s. Often for this type of data, 
m and k are in the low tens, and n in the tens to thousands. 

The commonly used differential equation model for 
genetic network analysis is a set of first order homogeneous 
differential equations with constant coefficients, in the 
simple case, has the form 

( )
( )

dx t
Wx t

dt
 , 

where ( )ijW w  is the n × n matrix of unknown regu-

latory coefficients to be solved. This type of models and 
its more specific and complicated variations characterize 
well the dynamic of the network over time. The base 
solution of the above equation set is the matrix exponen-

tial 1
0

: / !: ( ( ),..., ( )) 'tW r r
n

r

e t W r v t v t




  , and the general 

solution of it has the form 
1

( ) ( )
n

i j j
j

x t c v t


  x_{i} (t), 

(i = 1,...,m), where the jc ’s are constants to be deter- 
mined by initial conditions from the data. So there are in 
total n² + n = n(n + 1) coefficients, n2 of them from W 
and n from the jc ’s, to be determined from a total of 
mnk data points. When mnk < n(n + 1) these coefficients 
can not be determined; when mnk ≥ n(n + 1) they may 
be uniquely or non-uniquely determined, or may still be 
not determined. For differential (difference) equation 
models more complicated than this, solutions are more 
difficult to get. 

The commonly used stochastic model is the multi-
variate linear model 

( 1) ( ) ,i i ix t Wx t     ( ) 0,iE    (i = 1, …, m; t = 1, …, 

k-1) 

where 1( ,..., ) 'i in    is the random deviations unex-
plained by the model. Denote ( ) ( ( ))ijX t x t , if X′(t)X(t) 
is non-singular, the least-squares solution of the above 
model is W = X’(t + 1) X(t) (X’(t) X(t))-¹, and it may have 
multiple solutions for different t. For '( ) ( )r rX t X t  to be 
non-singular, one must have n ≤ m. Even for n < m, 

'( ) ( )r rX t X t  may not necessarily be non-singular. This 
puts an immediate restriction on the size of the network 

to be analyzed. Also, the solution of the above model 
may not be unique due to different time points. 

For these reasons, we study the problem from a dif-
ferent point of view; by analyze the pair wise gene-gene 
relationships in the network. In the following we de-
scribe our model in which there is always an unique so-
lution, the result is easy to interpret, and there is no re-
striction on the size of the network. Since the pattern in 
the genetic network is based on the principle of neigh-
boring similarity, the order of the genes matters in the 
study, and generally we assume the genes are arranged in 
their chromosome order. 

First we need a measurement for the relationship be-
tween any pair of genes, and the network can be repre-
sented by the matrix of the pair wise relationships. For 
large network, linear relationship is not adequate to use, 
as most of the coefficients will be very small. Also, as 
mentioned above, such model in this case has no solu-
tion because of the small sample size. Pearson’s correla-
tion is a good choice for this purpose, other choices in-
cluding Kendal’s tau and Spearman’s rho, etc. Here we 
illustrate the method with Pearson’s correlation, and our 
goal is to infer the triangular correlation matrix 

1( )ij i j nR r     from the observed data, where ijr  is the 
Pearson’s correlation coefficient between genes i and j. 
As usually the number m of individuals is small (some-
times as few as 2), estimate the correlations using the 
data at each time point alone is inadequate. So we use all 
the data to estimate them. An empirical initial version of 
these correlations are 

( )

1 1

( ( ) ( ))( ( ) ( ))1

( ( )) ( ( ))

m k
ri i sj jo

ij
r s i j

x t x t x t x t
r

mk Var x t Var x t 

 
   , 

( (1 )i j n                                  (1) 

where 
1

1
( ) ( ),

n

i ri
r

x t x t
m 

   

2

1

1
( ( )) ( ( ) ( )) ,

n

i ri i
r

Var x t x t x t
m 

   (i = 1,...,n; s=1,...,k). 

here the ( )rix t ’s are not i.i.d. over the time t’s, and the 
sample size mk is often not large, so the above empirical 
correlations are very crude evaluations of the true corre-
lations ijr ’s. The initial table (0) (0)( :1 )ijR r i j n     
is used as the raw data for the next step analysis. For 
each fixed i the observations ( )ix t s at different time 
conditions reduced the common features in the data, this 
table is biased as an estimate of R. We need to restore 
their values according to the basic property of the ge-
netic regulatory system. Many reports have shown that 
nearby genes tend to have similar expression profiles 
[13-16], thus nearby pairs of genes tend to have similar 
relationships, and their correlations tend to be close. This 
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is just the same principle as used in image restoration of 
data arrays of any size. In the following we use this 
technique to reduce the bias and improve the estimate of 
R based on the observation (0)R . 

Meloche and Zammar [10] considered a method for 
image restoration of binary data, here we adopt their idea 
and revise their method to gene expression analysis for 
continuous data. We assume the following model 

(0) ,ij ij ijr r    ij  ~ 2(0, )N  , (1 ≤ i < j ≤ n)     (2) 

for some unknown 2  > 0, where the ij ’s represent 
the part of measurements unexplained by the true reg-
ulatory relationships in the model. Define the neighbor 

(0)
ijR  of (0)

ijr  to be the collection of the nine immedi-
ate members of (0)

ijR  of (0)
ijr  = { (0) :| | 1,abr a i   

| | 1b j  }, which includes (0)
ijr  itself at the center. 

For (0)
ijr ’s on the boundary of (0)R the definition is 

modified accordingly. For example, (0)
1,2R  and 

(0)
1,n nR   has only three members, (0)

1, jR  (3 < j < n-1) 
has six members, etc. Larger neighbors of different 
shapes can also be considered; here we only illustrate 
using the above neighbor systems. We assume the 

(0)
ijr ’s only depend on their neighbors (0)

ijR ’s. The aim 
is to provide estimates ijr


’s for the true ijr ’s based on 

the records (0)R . We assume the estimates have the 
form for some function h(⋅) to be specified. The per-
formance of the estimates will be measured by the aver-
age conditional mean squared error. 

 
(0)( )ij ijr h R , (1≤i < j ≤n),           (3) 

2 (0)

1

2
[( ) | ]

( 1) ij ij
i j n

E r r R
n n   


  

        (4) 

The optimal set of estimates is the one which mini-
mizes (4). Although ijr  is deterministic, we may view 
it as a realization of the random variable IJr  with (I, J) 
uniformly distributed over the integer set 
 {( , ) :1 }S i j i j n    . So (4) can be rewritten as 

2 (0) 2 (0)

(0) 2 (0)

[( ) | ] [( ) | ]

[( ( ) ) | ]

IJ IJ IJ IJ IJ

IJ

EE r r R E r r R

E h R r R

  

 

 
 

Thus by (3), the minimizer of (4) is achieved by 
* (0) (0) (0): ( ) ( | ) ( | )IJ IJ IJ IJ IJr h R E r R E r R  

, and so 
* (0) (0)( ) ( | ).ij ij IJr h R E r R 

 

To evaluate the above conditional expectation, we 
need a bit more preparation. Note 2  is estimated by 

2 (0) 2

( , )

2
( )

( 1) ij
i j S

r r
n n




 
 

, (0)

( , )

2

( 1) ij
i j S

r r
n n 


  . 

Denote 2( | )t   the normal density function with 
mean 0 and variance 2 . Denote ijS  as the collection 

of indices for (0)
ijR . Given (0)

ijR , for ( , ) ijI J S , view 
(0)

IJr  as a random vector over indices (I,J). We define 
the conditional distribution of (0)

IJr  as 

(0) (0) (0)

(0) (0)

( | )

{# } 1

| | | |

IJ uv ij

ij uv

ij ij

P r r R

member in R r

S S




 

   

In the above we used the fact that the (0)
uvr are con-

tinuous random variables, so the collection {members in 
(0)

ijR = (0)
uvr }={ (0)

uvr } almost surely. The correspond-
ing conditional probability is defined as 

(0)

(0) (0) 2 (0) (0)

(0) (0) 2 (0) (0)

( , )

(( , ) ( , ) | )

( | ) ( | )

( | ) ( | )
ij

ij

uv ij uv ij

uv ij uv ij
u v S

P I J u v R

r r P r R

r r P r R

 
 



 




, (u,v) ijS  

By (2), we deduce (0) (0)( | , ( , ) ( , ))IJ IJ uvE r R I J u v r  , 
so we have 

(0) (0)

( , )

(0)

( | ) ( | , ( , )

( , )) (( , ) ( , ) | )

ij

ij IJ ij IJ ij
u v S

ij

r E r R E r R I J

u v P I J u v R



 

 



 

(0) (0) (0) 2 (0) (0)

( , )

(0) (0) 2 (0) (0)

( , )

( | ) ( | )

( | ) ( | )
ij

ij

uv uv ij uv ij
u v S

uv ij uv ij
u v S

r r r P r R

r r P r R

 

 












 

(0) (0) (0) 2 (0) (0) (0) 2

( , ) ( , )

(0) (0) 2 (0) (0) 2

( , ) ( , )

( | ) ( | )

( | ) ( | )
ij ij

ij ij

uv uv ij uv uv ij
u v S u v S

uv ij uv ij
u v S u v S

r r r r r r

r r r r

   

   
 

 

 

 
 

 

 




,      

(i, j) ijS                            (5) 

The matrix ( )ijR r
 

 is our one-step restored esti-
mate of the genetic correlation network R, we also de-
note it by (1) (1)( )ijR R r  . 

Denote F(⋅) the operator given in (5), as 
(1) (1)( )ij ijr F R , and denote (1) (1)( )ij ijr F R  
(1) (0) (0)( ) ( | )R F R E R R  . We view F(⋅) as a filter for 

the noises, so (1)R  is a smoothed version of (0)R . Let 

IJR r  be the random variable of the ijr ’s over the 
random index (I,J) and the variation of possible values 
of the ijr ’s, with density p(⋅), its uncertainty can be 
characterized by variance and entropy, which is defined 
as 

H(p) = –E[log p(R)]= –∫p(r)log p(r)dr. 

It is maximized or most uncertain when R is uni-
formly distributed, and has smaller value when the dis-
tribution of r is more certain. It has some relationship 
with variance. The former depends on more innate fea-
tures, such as moments, of the distribution than the latter, 
which only measures the disparity from the mean. When 
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p(⋅) is a normal density with variance 2 , then 
2( ) 1 2H p   . For many commonly used parametric 

distributions, entropy and variance agree with each other, 
i.e. an increase in one of them implies so for the other. 
But this is not always true and a general closed form 
relationship between variance and entropy does not exists. 
Variance is more popular in practice because of its sim-
plicity. 

Although generally, in the image restoration context, 
R is estimated by just applying F once, a natural question 
is what will happen if we use the operator F repeatedly? 

i.e. let ( 1) ( 1) ( ) ( )( ) ( ) ( | )k k k k
ijR r F R E R R     for k ≥ 0.        

To investigate this question, we impose the model 
( ) ( ) ,k k

ij ij ijr r    ( )k
ij  ~ ),0( )(2 kN  , (1≤i < j ≤n) 

(6) 

The estimators ( )k
ijr  ‘s are obtained by minimizing 

2 ( )

1

2
[( ) | ]

( 1)
k

ij ij
i j n

E r r R
n n   


  

 

and are given by 
( ) ( )( | )k k

ij IJ ijr E r R . 

similarly 2( )k  is estimated by 

2( ) ( ) ( ) 2

( , )

2
( )

( 1)
k k k

ij
i j S

r r
n n




 
 

,

( ) ( )

( , )

2

( 1)
k k

ij
i j S

r r
n n 


  . 

Since n is usually large, 2( )k  is a good estimator of 
2( )k . Corresponding to (5), we have 
( 1) ( ) ( )( | )k k k

ij IJ ijr E r R    

( ) (0) (0) 2

( , )

(0) (0) 2

( , )

( ) (0) (0) 2( )

( , )

(0) (0) 2( )

( , )

( | )

( | )

( | )

( | )

ij

ij

ij

ij

k
uv uv ij

u v S

uv ij
u v S

k k
uv uv ij

u v S

k
uv ij

u v S

r r r

r r

r r r

r r

 

 

 

 






























, (i,j) ijS  , k 1  (8) 

In the above we do not replace the (0)
ijr ’s by the 

( )k
ijr ’s in ( | )    but with 2(0) replaced by the step k 

estimator 2( )k , only for the reason of simplicity in the 
proof of the Proposition below. Finally, 2( )k  is re-
placed by 2( )k  in actual computation. 

Although few density functions are convex, many of 
them are log-convex. For example, the normal, exponen-
tial (in fact any quadratic exponential families), Gamma, 
Beta, chisquare, triangle, uniform distributions. But 
some are not, such as the T and Cauchy distributions. 

Condition A) does not require all the ( ) ( )kp  ’s to belong 

to the same parametric family, nor even to be parametric. 
Condition B) is satisfied for almost all parametric fami-
lies as few parametric families require more than the 
first two moments to determine. The only restriction we 

make is that all the ( ) ( )kp  ’s belong to the same para-

metric family. 
View ( )kr  as a random realization of the ( )k

ijr ’s and 
as of (0)R , let ( ) ( )kp  be the density function of ( )kr . 
To study the property of the algorithm, we say a 
non-negative function f(⋅) is log-convex if log f(⋅) is 
convex, and assume the following conditions 

A) ( ) ( )kp   is log-convex for all k. 
B) All the ( ) ( )kp  ’s belong to a parametric family 

which is determined by the fist two moments. 
Our algorithm has the following desirable property 

(see Appendix for the proof) 
 
Proposition. 1) Assume either A) or B), then 

( 1) ( )( ) ( ),k kH p H p   k ≥0. 

2) 2( 1) 2( )k k   , k ≥0. 

3) As k →∞, the table ( )kR  converges in 
the component wise sense: 

( ) *kR R  

for some stationary array * * (0)( , )R R R F . 
This Proposition tells us that, if the assumption of 

neighboring similarity is valid for (0)R , then the esti-
mates ( )kR  become more and more clear (less entropy), 
and more and more accurate as an estimator of R (less 
variance). So (*)R  is the sharpest picture the data (0)R  
provide and can be restored by the filter F, the innate 
regulatory relationships among the genes can be recovered 
by filter F and provided by the data (0)R  under the 
ideal situation of no noise. Intuitively, this picture has 
some close relationship with the haplotype block struc-
tures. 

As of small sample size (mk) and large number 
(n(n-1)/2) of parameters, there is no way of talking about 
the consistency of R to R. So in general (*)R  and R may 
not equal, however our algorithm enable us to do the 
best effort we can. Convergence of ( )kR  can be ac-
cessed by the distance criteria: for a given > 0 (usually 
=1/100 or 1/1000) 

( 1)( 1) ( ) ( )
1

2
( , ) | |

( 1)
kk k k

ij ii
i j

d R R r r
n n





  
   

 or 

( 1)( 1) ( ) ( ) 1/2
2

2
( , ) ( ( ))

( 1)
kk k k

ij ii
i j

d R R r r
n n





  
  . 
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Network at each time. We may also investigate the 
problem at each different time point t. In this case (1) 
is replaced by 

( )

1

( ( ) ( ))( ( ) ( ))1

( ( )) ( ( ))

m
ri i rj jo

ij
r i j

x t x t x t x t
r

m Var x t Var x t

 
  , (1 )i j n    

where, 
1

1
( ) ( ),

m

i ri
r

x t x t
m 

   

2

1

1
( ( )) ( ( ) ( )) ,

m

i ri i
r

Var x t x t x t
m 

   (i = 1,...,n; t = 

1,...,k) 

and (0)R (t) = ( (0) ( )ijr t : 1 ≤ i < j ≤n) be the corre-

sponding initial table at each t, and the neighborhood 
for (0) ( )ijr t  is (0) ( )ijR t  = { (0)

abr : |a-i|≤1,|b-j|≤1}. In 

this case (6) is 
( ) ( )( ) ( ) ( ),k k

ij ij ijr t r t t   ( ) ( )k
ij t  ~ 2( )(0, ( ))kN t ,  

(1 ≤ i < j ≤ n) 

and ( ) ( ) ( )( ) ( ( ) | ( )).k k k
ij IJ ijr t E r t R t  

let 2( ) ( ) ( ) 2

( , )

2
( ) ( ( ) ( ))

( 1)
k k k
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i j S

t r t r t
n n




 
  , 

( ) ( )
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2
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( 1)
k k
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i j S

r t r t
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(8) is now ( 1) ( ) ( )( ) ( ( ) | )k k k
ij IJ ijr t E r t R    
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, (i,j) ijS  , 

k 1  

The matrix ( ) ( )( ) ( ( ))k k
ijR t r t  is the k-step re-

stored estimate of the genetic correlation network 
( ) ( ( ))ijR t r t  at time t. The proposition is then hold 

for each fixed t. 

3. SIMULATION STUDY 

We simulate 40 genes over 12 time conditions at time 
(hour) points 1 12( ,..., )t t  = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 
12) for 6 individuals by mimicking the setting of the data 
analyzed in Iyer et al. [17]. We simulate the genes from 
6 clusters, the numbers of genes in each cluster are given 
by the vector 1 6( ,..., )n n  = (8, 6, 4, 4, 6, 12). The base-
line values of the gene expressions over time t ∈ [0,12] 

in cluster k are generated by functions of the form 

     1 2 3sin sin / 2 sin( / 3)k k k kh t a t a t a t   , (k = 

1,....,6). 

Let h(t) be the vector of length 40, with first n₁ com-
ponents given by h1(t), second n2 components by h2(t),...., 
last n6 components by h6(t). Denote 1 2 3( , , )k k k ka a a a . 

We arbitrarily choose the ka ’s as a1 = (0.54, –0.18, 

1.23), a2 = (–0.12, –0.25, 0.45), a3 = (1.0, –0.55, –0.15), 
a4 = (–0.32, –0.15, –0.65), a5 = (0.15, 0.25, 0.35) and a6 
= (–0.52, –0.45, –0.55). First we need to simulate the 

ijr ’s with coordinated patterns. We divide the 40 genes 

into the 6 clusters, and assume independence among the 
clusters. 

Then for given a covariance matrix 1 6     
we generate the data using this  and the time condi-
tions, where k  is the covariance matrix for the genes 
in cluster k. Directly specifying a high dimensional posi-
tive matrix is not easy, we let each k  has the structure 

'k k kQ Q  , for some kQ  non-singular, so that k  
is positive definite. Note that the 'k kQ Q ’s may not be 
correlation matrices, but they are covariance matrices, so 
is  . Let kQ  be upper diagonal with dimension kn . 
The non-zero elements of Q1 are drawn from U(0.5,0.8); 
those for Q2 from U(0.2,0.4); those for Q3 from 
U(0.2,0.6), those for Q4 from U(–0.3, –0.1); those for Q5 
from U(0.6,0.9); and those for Q6 from U(–0.8, –0.6). 
Then let 1/2

1 6Q Q   . The 6 individuals are i.i.d, 
so we only need to describe the simulation of observa-
tion 1 1{ ( ) : 1,..., 40; 1,...,12}jx x t j t   of the first indi-
vidual. Note for each fixed t, 1 11 1,40( ) ( ( ),..., ( ))x t x t x t has 
covariance matrix  . We first generate 1 40( ,... )y y y  
with the components i.i.d. N(0,1), then 

1/2
1( ) ( ) ( )x t h t y t    is the desired sample, where 

for each fixed t, 1 40( ) ( ( ),..., ( ))t t t   is the noise, with 
the ( )i t ’s i.i.d N(0,1) and independent over t. Convert 
the covariance matrix ( )ij   to a correlation matrix 

( )ijR r  as /ij ij ii jjr     only for i < j. Using the 
data ( ( ))ijX x t , we compute the ( )kR ’s from (8) then 
use perspective plots to compare the restored correla-
tions after convergence at step k, ( )kR , the one-step re-
stored (1)R , the initial estimated (0)R  and the true 
simulated correlations R. 

After computation, the algorithm meets the conver-
gence criterion at iteration 14 with = 10⁻⁴. The distances 
between the observed, first step estimate and last step 
estimate are: d1(

(0)R , R) = 0.125, d1(
(1)R ,R) = 0.108 and 

d1(
(14)R , R) = 0.094. We see that the estimate after con-

vergence is closest to the true correlations. The results 
are displayed in Figure 1 below. We only display the 
correlations ijr  for j > i. Those values for ijr  is 1’s, 
and those for ijr  (i > j) are set to zero’s, which can be 
obtained by symmetry. 
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From this figure we see that the correlations computed 
from the raw data, panel (b), are very noisy, the true pat-
tern, panel (a), in the network is messed up. The 
one-step estimate, panel (c), gives some limited sense, 
while the final estimates, panel (d), recover the true pic-
ture with reasonably well. Considering the large number 
of 40(40+1)/2 = 820 parameters and the small number of 
15 individuals on 40 genes, the last step estimates are 
quite a success. Large number of simulations yield simi-
lar results, the convergence criterion is met with 10 to 15 
iterations. 

Note we only used networks of 40 genes, as large 
networks are not easy to display graphically. The com-
putations of a network with n genes is in the order 
n(n-1)/2, so there should be no computational problem 
for ordinary computer using this method to restore even 
the whole genome. 

4. RESULTS 

We use the proposed method to analyze the data with 30 
microarray chips from the Stanford microarray database: 

http:// smd.stanford.edu/cgi-bin/search/QuerySetup.pl. 
The Category is Normal tissue and the subcategory is 
PBMC, the following 30 files are the Raw data in the 
database: 19430.xls, 19438.xls, 19439.xls, 19446.xls, 
19447.xls, 19448.xls, 19449.xls, 19450.xls, 19451.xls, 
19500.xls, 19505.xls, 19506.xls, 19507.xls, 21407.xls, 
21408.xls, 21409.xls, 21410.xls, 21411.xls, 21412.xls, 
21413.xls, 21414.xls, 21415.xls, 21416.xls, 21424.xls, 
21425.xls, 21426.xls, 21427.xls, 21428.xls, 21429.xls, 
21430.xls. The data we used are the overall intensity 
(mean), the 67th column in the 30 excel files. We choose 
three subsets of genes on the 30 arrays: set I is genes 
0-49, set II is genes 1000-1049 and set III is genes 
5000-5049 from the original data set. There are 80 variable 
for each array. We choose the intensity from normal 
people for our analysis. The initial correlation coeffi-
cients among the genes computed from the raw data in 
each set, and those estimated after convergence by our 
algorithm are shown in Figures 2-4. Clearly the initial  

 

 

Figure 1. Network Correlations: (a). Simulated R , (b) Initial (0)R , (c) One-step Restored (1)R , (d) k-step 

Converged ( )kR  
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correlations are noisy and difficult to see any patterned 
relationships among the genes. In contrast, the restored 
pictures are quite clear. For set I, the coefficients are 
rather homogeneous with values around 0.5, but there is 
a clear boundary around gene 43, which suggests that 
most of the genes in this set have similar relationships, 
or functions. But gene 43 seems to have its own separate 
mechanism. Genes 38 and 29 also have weak relation-
ships with the other genes. For set II, the relationships 
among the genes are not so homogeneous. The genes are 
moderately correlated with coefficients around 0.5, some 
genes around positions 10, 16, 24, 30, and 38 have weak 
interactions with the other genes. For set III, there is 
moderate coordinating pattern among the genes, but three 
genes, around positions 15, 29, and 40, appears to have 
relatively independent patterns of regulatory functioning. 

5. CONCLUDING REMARKS 

We considered a image restoration method for genetic 
network analysis. This method gives unique solution, the 

results are easy to interpret and computationally simple. 
We may implement the genetic distances among the 
genes into the updating system given in (8). The method 
is not confined to correlation coefficients among genes, 
other measures of gene-gene relationships can be con-
sidered analogously. Very large networks can be ana-
lyzed in principle, the only challenge is how to display 
the results. We found when the number of genes exceeds 
50, the figure is difficult to distinguish visually. The 
computation for a network of size 40 takes about a cou-
ple of minutes using the Splus software. It will be much 
faster using the C program, and there should be no prob-
lem to analyze the whole genome by this method. The 
only requirement is that the data be arranged in their 
chromosomal order, otherwise the results may not easy 
to interpret. 

The method can also be used for other analysis purposes 
and data types, such as cluster analysis. Cluster objects 
by pattern similarities, etc. It can be used to analyze 
qualitative data type such as haplotype analysis. 

 
Figure 2. Real data I: initial (left panel) and restored (right panel) correlations. 

 

 
Figure 3. Real data II: initial (left panel) and restored (right panel) correlations. 



A. Yuan et al. / J. Biomedical Science and Engineering 3 (2010) 978-986 

Copyright © 2010 SciRes.                                                                  JBiSE 

985

 

Figure 4. Real data III: initial (left panel) and restored (right panel) correlations. 
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Appendix 

Proof of the Proposition. Recall  
( 1) ( 1) ( 1) ( )( )k k k k

IJ IJr r r R     is random in (I,J) and 
( )kR ; for fixed (I,J)=(i,j), ( 1) ( 1) ( )( )k k k

ij jir r R   is ran-
dom in ( )kR ; ( 1) ( 1) ( ) (0)( | )k k k

IJ IJr r R R   is random in 
(I,J) (discrete); also  

( 1) ( ) ( ) ( ) ( )( | ) [ | ]k k k k k
IJ UV IJr E r R E r R    for random 

index (I,J)∈S and random index ( , ) IJU V S . 
1) We first prove the result under condition A). We 

have 
( 1) ( 1) ( ) ( 1)

( 1)
( 1) ( 1) ( )

( )

log ( ) log ( )

( )
( ) log ( || ) 0,

( )

k k k k

k
k k k

k

E p r E p r

p r
p r dr D p p

p r

  


 



  
 

which is the relative entropy between ( 1) ( )kp    and 
( ) ( )kp  . It is known that ( 1) ( )( || ) 0k kD p p  with “=” 

if and only if ( 1) ( )( ) ( )k kp p    . Note log-convexity of 
( ) ( )kp   imply, for each given ( )k

IJR , 
( ) ( ) ( ) ( ) ( ) ( )log ( [ | ]) [log ( ) | ]k k k k k k

IJ IJp E r R E p r R . 

Thus by the above two inequalities we get 

( 1) ( 1) ( 1) ( ) ( 1)

( ) ( ) ( ) ( ) ( ) ( )

( ) log ( ) log ( )

log ( [ | ]) ( [log ( | ])

k k k k k

k k k k k k
IJ IJ

H p E p r E p r

E p E r R E E p r R

      

  
( 1) ( ) ( )log ( ) ( ).k k kE p r H p     

Under condition B), the result in Ebrahimi et al. [18] 
states that entropy and variance agree each other. i.e. one 
increase/decrease implies the other. Now the conclusion 
is immediate from 2). 

2) By the total variance formula, we have 

( ) ( )

( ) ( ) ( ) ( )

( )

[ ( | )] ( [ | ])

k k
UV

k k k k
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, 

( 0,1, 2,...).k    

3) We only need to prove the convergence of the 

component ( )k
ijr  for any fixed (i,j). In fact from (8), for 

any integer m and k we have 
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(i,j) ∈ S, k,m = 0,1,2... 

Since (0)   and ( ) 0k  , by ii), we have 
( ) *k   for some 0 ≤ * < ∞. So if we let 
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(i,j) ∈ S, k,m=0,1,2... 

then ( ) ( ) (1)k m k m
ij ijr r o    as k →∞, thus we only need 

to prove the convergence of  
{ ( )k m
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Note 
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 is a Cauchy sequence, and the con-

vergence follows. 
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ABSTRACT 

Budding yeast are a fundamental organism at the 
center of systems biology research. Understanding 
the physiology and kinetics of their growth and di-
vision is fundamental to the design of models of 
gene regulation and the interpretation of experi-
mental measurements. We have developed a Leslie 
model with structured volume and age classes to 
understand population growth and cell cycle syn-
chrony in budding yeast. The model exhibits broad 
agreement with a variety of experimental data. The 
model is easily annotated with volume milestones 
and cell cycle phases and at least three distinct 
goals are realizable: 1) One can investigate how any 
single cell property manifests itself at the popula-
tion level. 2) One can deconvolve observed popula-
tion averages into individual cell signals structured 
by volume and age. 3) One can investigate control-
lability of the population dynamics. We focus on the 
latter question. Our model was initially designed to 
answer the question: Can continuous volume filtra-
tion extend synchrony? To date, most general ex-
perimental methods can produce an initially syn-
chronous population whose synchrony decays rap-
idly over three or four cell cycles. Our model pre-
dicts that continuous volume filtration can extend 
this maintenance of synchrony by an order of mag-
nitude. Our data inform the development of simple 
fluidic devices to extend synchrony in continuous 
culture at all scales from nanophysiometers to bio-
reactors. 
Keywords: Quantitative Biology, Systems Biology, 
Volume Filtration, Cell Cycle 
 
1. INTRODUCTION 

Unlike the simple volume symmetric division of E. Coli 

[1], an initially synchronous culture of budding yeast 
become asynchronous and stationary very rapidly. While 
stable, synchronous, autonomous oscillations have been 
observed and are of enormous interest, they do not occur 
generically and are far from understood [2-5]. Popu- 
lation synchrony is often monitored by tracking the 
percent of a culture that is budded as a function of time. 
The physiological factors influencing the rapid decay of 
cell cycle synchrony in budding yeast were investigated 
three decades ago. It was found that new daughter cells 
take longer to traverse the mitotic cycle than their 
mothers because of a volume asymmetry at division. 
That is, daughter cells at the time of division, are smaller 
in volume than their mothers. Furthermore as mothers 
age they give rise to progressively smaller daughters on 
average [6], compounding the problem. Currently there 
is renewed interest in the physiology of replication in 
relation to aging and the asymmetric partitioning of 
biomolecules between mother and daughter [1,7,8]. 

As yeast are now routinely the subject of expression 
analysis, synchronous growth and division has important 
and largely unexplored implications for attaching mean- 
ing to commonly measured population signals [5,9]. Our 
interest in developing a model for the volume growth and 
population synchrony of budding yeast stems from our 
previous work on an ostensibly simple gene regulatory 
circuit involved in nitrogen catabolite repression (NCR). 
An analysis of a minimal model of the NCR-circuit 
indicates that the components of the system oscillate in 
phase with the cell cycle [10,11]. In order to understand 
how a cellular oscillation is observable at the population 
level, and further, how one could engineer an experiment 
to convincingly demonstrate periodic oscillation at the 
cellular level from a population measurement, we under- 
took the development of a structured population model of 
yeast growth and division to be described. 

The central observations of this study are theoretical 
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in nature and can be summarized as follows. Theore- 
tically, volume symmetric division leads to persistent 
synchrony. Each strain of budding yeast has a charac- 
teristic mean daughter—mother division volume asym- 
metry, some more and some less pronounced. Paren- 
thetically, this asymmetry is a function of growth rate 
and has been shown to be inversely proportional to it 
[12]. As the asymmetry between mother and daughter 
division volume increases, synchrony decays in a predic- 
table way. For a given strain of yeast, growing exponen- 
tially in a bioreactor, our model predicts that continuously 
filtering out the smallest and largest cells extends the 
synchrony of the system. Our model predicts that with 
judicious choices of filtration cutoff volumes, synchrony 
can be extended by an order of magnitude. Given strain 
specific measurements our model can be used to predict 
design parameters such as the filtration cutoff volumes. 
The filtration process can be conceived of, in a way that 
we shall make precise, as a means to restore partial 
symmetry. While it is true that continuous filtration will 
skew the population of cells under observation, it can be 
accomplished without inducing a generic stress response 
within the yeast. This trade off may for certain experi- 
ments be useful. 

The cell cycle synchrony of a population of yeast, its 
persistence, decay and control are essentially an ontolo- 
gically dynamical systems phenomena. There is a long 
and fruitful history associated with the modeling of 
population growth. Budding yeast and their mitotic cell 
cycle continue to be an interesting and important area of 
mathematical cell biology. We make no formal attempt 
to review this enormous literature but restrict our 
attention to those models of which we are aware have 
dealt with volume growth and the effects of a mixed 
population of cells growing with potentially different 
growth rates. The mixed mother-daughter model [13] 
was developed based on the mathematical results of 
branching processes [14,15] to explain the variations in 
the 1G  phase of the cell cycle. This model was used to 
derive a stationary distribution of mothers and daughters 
as a function of the cell cycle. A model developed in [16] 
and expanded on by [12] considered the properties of an 
asynchronous population growing exponentially. A 
central result of their pioneering work was to derive a 
formula for the replicative age distribution at stationarity 
that depends on only two parameters, the culture growth 
rate and the parental doubling time. The formulas and 
analysis derived by Lord and Wheals have continued to 
underpin current models of cell cycle dynamics and 
division [17, see for instance the reset rule at the bottom 
of Table 1]. An admitted limitation of their work 
however is that it explicitly assumes that the growth 
rates among the age classes are the same. Their paper 

presented compelling evidence to support this claim. 
There is also a wealth of evidence to the contrary [6,18], 
and evidence that older mothers grow larger with each 
division. Age structured models that take into account 
this finer but important level of detail were proposed and 
utilized to analyze population signals of a critical protein 
[19], in search of the still elusive link between size 
control and division [20]. 

Population balance models that extend that of 
Hartwell and Unger have been proposed to explore the 
links between metabolism and the cell cycle during 
asynchronous as well as synchronous growth. These 
models are extensively reviewed in [2]. Recently, 
sophisticated population balance models have been cons- 
tructed that take into account the mass changes that 
accompany growth and division and that can vary among 
distinct age classes [21]. The Leslie model that we 
present is a discrete version of the continuous population 
balance model, although our focus is explicitly on 
volume as opposed to mass. The obvious advantage of 
this class of model is that it naturally allows one to 
describe any variation among age classes since they are 
explicitly represented. An important reason for utilizing 
and exploring a volume and age structured model is that 
it captures the effects that influence synchrony and, 
because it is a dynamical systems model, it can directly 
be used to examine the dynamical phenomena of 
synchrony and the effects of filtration as a control 
mechanism. That is the goal of this paper. 

There is a long history of elutriation as a means of 
preparing and examining yeast sub-populations in the 
biological literature [22]. There is also a long history in 
the chemical engineering literature of filtration and 
sedimentation as a means to separate and control the 
growth of micro-organisms [23-25]. These two literatures 
are now converging as systems biology has hit its stride 
and seeks to leverage every available technology to 
 
Table 1. A glossary of milestones and their meaning. 

Symbol  Definition 

k Denotes replicative age.  

kV  The minimal volume of yeast cell of age k.  

kV  The maximal volume of yeast cell of age k.  

k  The exponential growth rate of a yeast cell of age k. 

k--MDV 
The expected volume at which a yeast cell of age k 
will divide. 

k--MEDV
The expected volume of a daughter born from a 
division in age class k. 

k--MEPV
The expected volume of a mother immediately after a 
division event in age class k. 

k--BE 
The expected volume at which a cell of age k begins 
to bud. 
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examine and understand the physiology of networks. As 
described in this paper, the main result of our modeling 
work suggests that continuous volume filtration can 
maintain the synchrony of an initially synchronous 
population for 20 to 30 cycles: An order of magnitude 
improvement. This theoretical result can be put into 
practice utilizing current microfluidic techniques at every 
population scale of investigation from the nanophysio- 
meter up to the bioreactor. 

2. THE LESLIE MODEL 

In a culture of budding yeast, the mitotic cell cycles of 
distinct cells need not be in phase with each other. We 
want to model the dynamics of the mitotic cell cycles of 
a population of budding yeast growing in a bioreactor. A 
description of the dynamics requires a model describing 
the rate at which single cells progress through the mito- 
tic cell cycle. The vital rates correspond to growth, divi- 
sion, aging and death. We describe the vital rates through 
a consideration of two variables, cell volume and 
replicative age, with the aid of a Leslie matrix. Leslie 
models are an important and well studied class of  

structured population models. Structured population 
models are commonly used to describe the life cycle of 
an organism or process. A comprehensive review of their 
mathematical properties can be found in [26]. While we 
wish to highlight certain aspects of the model for its  
utility we in no way want to obscure or jeopardize the 
biological punchline: Continuous volume filtration can 
extend cell cycle synchrony. A heuristic understanding of 
our model can be obtained without recourse to equations 
through the process flow diagram in Figure 1. Figure 1 
is analogous, but not identical, to those described in [19, 
Figure 5] and [21, Figure 3]. 

2.1. Variables 

The model is organized around two variables: 
1) Replicative cell age. As a yeast cell buds during the 

mitotic cell cycle, a chitinous bud scar is permanently 
formed on the mother cell. The bud scars can be 
visualized with calcoflour white staining [27], and like the 
rings of a tree, can be used to determine a replicative age. 
Each generation can be quantitatively identified with the 
equivalence class of those yeast that carry precisely the  

 

 
Figure 1. The Leslie model. volume intervals are open circles. Arrows indicate growth or division.        
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same number of bud scars. Traditionally generations, or 
bud scar equivalence classes, have been denoted by 

0 1 2, , , ,k nP P P P P  . Replicative age has been identified 

as a variable that directly impacts synchrony [6]. 
Replicative age is properly a discrete variable that we will 
index by k , the number of bud scars. 

2) The volume of an individual yeast cell. Cell volume 
has been observed to increases monotonically with time 
until division, within a given age class, and thus is often 
used as a proxy for progression through the mitotic cell 
cycle. The volume of a budded cell is taken as the total 
volume of both the mother cell and the bud, until divi- 
sion at which point they become distinct. The results of 
this paper confirm that volume is intimately connected 
with synchrony. Volume is consistently expressed in units 
of cubic microns throughout. 
 
2.2. Volume Intervals and Time 

Yeast cells of a given replicative age k, are observed to 
grow in volume between well defined limits. The 
minimum and maximum cell volumes observed from 
experiment are random variables that naturally delimit 
and define intervals, ( ) := [ , ]kkk V V . We consider the 
temporal evolution of the system at a sequence of 
equally spaced times, :=s ot t s t  . The volume 
intervals, ( )k , are partitioned into subintervals 

 ( , ) := ( , ), ( 1, ) ( )I i k V i k V i k k   , with  
( ) = ( , )ik I i k , = 0,1,... ki n , where (0, ) := kV k V , 

and ( 1, ) := kkV n k V . The partitions are chosen 
according to the growth law, within each age class, such 
that any cell with volume in the interval ( , )I i k  now, 
would have a volume in ( 1, )I i k , precisely t  later. 
The unit of time is minutes and we have taken = 1t  
throughout. The choice of the time step was chosen 
based on experimental time series observations of yeast 
growth and model stability. The number of time intervals 

kn  is determined from the choice of time step and the 
experimental values of the volume limits and the growth 
rate equation relating them. The state of the yeast 
population at time st  is described by a vector, 

( , )( ) :

=

( , ).

si k t

number of cells of generation k with volume

v I i k




 

Each of the ( , )( )si k t  cells living in ( , )I i k  at time 

st  are faced with the following possibilities: 
1. The cell dies 
2. The volume of the cell increases 
3. The cell divides 
Each individual yeast does not die or divide at exactly 

the same volume and age. The population distributions 
governing each of these possibilities are functions of our 

independent variables namely volume and age, and are 
indexed by i and k. We describe the relevant details of 
these events and their distributions in the following 
sections. 

2.3. Cell Death 

The probability that cell death occurs is denoted by 

,i kd . Mortality curves have been measured for several 
strains of yeast under a variety of conditions 
[18,28,29](In particular see Table 1 of the latter). These 
data can be used to determine an age class specific death 
rate. In [12] the authors observe that the death rate on 
average amounts to 1010 / ( )cell generation  . 

2.4. Volume Growth 

The probability that growth occurs is denoted by kig , , 
and the fraction of cells that survive and grow is 

)(1:= ,,, kikiki dg  . Volume growth has been measured 
and is generally considered to increase exponentially 
with time. For all of the experiments and analysis in this 
paper we have considered exponential volume growth. 
Let k  denote the age class specific growth rate. Then, 
the volume intervals are conveniently described by 
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2.5. Cell Division 

All cells do not divide precisely at the same volume. The 
probability that a division occurs, at a given volume 
indexed by i, within a given age class indexed by k, is 
denoted , ,:= 1i k i kc  . The importance of including 
sloppy size control in models of growth and division is 
discussed in [30]. We have implemented a variety of 
distributions. Two of the most natural are a Poisson 
process [31] to model division as time to failure, and 
second a Brownian process using a normal distribution. 
As will be described in the results section, qualitatively 
this choice makes little or no difference. The conditional 
mean volume at which a division happens, with respect 
to the distribution kic ,  for fixed k(age), is referred to as 
the k--mean division volume and denoted as k--MDV. 

We assume that the division of a cell of volume v  in 
age class kP  results in a cell of age class 0P  with 
volume v  and a cell of age class 1kP   with volume 
v . Furthermore, =v v v  . We sometimes denote the 
division process as 1k kP P  . It has been 
experimentally observed [6] that after a cell has budded, 



C. Stowers et al. / J. Biomedical Science and Engineering 3 (2010) 987-1001             991 

Copyright © 2010 SciRes.                                                                  JBiSE 

the ensuing volume growth is concentrated almost 
entirely in the bud. This implies that there is a 
conditional probability distribution for v  that depends 
on the size and age of the mother. Let , ,i j k  be the 
probability that after a cell division, 1k kP P  , we get a 
cell of age class 0P  with volume in ( ,0)I i  from a 
dividing cell in ( , )I j k . The conditional expected 
volume, conditioned on a fixed k, with respect to the 
distribution , ,i j k  is referred to as the mean emergent 
daughter volume and denoted k--MEDV. Let, , ,i j k  
represent the probability that a parent cell of volume 

( , 1)I j k   emerges from a division event in ( , )I i k . 
The conditional expected volume of the parent after 
division is denoted k--MEPV. Generally, the distribution 
of division volumes has been observed to be normal 
[32,33]. 

Given these definitions we can present the projection 
formula that updates the population in time. 

1 1,0 , , ,
,

( ,0)( ) = ( 1,0)( ) ( , )( )s l s l i k i k s
k i

l t l t c i k t         (1) 

1

1, , , 1 , 1
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= ( 1, )( ) ( , 1)( );

> 0

s

l m s l i m i m s
i

l m t

l m t c i m t
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      (2) 

),(=))(,( 00 mltml   (3) 

The first summand in each equation represents the 
volume growth contribution while the second summation 
term represents the density coming from division. The 
term , ( , )( )i k sc i k t  represents the fraction of dividing 
cells in volume interval ( , )I i k  and , , , ( , )( )l i k i k sc i k t   
is the fraction of those that end up in the volume interval 

,0)(lI . The first equation represents daughters and is 
distinguished because every division results in a 
daughter. In the higher age classes, > 0m , density from 
division arrives from only one source, namely the age 
class 1mP  . 

2.6. Milestones 

The parameters of the model that we have described in 
the previous three subsections such as kV , k , 

,i kd , ,i kg , k--MDV, k--MEDV, and k--MEPV are 
experimentally measurable quantities associated to a 
particular strain of yeast that often depend on growth 
conditions. We refer to these parameters as general 
volume milestones. For convenience a glossary is 
provided in Table 1. 

An experimentally important measure of cell cycle 
synchrony is the percent of cells in the culture that are 
budded, also known as the bud index. This quantity can 
be computed from ))(,( stki , given an age class 
dependent, bud emergence cumulative distribution 

function, ,i kB . That is, ,0 1i kB  , is a monotonically 
increasing function of i , for each k , and describes the 
probability that the cells in ( , )I i k  are budded. The 
function is monotone because once a cell has budded it 
remains that way until it divides. The mean of the bud 
emergence distribution, for fixed k , is denoted as 
k--BE. The bud index at time st  is the normalized inner 
product: 
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Careful measurements of bud emergence have been 
made [45] and reveal that the cumulative distribution 
function of the fraction budded cells relative to volume 
derives from an underlying normal distribution. 

Bud emergence is also a hallmark at the end of the 

1G  phase and the beginning of the S-phase of the cell 
cycle. Likewise, other cell cycle phases can be demar- 
cated within each age class. This annotation enhances 
the power and utility of the Leslie model. As discussed 
above the general outline of the process flow in the 
Leslie model is similar to that outlined in [19,21] 
although there are some qualitative differences. In their 
process it is tacitly assumed that the k--MEDV form a 
monotone increasing series as a function of k. We make 
no such assumptions. The model can be implemented 
with measured or arbitrary values. In fact the data 
described in [6] indicate that in fact the k--MEDV form 
a monotone decreasing series as a function of age class k. 

We have utilized the volume milestones of two strains 
in this work. To the best of our knowledge the most 
comprehensive set of milestones have been measured in 
the diploid strain X2180. For this strain the model was 
parameterized with yeast physiology data derived from 
experiments performed over the past four decades 
[6,13,16,33-38]. Among these the data of Woldringh 
et.al. [6] are particularly comprehensive, and well suited 
for our modeling. A list of the volume milestones and 
their description are summarized in Table 2. 

Additionally we have utilized the haploid,  -factor 
sensitive strain LHY3865, which is much larger than 
X2180, and for which we have measured many, but not 
all, of the volume milestones, see Table 3. 

The behavior of the model can be investigated with 
arbitrary parameters. For instance we were interested to 
examine how the mother daughter volume asymmetry 
impacts synchrony, all other factors being equal. For this 
part of the study we used a data set that has no analog in 
nature that we are aware of, but was constructed to 
coincide with realistic volume values and exponential 
growth rates, see Table 4. 
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Table 2. A list of volume milestones and growth parameters for 
the strain X2180. 

Age(k)  kV    kV   k   BE  MDV MEDV. 

0  14   75   0.0062   38.5  70.7  28.5  

1  40   85   0.0061   46.8  75  24.4  

2  48   87   0.0044   56.1  82.4  24.2  

3  56   94   0.0047   63.9  88.9  22.3  

4-13   64   125   0.0047   76.3  95  22.2  

 

Table 3. A list of volume milestones and growth parameters for 
the strain LHY3865. 

Age(k)  kV  kV  k  BE  MDV  MEDV 

0 30 105 0.0054 59.0 98.0  46.0 

1 45 105 0.0049 69.5 97.5  43.0 

2 53 104 0.0049 68.9 96.6  36.5 

3 60 115 0.0049 78.8 110.4  36.5 

4 73 140 0.0049 95.7 134.1  36.5 

5 97 185 0.0049 155.0 179.1  36.5 

6-13 129 190 0.0049 155.0 179.1  36.5 

 
Table 4. A list of growth parameters to study the impact of the 
daughter to mother volume asymmetry on the decay of 
synchrony. 

Age(k)  kV  kV  k   BE  MDV  MEDV 

0-13  40 110 0.0047 60  100  50  

 

2.7. Initial Conditions 

In order to compare the dynamics of our model with data 
we considered several natural initial conditions for our 
computational work. For instance, most experiments that 
follow the bud index oscillations are performed starting 
from an initially synchronized population of cells. 
Historically, several different experimental methods 
have been used to synchronize yeast. These include 
metabolic starvation, elutriation, and pheromone blocks. 
These are described in [22]. Perhaps the most common 
of these is the use of mating pheromones like  -factor, 
that arrests cells in 1G  prior to the cdc28 delimited start. 
Computationally we created an initial condition to 
mimic this population of cells by pruning the time 
invariant population density of each class such that no 
cells exist outside of the terminal 20% of the 1G  
volume intervals prior to the mean bud emergence. The 
pruned population density was then renormalized. 
Correspondingly, we will refer to this distribution as the 
 -factor initial condition. 

In the late 1960's Helmstetter [39] had the ingenious 
insight to create what is now referred to as the baby 
machine. The concept can be made to work with 
virtually any dividing cells, but was conceived for yeast. 

Cells are adhered to a membrane and perfused with 
media. As the cells divide the daughters fall into a 
receptacle. The collected 0P  cells can be re-adhered to 
a fresh membrane and the process iterated, with or 
without pheromones, limited only by imagination. In this 
way one can experimentally create and subsequently 
analyze coherent populations. Other clever ways of 
preparing and separating cells also exist [29,40]. 

With the help of a baby machine we have collected 
coherent 0P  cells and run these cells through a Coulter 
counter to measure their volume distribution. Such 
distributions are easy to import into the computer and in 
this way we have created what we will refer to as a baby 
initial condition. 

2.8. Filtration 

The main objective of this study was to observe the 
behavior of a computational population of yeast under- 
going continuous filtration. Here we wish to formally 
define what we mean by filtration. Figure 2 depicts how 
the process works. Two volumes are specified, *V  and 

*V , and together these define a volume interval, 
 *

*:= , ( )kV V k   . In Figure 2, the vertical red 
lines indicate the volumes *V  and *V  and how they 
intersect the various intervals ( )k . All cells, 
regardless of age, whose volume lies outside of   are 
removed from the system at every timestep. 

*
*( , ) ( , ) ( , )( ) = 0sV i k V or V i k V i k t   

This is intended to mimic what one imagines a perfect 
volume filter might do to a real yeast culture. In 
engineering practice this would be called a two stage 
filtration because each of the two defining inequalities 
would be implemented by a separate filter and the 
process carried out in series. 

3. LABORATORY MATERIALS AND 
METHODS 

Yeast cells of Saccharomyces cerevisiae strain LHY3865 
(mat a-URA, LEU, bar1 ) were grown in YNB media 
without ammonia or amino acids and with 100 mg/L 
leucine, 20 mg/L uracil, 0.2%  glutamine, and 2% 
glucose at 30℃. Batch shake flask cultures were grown 
with an agitation of 225 rpm in a New Brunswick 
Scientific Innova 44 orbital incubator/shaker. 1.5 L bio- 
reactor cultures were grown in a 3 L New Brunswick 
Scientific bioreactor with a dilution rate of D = 0.35 hr-1, 
air was sparged through the reactor at a rate of 500 mL/ 
min, and the culture was agitated with two Rushton-type 
impellers ran at 225 rpm. 

3.1. Cell Cycle Synchronization 

A 750 mL yeast culture was arrested at a cell density of  
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Figure 2. Volume filtration process. The vertical red lines 
indicate volume filters. Cells below the lower or above the 
upper filters are moved from the system. 

 

 

 
Figure 3. Experimental measurements of bud index synchrony 
and comparison with simulation. Top bud index oscillations of 
the X2180 strain in a shake flask [10]. Bottom is LHY3865 
strain, grown in a bioreactor and synchronized with  -factor. 
 
OD = 0.8 through the addition of 53 10 M  -factor 
mating pheromone (Sigma #  63591) and were 

incubated for 3 hours. Cells were subsequently released 
from arrest by pelleting followed by three washes with 
fresh preconditioned media, free of  -factor, containing 
0.1 mg/mL Pronase E (Sigma #  P-6911). The pre- 
conditioned media was prepared by allowing LHY3865 
yeast cells to grow within the media for 4 hours at 

600 = 0.4OD  before being removed by a 0.2   m 
filter. The synchronized cells were then resuspended in 
1.5 L of preconditioned media and grown in the 
bioreactor as described above. 0.5 mL samples were 
taken from the bioreactor at a time interval of 3 minutes 
and were immediately frozen in 50% glycerol by the 
addition to an ethanol-dry ice bath. For batch 
experiments, samples were taken at a time interval of 10 
minutes for the first 90 minutes of the experiment and 
then every 20 minutes for the remainder of the expe- 
riment duration. 

3.2. Bud Index Analysis 

Samples were analyzed using a conventional microscope 
for bud index. Each data point consisted of more than 
100 different analyzed cells. Samples were vortexed 
briefly and then sonicated for 1 minute prior to analysis 
to minimize cell clumping to ease analysis. 10  L of 
each sample was then pippetted onto a glass slide to be 
analyzed with the microscope. Cells were individually 
interrogated using multiple focal planes and a 100X 
objective. Yeast cells were only considered budded if a 
septum did not separate the mother from the daughter 
cells. 

4. RESULTS 

When the model is parameterized with the experi- 
mentally determined volume milestones we observe 
excellent agreement between the output of the model and 
experiment for both time invariant properties such as the 
age distribution as well as dynamical properties such as 
the bud index oscillations. This congruence provides 
confidence in our main result: The synchrony of an 
initially synchronous population can be extended by at 
least an order of magnitude through continuous volume 
filtration. We define synchrony as the number of conse- 
cutive bud index oscillations whose amplitude is at at 
least 60% of maximum, that is, varies between less than 
20% budded and greater than 80% budded. 

4.1. Comparison with Experiment 

4.1.1. Bud Index Dynamics 
The Leslie model produces good agreement with 
measured experimental time series. The Leslie model 
qualitatively as well as quantitatively captures the 
dynamics of two different yeast strains with very 
different volume milestones. 
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Figure 3 shows the good agreement between the 
Leslie model and the experiments described in [6] with 
strain X2180. We have made careful measurements of 
the bud index oscillations for the α-factor sensitive strain 
LHY3865, both in a batch and continuously operated 
bioreactor. The data shown in Figure 3 are typical of 
those described in the literature over the past 4 decades, 
see for instance [41]. The LHY3865 cells are initially 
synchronized with the mating pheromone  -factor that 
arrests unbudded cells in 1G . The agreement of fine 
structural features between the experiment and 
simulation, such as the breadth at the top of the 
oscillation, indicates that the model is capturing the 
essential features of budding yeast volume growth and 
division. 

Using the bud index experimental data we have 
performed a sensitivity analysis to determine how the 
individual milestones affect the congruence between 
model and system dynamics. The results indicate that the 
milestones of the daughter generation are the most 
sensitive and the sensitivity decays monotonically with 
age. How well the model dynamics fit the data is most 
sensitive to the mean division volume of the daughter 
generation, followed by the mean bud emergence 
milestone. In general a 10% change in the milestones 
produced less than a 10% change in the overall fit 
between model dynamics and experimental time series. 
This indicates that the basic processes of the model 
robustly capture the dynamical phenomena associated 
with bud index oscillations. 

4.1.2. Stationary Properties 
The model parameterized with the X2180 milestones 
reproduces the measured stationary values within the 
measured deviations where available, see Table 5. The 
measured quantities were the fractions(F) of daughters 
(D), parents(P), budded(B) and unbudded(U). It was 
observed in [13] that a quantitative relationship exists of 
the form 1(1 ( )) =DP G k , where 1( )P G  is the 
percentage of cells in the 1G  phase, D  is the observed 
population doubling time and k  is a constant. This 
would be unremarkable save for the fact that = 1.1k  
hrs was observed over a wide range of growth rates, 
suggesting some universality. The observed population 
doubling time is in reality a population weighted average 
over all the generations and we have computed this 
quantity from the model using two natural ensemble 
averages that produce the same value of = 1.2k  hrs 
that is in close agreement with the experimental value 
for which no standard deviation was reported. 

4.2. Decay of Synchrony with Division 
Asymmetry 

As described in the introduction, it has been well known 

that the volume asymmetry between mothers and 
daughters has a profound effect on the decay of 
synchrony of initially synchronized populations of 
budding yeast. Since budding yeast display a 
bewildering array of strain variation we felt it legitimate 
and interesting to ask how the amplitude of the bud 
index oscillation decays as a function of inherent volume 
asymmetry between mothers and daughters at division. 
This volume asymmetry has a constant mean value for 
each strain of yeast. Essentially this value is 
MEPV MEDV , when it does not vary with k . From 
the bud index curve we have computed the envelope of 
the oscillation and fit the amplitude decay. As expected 
from the theory, see for instance [26] (subsection 4.7), 
the decay is exponential. The initial rates of decay are 
described in the top panel of Figure 4, while the number 
of corresponding synchronous cycles are shown in the 
bottom panel. The computational results show that as 
expected the number of cycles of synchrony declines 
dramatically with volume asymmetry. When the 
daughter to mother volume ratio is 80% the number of 
synchronous cycles has decayed from infinity to one for 
the X2180 milestones. 

4.3. Volume Filtration 

We have examined two filtration strategies compu- 
tationally. Figure 2 describes the general filtering 
scheme. In a two stage filtration we impose both an 
upper and a lower volume limit. All cells whose volume 
lies in between are retained in the system, a bioreactor, 
and the rest are continuously removed. In a single stage 
filtration there is only a lower volume limit, and all cells 
smaller than this are removed, those that are larger 
remain. 

The main two stage filtration results of this paper are 
presented in Figures 5 and 6. After inspecting the 
volume-time diagram constructed in [6], we conjectured 
that it would be possible to emulate the symmetry of  
 
Table 5. Comparison of stationary properties of the model with 
experiment for the X2180 strain. The experimental data are 
reproduced from table 1 of [47] with the exception of the last 
two entries that are taken from [36]. F(D),F(P),F(B),F(U) are 
the fractions of daughters, parents, budded and unbudded 
respectively. 

Property Model prediction Experiment 

F(D) 61.0 60.3 1.8  

F(P) 39.0 39.7 1.7  

F(B) 63.0 66.9 4.0  

F(U) 37.0 33.1 

F(B)    1.2 1.1 

( )F B    1.2 1.1 
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near equal volume division by filtering out cells that 
were too small or too large. We reasoned that this would 
have the abstract effect of making all the age class grids 
nearly the same. In large part this hypothesis was born 
out as the data show that by a judicious choice of 
filtration parameters we can extend the synchrony from 
1 cycle to close to 20 cell cycles in the X2180 strain and 
from 3 to 30 in the LHY3865 strain. Figure 7 shows the 
bud index profiles associated with several of the 
filtration parameters that describe the range from no 
filtering to the best that we have been able to observe at 
17 cycles for the X2180 milestones. 
Equivalently Figure 8 shows the bud index osci- llations 
of the LHY3865 milestones subject to single and double 
stage filtration. The upper panels show the results of 
single stage filtration. Figure 9 codifies the behavior of 
the single stage filtration of the LHY3865 milestones. 
This figure is annotated with the k-mean daughter 
emergence volumes. It is clear from the computational 
data that the position of these milestones relative to the  

 

 

 
Figure 4. Decay of synchrony as a function of daughter:mother 
volume ratio. Synchrony is computed from bud index 
oscillations. Starting from unimodal population of daughter 
cells distributed in G1. 

 
Figure 5. Synchrony computed as a function of two stage 
filtration for strain X2180 milestones. The data indicate that 
there is an optimal ridge of values that produce extended 
synchrony. 

 
Figure 6. Synchrony computed as a function of two stage 
filtration for strain LHY3865 milestones. 
 
filtration volume limit determines the range of extended 
synchrony. The fact that there exists a broad volume 
range near the top of the peak ensures that the single 
stage filtration should in practice produce robust results. 

4.4. Invariant Density 

For the general volume parameters and growth kinetics 
of budding yeast, like those detailed in [6], and 
summarized in Tables 2 and 3, the population density 
generically reaches a unique, non trivial stationary state 
[43]. This behavior is observed experimentally. As a 
consequence of the primitivity of the Leslie Matrix and 
the Perron-Frobenious theorem the invariant density can 

be recovered from the model as the 1L -normalized 
eigenvector corresponding to the unique largest 
eigenvalue of the matrix. The state of the system at  
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Figure 7. Bud Index oscillations of strain X2180 milestones 
for various filtration parameters. Top left unfltered system, 
clockwise limits, in units of cubic microns: [34; 91], [30; 90], 
and [30; 71] respectively. 
 
asynchronous exponential growth and is described by 

( ) = tt e X , where   is the population growth rate, 
and X  is the eigenvector that, when normalized in the 

1L  norm, represents the time invariant probability 
density of observing a yeast cell of a given volume and 
age. Figure 10 describes the properties of the invariant 
density, X  computed for the X2180 milestones. As the 
figure shows, the invariant population distribution within 
each age class are smoothed through the use of a 
distribution of emergent parent and daughter volumes 
upon division. We examined a family of normal 
distributions and the qualitative features are insensitive 
to the specific details, such as the value of  . 

The stationary daughter distribution exhibits an 
inflection point at the population weighted average of 
the k--MEDV from all age classes with > 0k . Because 
of the birth of new daughters coming from all age 
classes, the daughter distribution is the only generation 
to exhibit bimodality. A local maximum appears just 
ahead of the 0-MEDV milestone that result from the 

0 1P P  division. The daughter density distribution 
decays with increasing volume after the global 
maximum as a linear combination of two exponentials. 
The structure of the invariant density is similar to those 
hypothesized in earlier works [3,29,35,40]. The invariant 
density within the parent age classes, kP  for > 0k  
are similar to each other in that they achieve a global 
maximum that decays exponentially with increasing 
volume. For all age classes other than the daughter 
generation, the invariant density is indistinguishable 
from the function 12A  , where the constant A is 
arbitrary and the simple linear function 
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0 1 0= ( ) / ( )v v v v    rescales the volume interval into 
the unit interval. This agrees well with the theory 
described previously [3,29,35,40]. 

4.5. Age Distribution 

Since replicative age can be distinguished through bud 
scar analysis it is possible to determine the age 
distribution of a culture of yeast. For instance, if we 
select a cell at random from a culture of X2180 cells 
during asynchronous, exponential growth in a bioreactor 
we will have a less than 1 in 3 chance of observing a 1P  
and about a 1 in 6 chance of finding a 2P . 

It is of interest to understand how each age class is 
weighted during oscillations as well as once the density 
becomes stationary [12,19,43,44]. The age distribution 
of a symmetrically dividing organism decays like the  

geometric series 1
=0

1
( )
2

k
k

 . For budding yeast the age  

 

 
 

 
 

 

 

Figure 8. Bud index oscillations of LHY3865. Top panels 
single stage, bottom are two stage filtration. Right panels are 
best achievable. Parameters cubic microns are clockwise from 
top right: 39, 42, [37; 100] and [33; 178]. 
 
distribution is more complicated. Lord and Wheals [12] 
derived a parsimonious formula based on the culture 
doubling time and the doubling time of the parents, P . 

The age distribution computed using the X2180 
milestones, shown at lower left in Figure 10 shows 
excellent, agreement with the experimental data of Beran 
et al. [43] for a strain of Saccharomyces cerevisiae 
grown in a bioreactor at comparable dilution rates. The 
formula of Lord and Wheals was fit by least squares to 
the Leslie model data through the variable P . The best 
fit value of = 88.3P  minutes is however uninter- 
pretable in relation to the X2180 parameters. For 
instance the average, maximum doubling time of the 
parent generations is calculated as 136.6 minutes, while 
the average minimum doubling time time is 96.8 
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minutes. These latter two values should realistically 
bookend the mean doubling times. 

Based on a consideration of population flux and flux 
transit time we have been able to derive a recurrence 
relation that explains the observed non-geometric decay 
of the age distribution in terms of the growth parameters 
that extends previous works [12,44]. This analysis is to 
be presented elsewhere. 

Given the general exponential decay of the age 
distribution we have contented ourselves to represent 14 
generations computationally. Experimentally mortality 
curves for replicative age has been measured for some 
strains of budding yeast [18,29,30]. It has been observed 
 

 

Figure 9. Single stage filtration for LHY3865. Cells below 
cutoff continuously removed. Synchrony measures successive 
cycles of Bud index oscillation that maintains at least 60% of 
its total amplitude. 
 

 

 

 

 

Figure 10. Invariant density for X2180. Clockwise from upper: 
P0, P6 and P13 distributions. Lower left compares model age 
distribution with data of Beran et al. [43] and formula of Lord 
and Wheals [24]. 
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there that some yeast can survive upwards of 60 
divisions. From the decline in the age distribution we 
have observed that practically, 20,30,40 generations or 
more, need not be represented in the model to precisely 
capture the dynamics of the system. We know of no 
experimental data sets that have completely charac- 
terized more than the first 8 age classes. The precise 
connection between senescence and replicative aging is 
currently undecided and is an interesting area of intense 
activity. 

5. DISCUSSION 

The Leslie model captures the dynamics of bud index 
oscillations and their decay. We have shown that there is 
good agreement between measured data and the 
predicted bud index oscillations for two different sets of 
strain milestones, one haploid and one diploid, of 
different volume extents and growth rates. The different 
strains of yeast display quantitatively different behavior 
with regard to their decay of synchrony as we have 
defined it. The X2180 strain exhibits 1 synchronous 
cycle while the LHY3865 strain displays 3. The model 
captures this difference. This instills confidence in the 
model predictions of synchrony. The strain milestones in 
both cases contain measurement error and are 
incomplete especially in generations higher than the 
fourth age class. The agreement of the model and the 
experimental data, despite these errors, exposes the 
robustness of the processes and the ability of the Leslie 
model to capture the essentials of the asymmetric growth 
and division process. These claims are supported by the 
results of a sensitivity analysis. 

It is well known that theoretically volume symmetric 
division is a degenerate case that leads to persistent 
synchrony [31,42]. Several well known avenues allow 
the manipulation of the division volume asymmetry. 
Lord and Wheals observed [12], as have many others, 
that age class growth rates depend linearly on the culture 
doubling time and estimated that there exists a growth 
rate that if achievable would produce balanced and 
presumably synchronous growth. Growth rates are most 
typically affected through variation of nitrogen or carbon 
source. It has also been observed that drugs such as 
hydroxyurea can induce nearly symmetric division [39]. 
It is well known that strain variations influence division 
volume asymmetry. We have explicitly examined the 
relationship between division volume asymmetry and the 
number of synchronous cycles of bud index oscillations. 
Our intentions in doing so are two fold. First, we 
imagine that if a legitimate relationship exists then it 
may be possible through a judicious mutation to create 
strains of yeast with predefined synchrony. Second, we 

see a direct relationship between the control of syn- 
chrony through continuous volume filtration and the 
natural synchrony that results from volume symmetric 
division. What this means is that a volume filter is seen 
in the abstract as a mechanism for restoring partial 
symmetry to an underlying volume asymmetric system. 
For instance, consider Figure 2. The volume grids of the 
different generations are not a priori commensurate, 
however the volume grids that live between the filter 
cutoffs are more so. Those cells that are far from the 
symmetry conditions are removed from the system, 
leaving the remainder more synchronous. The intrinsic 
asymmetry that volume filtration cannot influence are 
the volume milestones such as k-MEDV, k-BE and 
k-MDV. These however can be influenced by mutation 
and or nutrients. The combination of mutation, media 
composition and continuous volume filtration is 
therefore expected to be able to produce budding yeast 
that are remain synchronous for long periods of time 
starting from a homogeneous initial condition. 

We have explored both single and double stage 
filtration. We explored single stage filtration and present 
it here because it is far easier to implement in practice 
and it appears to produces results that could be observed 
with even a crude device. The results indicate that there 
exist robust windows of volume that can be used to 
control synchrony. An example can be seen in the single 
stage results, Figure 9. There is a broad peak around 

341 m , approximately 34 m  in width that produces a 
roughly 4 fold extension in synchrony. This result if 
correct implies that even a crude filtration device should 
produce observable changes. We are currently exploring 
design equations for such a device. 

Continuous filtration is a control mechanism that will 
alter the population structure relative to a unfiltered 
population. A population structure that will be altered in 
the filtered population are the volume distributions and 
the overall age distribution. How, and to what extent the 
age distribution is affected can be analyzed with the 
model. The results of this analysis are to appear else- 
where. Continuous filtration, we think, can be accomp- 
lished experimentally without inducing a general stress 
response in the individual cells of the population. 

We observe that while we have explored here the very 
specific application of volume filtration, the Leslie 
model can be used to explore a much broader range of 
questions that are of continuing interest in yeast 
physiology and in the larger picture of systems biology. 
For instance, as has been observed previously [19,22], it 
is possible to use the model to investigate how signals 
from single cells manifest themselves at the populations 
level. With the addition of volume filtration it will be 
possible to study cell cycle dependent protein expression 
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more extensively. 
A use that has been little explored to date is how a 

signal, periodic in the cell cycle, such might be 
conceived for a gene expression, manifests itself at the 
population level. When signals are routinely evaluated 
by grinding up large numbers of cells and pooling their 
mRNA for instance, such questions seem reasonable. We 
have previously observed that how one grinds up the 
cells in such a situation has quantifiable effects that 
depend on the cell cycle [45]. Any extensive quantity 
that varies in a single cell with the cell cycle can be 
examined with this model. For example oxygen 
consumption, glucose uptake, or mRNA production of 
the population can be studied given measured or putative 
data from single cells. Conversely, it is also possible to 
use the model to deconvolve population ensemble 
averages into individual cell signals. 

Finally, a physiological component that has not been 
included into the current model are the putative 
asymmetric effects that are now emerging in the study of 
chronological aging and senescence [7]. It is well known 
that aging occurs in organisms such as Escherichia coli 
and fission yeast that undergo morphogenically 
symmetric division [1]. Given the success of the Leslie 
model in matching the dynamics of the bud index 
oscillations for a few cell cycles, it is tempting to 
suggest that deviations between the Leslie model and the 
dynamics of yeast with a variety of aging phenotypes 
may provide new and otherwise difficult to attain insight 
into the rate and effects of senescence. 
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ABSTRACT 

One of the best ways for better understanding of 
biological experiments is mathematical modeling. 
Modeling cancer is one of the complicated biologi-
cal modeling that has uncertainty. Therefore, fuzzy 
models have studied because of their application in 
achievement uncertainty in modeling. Overall, the 
main purpose of this modeling is creating a new 
view of complex phenomena. In this paper, fuzzy 
differential equation model consisting of tumor, the 
immune system and normal cells has been studied.  
Model derived from a classical model DePillis in 
2003, which some parameters from a clinical point 
of view can be described in the region. In this model, 
by considering fuzzy parameters from clinical point 
of view, the three-dimensional fuzzy tumor cells in 
terms of time and membership function are pic-
tured and region of uncertainties are determined. 
To access the uncertainty area we use fuzzy differ-
ential inclusion method that is one of the including 
methods of solving differential equations. Also, dif-
ferent initial conditions on the model are inserted 
and the results of them are analyzed because tumor 
has different treatment in different initial condi-
tions. Results show that fuzzy models in the best 
way justify what happens in the reality. 

Keywords: Tumor Cells; Mathematical Modeling;  
Fuzzy Parameters; Fuzzy Differential Equation 
 
1. INTRODUCTION 

R Using mathematical models is one of the techniques 
stricken with cancer for finding appropriate treatment 
and low risk of it. In this way, models of diversity in to 
different factors such as competition in tumor cells with 
normal cells over food sources and effects of the im-
mune system on the growth of tumor cells and in some 
cases different ways of treatment such as chemotherapy 
have been presented [1-6]. These models often based on 

biological principles and by using the parameters as ob-
tained from experiment or estimated investment are ori-
ginated. Thus always to determine these parameters, 
there are some uncertainties [7,8]. 

Therefore, because of uncertainty in the parameters of 
models, using of differential equations and definite ten-
dency in some of artificial systems don’t have efficiency 
to analyze the behavior of living systems, and all the 
reality not be said by these models. More generally, 
there are two major reasons for using fuzzy systems in 
modeling uncertainties. The first reason is being fuzzy 
measurements. Modeling phenomena are always come 
from observations and measurements, and these meas-
urements are always exposed to errors and errors from 
the physical and biological processes with uncertainty 
are natural. Any numeric measurements that can be ex-
tracted also affected by measurement tools and are also 
influenced by the observer to understand. The second 
reason is due to be qualitative model. Each of the ma-
thematical variables of model is a sign and the desired 
quantity, which in turn is a matter of quality. Characters 
and relationships in the analysis of phenomena common 
to the process (recognition condition), all those answers 
are generating subsets acceptable answers and because 
of that they are accepted in daily applications [9]. There 
are many different viewpoints for modeling uncertainty. 
Use of fuzzy differential equations is one of these view-
points. When these uncertainties in the modeling are 
combined with differential equation, they are caused 
fuzzy differential equations in the modeling that can be 
kept ambiguity in the phenomena. Recent years, fuzzy 
differential equations have been proposed as a tool for 
modeling in non-deterministic systems. The main goal of 
a fuzzy differential equation estimates further confor-
mity with reality in comparison with ordinary differen-
tial equations. There have been many different methods 
for solving fuzzy differential equations that across them 
fuzzy differential inclusion (FDI) because having the 
ability to prevent and eliminate the production and dis-
semination of uncertainty in the problem solving process 
to occur, is suitable for all types of equations including 
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Responsiveness is the linear and nonlinear [10-12]. 
For the first time in 2004, K. Kumar Majumdar and D. 

Dutta Majumder in one grade differential equation tumor 
model proposed the idea of using fuzzy differential equ-
ations and the advantages of its use in modeling 
[10,11,13]. In 2009, we simulated and analyzed that 
model by using fuzzy differential inclusion method [14]. 

In this paper, a model of third degree consists of tu-
mor cells, immune system cells and normal cells are 
used and method of solving fuzzy differential inclusion 
are expressed and all areas of response three-dimen-
sional figures using the above method are determined. 
The purpose of this article is entering uncertainty into 
tumor model by considering fuzzy model parameters. 
Fuzzy parameters change crisp system into fuzzy system. 
Areas of uncertainty for the number of tumor cells in 
terms of membership function and time are determined. 
Also in this model, different initial conditions are evalu-
ated by their results of simulation. The main purpose of 
this article is creation a new view of cancer noted that 
simulation could be stomata for complex phenomena to 
determine the uncertainty area. This paper is organized 
as follows. In Section 2, the model from Depillis in 2003 
and its mathematical equations are presented. In Sections 
3 and 4 the fuzzy model-based and the method reached 
the fuzzy surfaces is described, and then simulation re-
sults of the different initial conditions are evaluated. 
Section 5 presents some conclusions. 

2. TUMOR MODEL AND ITS  
MATEMATICAL EQUATIONS 

Mathematical model presented in this paper based on the 
Depillis model [15]. Since the clinical observations, 
some parameters of the model with uncertainty and 
range are acceptable, so in this paper these parameters 
based on clinical observations and based on the possibil-
ity of its occurrence are considered fuzzy. In this paper, 
for the first time, the uncertainty range of tumor cells in 
terms of time and membership function is drawn and 
behavior in terms of its possible occurrence is deter-
mined. 

In this model, T is the population of tumor cells, N is 
the total population of healthy cells and I the total popu-
lation of immune cells. The dynamic model of three 
populations as well as the drug concentration in the 
blood has been written. 

Equations of model are presented as follow: 
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Range of parameters was introduced as follows [15] 

(see Table I): 
 1a , 2a and 3a  are fraction cell kill with 

3 1 2a a a  and high bandwidth is not more than 
0.5.  

 1 1
1 2 1b b   are carrying capacities. 

 4 3 1 2, , ,c c c c are completion terms. 
 s is immune source rate; in our experi-

ments 0 0.5s  .  
 1d  and 2d are death rate of immune cells and death 

rate of drug, respectively.  
 α is immune threshold rate. 
   is immune response rate; a clinical range of   

is the interval (0, 2.5). 

3. CONSIDERING FUZZY PARAMETERS 

According to the parameters described in the previous 
section, can be concluded that some model parameters 
such as s , 1a , 2a , 3a and  are non-deterministic and 

uncertain in model. Thus, for entering the uncertainty in 
model, these parameters are considered fuzzy. Trapezoi-
dal fuzzy number is written as a/b/c/d, where [a d] de-
fines the support and [b c] is the vertex (or core) that is 
used in the model. The parameters in the peril immune 
system disease, are in the area with membership function 
is equaled one (vertex) and minimum and maximum 
value of described parameters are on the base and their 
membership functions are zero (trapezoid fuzzy number). 
Values of parameters are in Table 1. Functions of fuzzy 
parameters such as s , 1a , 2a , 3a and  in term of 

( )x are located in Table 2. Figures of membership 

functions of ( )s x ,
1
( )a x , 2 ( )a x , 3 ( )a x and ( )x  

are shown in Figure 1. 

4. SIMULATION OF TUMOR MODEL 
USING FDI 

Fuzzy differential inclusion (FDI) is one of the new 
solving methods. Five parameters are fuzzy parameters 
and other parameters have precise amount. For modeling 
the system using FDI method in MATLAB command  
 
Table 1. Fuzzy functions of rigght and left supports of 
parameters. 

parameter
Crisp 
value 

parameter Crisp and fuzzy value

1d  0.2   0/0.009/0.011/2.5 

2d  1 s  0/0.32/0.34/0.5 

1r  1.5 1a  0/0.19/0.21/0.5 

2r  1 2a  0/0.29/0.31/0.5 

4 3 1c c c  1 3a  0/0.09/0.11/0.5 

2c  0.5 2a  1 

α 0.5 1a  1 
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Table 2. Fuzzy and crisp value parameters. 

Description Fuzzy function 

Left supprot of (s) parameter 0 .3 2 ( )x  

Right supprot of (s) parameter 0 .1 6 ( ) 0 .5x   

Left supprot of (
1a ) parameter 0 .1 9 ( )x  

Right supprot of (
1a ) parameter 0 .2 9 ( ) 0 .5x   

Left supprot of (
2a ) parameter 0 .2 9 ( )x  

Right supprot of (
2a ) parameter 0 .1 9 ( ) 0 .5x   

Left supprot of (
3a ) parameter 0 .0 9 ( )x  

Right supprot of (
3a ) parameter 0 .3 9 ( ) 0 .5x   

Left supprot of (  ) parameter 0 .0 0 9 9 ( )x  

Right supprot of (  ) parameter 2 .4 8 9 ( ) 2 .5x 
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Figure 1. Trapezoidal fuzzy numbers of s , 1a , 2a , 3a and 

 parameters. 
 
file, the five parameters with regard to fuzzy member-
ship functions are written (analysis with fuzzy numbers 
is based on using intervals after taking α-cuts), then low 
and high and middle support of each of the five parame-
ters are considered by low and high and middle support 
of other five parameters. The figures have been specially 
created which are computed from all left and right sup-
ports of parameters with left and right supports of other 
parameters, and left and right supports of other parame-
ters with middle supports of other parameters. 

There are 32 (25 = 32) figures for upper and lower 
supports of each parameter with other parameters and 80 
(5×25-1=80) figures for each parameter bound middle 
with upper and lower support of other parameters (In 
total there are 112 figures). The fuzzy differential equa-
tion solutions by the program per membership function 
from zero to one are found. A total 112 figures per level 
from zero to one membership function is created. Max-
imum and minimum of three dimensional fuzzy figures, 
respectively as the upper bound and lower bound of the 
final model are considered. The general uncertainties by 
using fuzzy parameters are into the model. Fuzzy pa-

rameters change crisp system to fuzzy system. Upper 
and lower supports of model are come from maximum 
and minimum of 112 figures. Thereby uncertainty in the 
system can be modeled (high and low figures of three 
dimensional fuzzy figures). 

Two different initial conditions of tumor size will in-
sert in the model because the size of recognition of tu-
mor by immune system is a serious element in early 
disappearance of tumor or in tumor regression. 

4.1. Results of Simulation in Large Initial  
Conditions of Tumor 

First, assume that tumor is identified in large size; i.e. 
the initial condition is as follow: (0) 1N  , (0) 0.15I   
and (0) 0.25T  , (this corresponds to a tumor with 
0.25×1011 cells and (0) 0.25T  is normalized value) 
and in no treatment conditions we found the area of the 
tumor cells response. Early recognition of tumor by im-
mune system is a serious element in early disappearance 
of tumor as the tumor obviation will occur if the immune 
cells can identify the tumor in small size. The clinical 
detection threshold for a tumor is generally 107 cells [16], 
so the initial tumor volume of 0.25 normalized units is 
above clinical detection levels and we will expect 
growth on tumor. 

The number of tumor cells based on time and member-
ship function is shown in Figure 2. Considering Figures 
2 and 3, in the case without treatment, the number of cells 
will increase in the high possibility (membership function 
= 1). The number of tumor cells will be in the normalized 
range of 0.53 to 0.59. As shown in the Figure 2 where the 
membership function is equaled to zero, number of cancer 
cells is near zero in on a lower bound and it is one in up-
per bound, this means that the event can reach tumor cells 
to zero is zero or on a very low possibility. Figure 2 is 
good confirming by the reality. In the reality, due to im-
mune cells, the possibility that the number of cells reaches 
its maximum value on the whole body is very low, and in 
this status the possibility that the number of tumor cells to 
zero, is also very low. It is confirming the fact that de-
creasing the number of normal cells due to increasing of 
tumor cells is possible. Since the figures created are oc-
curred by combining uncertainty of all the fuzzy parame-
ters together, so all shapes have as well as confirmation of 
what happens in the real world. 

4.2. Results of Simulation in Small Initial  
Conditions of Tumor 

In different initial condition, assume that tumor is identi-
fied in small size; i.e. the initial condition is as fol-
low: (0) 1N  , (0) 0.15I   and 5(0) 10T  , (relatively 
very small tumor volume in normalized value). Again by 
using the above method, uncertainty region of 
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Figure 2. Fuzzy number of tumor cells with respect to time 
and membership function in tumor identification in small size. 
 

 

Figure 3. Uncertainty region of tumor cells in membership 
function=1 and in tumor identification in large size. 
 
tumor cells are found. As later noted, the clinical detec-
tion threshold for a tumor is generally 107 cells, so the 
initial tumor volume of 5(0) 10T  normalized units is 
below clinical detection levels and we will expect dis-
appearance of tumor ( 5(0) 10T   is equivalent to 106 

cells). 
As can be seen in Figure 4 and 5, in the highest pos-

sibility (membership function = 1) the tumor is disap-
peared, so population of cells will reduce and there is the 
chance of death to escape because the immune system 
cells identify tumor in small size. In addition, Figure 4 
indicates that the number of tumor cells can be increased, 
and it can be reduced in very low possibility, but the 
possibility of tumor growth is enormous Although the 
tumor is in small size, sometimes for unknown reasons, 

the immune cells can’t remove the tumor cells and this is 
coordinate with unusual events in the reality. For model 
validation, the information has been used in articles 
[5,15,16]. According to data from the study of articles 
and the ways you can get that model in the most possi-
bility (membership function = 1) acts properly and in the 
less possibility (less membership function), events which 
may live for each system occur and may well be ex-
pected to explain. 

5. DISSCUSSIONS AND CONCLUSIONS 

This paper by considering fuzzy parameters in the model 
from the view point of clinical, the uncertainty was en- 
tered in to the model, and three-dimensional figures for 
number of tumor cells based on membership function 
 

 

Figure 4. Fuzzy number of tumor cells with respect to time 
and membership function in tumor identification in small size. 
 

 
Figure 5. Uncertainty region of tumor cells in membership 
function=1 and in tumor identification in small size. 
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and time were figured. 
Considering the simulated results, without treatment 

in large initial condition of tumor, the number of tumor 
cells is increased, but there is possible to reduce the 
number of tumor cells in the presence of the immune 
system, and this possibility with regard to its member-
ship function is very low. The simulations show that in 
small initial condition of tumor, in regions of possible 
high, the number of tumor cells is reduced to zero. In 
areas, that the possible occurrence is low, even in small 
size of tumor, reduce the number of tumor cells is not 
possible, and immune system cells can’t remove the tu-
mor that this is by considering the complex system of the 
body being very close to reality. This case may be oc-
curred sometimes for unknown reasons due to different 
patient conditions, including the power of being different 
immune system, its ability to be different in the devel-
opment of tumor cells, and etc. Therefore from the ob-
servations obtained that the models based on fuzzy dif-
ferential equations in three dimensions in term of time 
and number of cells are appropriate model because of 
considering the uncertainty in model parameters. It 
should be noted in the modeling using fuzzy differential 
equations; the figures created are occurred by combining 
uncertainty of all the fuzzy parameters together, so all 
shapes have as well as confirmation of what happens in 
the real world. 

Consequently, the theory of fuzzy differential equa-
tions is considered as suitable tool for modeling complex 
phenomena. By using fuzzy differential equations, the 
ambiguity in the phenomena can be kept and also be-
haviors of tumors without the experiment can be pre-
dicted. 
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ABSTRACT 

The objective of this study was to immunohisto-
chemically elucidate the major extracellular matrix 
constituents of rabbit tracheal cartilage. The impe-
tus for this project is the need for crucial design 
and validation criteria for tissue engineering jux-
taposed with the conspicuous lack of trachea ex-
tracellular matrix data in the literature. Tracheal 
tissue specimens were harvested from New Zealand 
White rabbits, and were immunostained for colla-
gen I, collagen II, aggrecan and decorin; and a 
Verhoeff-Van Gieson stain was performed to visu-
alize elastin. The most striking result was the highly 
organized relationship between distinct fibrous 
(containing collagen I, decorin and elastin) and 
hyaline-like (containing collagen II and aggrecan) 
regions of the tracheal wall. The tracheal cartilage 
stained strongly with collagen II throughout, with 
periodic bands of aggrecan in the tracheal arches, 
meaning that there were areas void of aggrecan 
immunostaining alternating with areas with strong 
aggrecan immunostaining. In contrast, the periph-
ery of the cartilage and the perichondrium itself 
exhibited strong collagen I staining and no collagen 
II staining. Elastin fibers and decorin were also 
detected along the periphery of the cartilage in the 
perichondrium and corresponded highly with the 
distribution of collagen I staining. The body of the 
rabbit trachea is therefore composed of a hya-
line-cartilage structure primarily made of collagen 
II and bands of aggrecan, surrounded by a fibrous 
region composed of elastin and collagen I, indica-
tive of a flexible tissue with distinct regions of 
compressive integrity. This information will be a 
valuable reference to future tissue engineering ef-
forts in the creation of a biosynthetic substitute for 
laryngotracheal reconstruction. 

Keywords: Trachea; Collagen; Aggrecan; Decorin; 
Elastin. 
 
1. INTRODUCTION 

The treatment of subglottic stenosis is a difficult clinical 
problem that may require invasive measures at both pri-
mary and donor sites. After failure of more conservative 
measures, open airway surgery is often performed, 
which requires donor cartilage tissue to be harvested, 
usually a segment of autologous costal cartilage. Such 
procedures are complicated by long healing times, donor 
site complications including pain and pneumothorax, 
size and shape mismatches, and prolonged hospital 
stays. 

Tissue-engineered cartilage offers a viable alternative 
to these highly morbid procedures. Donor site complica-
tions could be eliminated, and tissue could be shaped 
appropriately for specific defects in the tracheal wall. 
Tissue engineering attempts for the trachea are still pre-
liminary, from a clinical perspective, at this time. Nev-
ertheless, tracheal tissue engineering is a burgeoning 
field [1-13], and the level of urgency is high for provid-
ing crucial characterization data for tissue engineers, 
both to develop new ideas for design strategies for reca-
pitulating the native tracheal structure, and to elucidate 
validation criteria. 

We have used rabbits in previous tracheal defect re-
construction studies [14-16], as rabbits are an ideal ani-
mal model for early-stage in vivo investigations. A re-
view of animal models for trachea research suggested 
that large animals such as goats and sheep should be 
used for tracheal tissue engineering based on size and 
cell number [17]. However, the rabbit has heretofore 
been a more commonly used animal model for tracheal 
tissue engineering and is a logical stepping stone en 
route to larger animal models. For this reason, we have 
selected the rabbit for our immunohistochemical charac-



R. D. Wemer et al. / J. Biomedical Science and Engineering 3 (2010) 1007-1013 

Copyright © 2010 SciRes.                                                                   JBiSE 

1008 

terization of the trachea. 
In contrast to the trachea, the extracellular matrix of 

the vocal folds of the larynx (which lie just superior to 
the trachea) continues to be a popular research topic, 
including studies of collagen types, elastin, and pro-
teoglycans [18-36]. However, despite the wide variety of 
trachea characterization efforts, ranging from camel tra-
chea dimensions [37] to dolphin trachea biomechanics 
[38], and even speculation of airflow in dinosaur tra-
cheas [39], very little is known about the distribution of 
key extracellular matrix components of the trachea. 

Evans and colleagues presented a nice series of matrix 
studies on the basement membrane zone associated with 
the trachea in monkeys and rats [40-42]. However, only 
a handful of studies have begun to elucidate the collagen 
and/or elastin content of the trachea in guinea pigs, mice 
and rats [43-47], in pigs [48, 49], and in humans [50, 51]. 
It is known that collagen fibers in the trachea run obli-
quely and are intermingled [43, 51, 52], that collagen I 
appears predominately in the perichondrium and colla-
gen II appears predominately in the cartilaginous tra-
cheal body [45-47, 50]. It is also known that elastic fi-
bers may be abundant in the perichondrium of the tra-
chea [36, 43, 44], forming an extensive network that 
extends into the posterior membranous tracheal wall [36]. 
With regard to elastin, it is noteworthy that a pair of 
studies found trappin-2 (also known as elafin), an elas-
tase inhibitor, in the trachea [48, 49]. 

In addition, specific glycosaminoglycans (GAGs) 
were identified immunohistochemically in rat tracheas, 
although the heterogeneous distributions of chondro-
itin-4-sulfate and chondroitin-6-sulfate were not in 
agreement [47]. Toluidine blue O staining in humans 
also revealed a heterogeneous GAG distribution [51], 
although the distributions of specific proteoglycans was 
not identified. It is also known that regions of the trachea 
are calcified, although there is a debate as to whether the 
tissue is commonly ossified [46, 47, 50, 53]. 

What was not known prior to the current study was 
the distribution of key proteoglycans, which have im-
portant functional roles, and whether their distribution 
coincided with the distribution of collagen types I and II. 
Moreover, it was unknown whether the distribution of 
collagens I and II observed in the trachea of rats [45-47] 
and humans [50] would be observed in the rabbit trachea 
as well. Therefore, the objective of the current study was 
to identify the distributions of elastin, collagen I, and 
collagen II; as well as two key proteoglycans (aggrecan 
and decorin) in the rabbit trachea. These matrix compo-
nents were chosen based on their relevance to tissue en-
gineering, implications for mechanical performance, and 
to establish relative distribution and abundance for vali-
dation of engineered constructs. Given that collagen II 

and aggrecan are associated with hyaline cartilage, 
whereas elastin, collagen I and decorin are associated 
primarily with fibrous tissues [54], we hypothesized that 
aggrecan would coincide with collagen II distribution, 
and that decorin would coincide with collagen I and 
elastin distribution. The relative distributions of these 
key extracellular matrix components will be crucial to 
tissue engineering efforts that address surgical repair of 
laryngotracheal stenosis. 

2. METHODS 

2.1. Specimen Preparation 

Four New Zealand White rabbits were obtained and sac-
rificed at adult age. All rabbits were male and weighed 
approximately 9 lbs. They were sacrificed after under-
going a single cardiovascular physiology experiment not 
relevant to tracheal protein structure or synthesis. Imme-
diately after sacrifice, the larynx-trachea complexes 
were collected and stored in PBS-saturated gauze at 
–20˚C prior to sectioning. Serial 10 µm frozen sections 
were taken from each of the samples. Sections were 
mounted on slides, fixed in chilled acetone for 20 min, 
and then stored at –20˚C until further use. 

2.2. Verhoeff-Van Gieson Elastic Tissue Stain 

Fixed rabbit tissue samples were stained for elastin. 
The samples were first placed in an iron hematoxylin 
solution for 10 min and then rinsed in distilled water 
and differentiated in 2% ferric chloride. After rinsing 
in distilled water and placing in 95% alcohol, the 
samples were counterstained with Van Gieson’s solu-
tion (Sigma Aldrich; St. Louis, MO) for 4 min. The 
samples were then dehydrated in graded alcohol and 
then cleared in xylene and mounted. 

2.3. Immunohistochemistry 

Slides were placed in a Biogenex i6000 (San Ramon, 
CA) autostainer and rehydrated for 5 min in PBS. En-
dogenous peroxidase activity was quenched with 1% 
hydrogen peroxide in methanol for 30 min. Specimens 
were blocked with serum from the secondary antibody 
host for 20 min and followed by incubation with the 
primary antibody for 60 min (dilutions provided in Ta-
ble 1). Mouse monoclonal IgG anti-collagen I and 
mouse monoclonal IgG anti-collagen II antibodies were 
obtained from Accurate Chemical and Scientific (West-
bury, NY) and Chondrex, LLC (Redmond, WA), respec-
tively. Mouse monoclonal IgG anti-aggrecan and sheep 
polyclonal IgG anti-decorin were obtained from Abcam 
(Cambridge, MA). Negative controls were assessed by 
omission of the primary antibody, and the absence of 
non-specific staining was verified. 

The specimens were then incubated with the appro-  
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Table 1. Immunohistochemistry primary antibody dilutions. 

ECM Constituent Primary Antibody Dilution 

Collagen I 
Collagen II 
Decorin 
Aggrecan 

1,500 
1,000 
100 
50 

 
priate secondary antibody for 30 min (1:300 dilution), 
followed by an avidin-biotinylated enzyme complex for 
30 min and then 3,3’-diaminobenzidine for 4 min. 
Avidin-biotin complex kits were obtained from Vector 
Laboratories (Burlingame, CA). The kits consisted of a 
biotinylated secondary antibody (horse anti-mouse IgG, 
or rabbit anti-sheep IgG), the corresponding host animal 
serum, and an avidin-biotinylated enzyme complex. 
Slides were removed from the autostainer, counter-
stained with hematoxylin, dehydrated in graded ethanol 
and mounted. 

3. RESULTS 

3.1. Collagen II and Aggrecan 
The tracheal hyaline cartilage stained strongly with col-
lagen II throughout the body of the cartilage ring. Out-
side of the cartilage ring, no collagen II staining was 
detected Figure 1(a). Also, within the tracheal body, we 
did observe staining for aggrecan. Aggrecan, however, 
had a different staining pattern within the tracheal body. 
The body of the cartilage exhibited a striped effect where 
there were areas void of aggrecan immunostaining, al-
ternating with areas displaying strong aggrecan immu-
nostaining. This was observed throughout all sections of 
the tracheal cartilage, on multiple slides, and from all 
observed animal specimens. There was also some ag-
grecan staining in the surrounding tissues outside of the 
cartilage ring Figure 1(b). 
 

 
(a) 

 
(b) 

Figure 1. Collagen II and Aggrecan Localization. Tracheal 
cartilage with collagen II (brown immunostain) demonstrated 
throughout the tracheal arch (a). A striped effect (arrows) was 
observed in the tracheal arch with aggrecan immunostaining 
(b). Hematoxylin counterstain. Scale bars are 50 μm (a) and 
100 μm (b). 
 

3.2. Collagen I, Decorin, and Elastin 

Collagen I immunostaining was observed around the 
periphery of the tracheal body cartilage. There was no 
immunostaining in the cartilage body itself Figure 2(a). 
Decorin staining was also identified in the tracheal car-
tilage samples. Decorin was seen in the periphery of the 
cartilage and perichondrium, as well as the surrounding 
soft tissues. This distribution was very similar to the 
distribution seen with collagen I staining Figure 2(b), 
with no decorin staining being observed in the hyaline 
cartilage itself. 

Elastin fibers, detected with the Verhoeff-Van Gieson 
stain, were also located along the periphery of the carti-
lage within the perichondrium. No staining was seen in 
the pericellular areas or in within the cartilage extracel-
lular matrix. Elastin staining corresponded highly with 
the distribution of collagen I and decorin staining Figure 
2(c). 

4. COMMENT 

To the best of our knowledge, the current study is the 
first to describe the extracellular matrix of the rabbit 
trachea, and more importantly, the first to investigate the 
distribution of key proteoglycans in the trachea and cor-
relate their distribution with collagens I and II. The cur-
rent study was in agreement with previous findings in 
other species that found collagens I and II in mutually 
exclusive regions [45-47, 50], with the former present in 
only the surrounding perichondrium and the latter pre- 
sent in only the body of the tracheal cartilage. Further-  
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(a) 

 

 
(b) 

 

 
(c) 

Figure 2. Collagen I, Decorin and Elastin Localization. Colla-
gen I was peripheral to the tracheal arch (a). Decorin was also 
peripheral to the tracheal arch (b). Verhoeff-Van Gieson stain 
for elastin (black bands marked by arrows) (c). Counterstain 
for (a) and (b) was hematoxylin. Scale bars are 100 μm (a, c) 
and 50 μm (b). 

more, the current study was in agreement with a previ-
ous study in guinea pigs that found elastin in the tracheal 
periphery [43]. 

Although the distributions of three specific GAGs 
(most likely chondroitin-4-sulfate, chondroitin-6 sulfate 
and keratan sulfate) were elucidated in rats [47], the 
relevant and functionally more significant distribution of 
proteoglycans in the trachea was heretofore unknown. 
As hypothesized, aggrecan and collagen II distribution 
coincided, and decorin distribution was consistent with 
collagen I and elastin. However, an interesting and un-
expected finding was the observation of a striped or 
“layered” effect with regard to the staining pattern of 
aggrecan (Figure 3). This observation is the first of its 
kind and its significance is not yet clear. Nevertheless, it 
is likely that this pattern of aggrecan distribution may 
have an important functional role. For example, periodic 
regions of increased compressive integrity, interspersed 
with regions of more flexibility, may provide the tra-
cheal cartilaginous arch with a balance of flexibility and 
rigidity. The need for aggrecan to promote such a bal-
ance in a tissue engineered construct is a hypothesis 
worth exploring in the future. 

Both collagen I and elastin were found to stain around 
the periphery of the tracheal body. Decorin, which has 
been described to “decorate” collagen, was also found in 
the extracellular matrix surrounding the tracheal body. 
Previous studies have demonstrated a decorin-collagen 
interaction, concluding that decorin plays a role in regu-
lating collagen fiber formation [55]. One study demon-
strated a decrease in collagen fiber diameter, as well as 
altered collagen morphology in decorin-deficient mice 
[56]. It may, therefore, be possible that the close alliance 
of decorin and collagen I are necessary for structural 
integrity of the tracheal arches, while the relationship of 
aggrecan and collagen II are primarily responsible for 
optimal flexibility of the tracheal cartilages. 
 

 
Figure 3. Schematic of Aggrecan Staining in Tracheal Carti-
lage. Aggrecan was located in such a way as to demonstrate a 
“layered” or “striped” appearance within the body of the tra-
cheal cartilagenous arch. See also Figure 1(b). 
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The biochemical characterization of the rabbit trachea 
is an important step for a tissue engineering solution to 
the treatment of airway stenosis. This animal model has 
been employed for reasons presented earlier, as well as 
for the rabbit laryngotracheal segment’s size closely ap-
proximating that of a young pediatric population, of high 
relevance to tissue engineering for use in treating human 
disease. In demonstrating the composition of a portion of 
the laryngotracheal complex, we can then attempt to 
engineer a tissue that possesses properties similar to that 
of the native tissue. Future studies will be required to 
elucidate whether any part of the tracheal body possesses 
an osseous character (e.g., alkaline phosphatase activity 
and collagen I in addition to calcium) [46, 47, 50, 53]. 
Moreover, other trachea characterization efforts will be 
crucial for construct design and analysis, in particular, 
studies of the biomechanics of the trachea [51, 57-59], 
the fluid dynamics of air flow through the trachea 
[60-65], and characterization of surrounding tissues such 
as the tracheal smooth muscle. 

The identification of native tracheal proteins and pro-
teoglycans is critical to the actual construction of tis-
sue-engineered implants. The identification of proteins 
such as collagen I and II, as well as proteoglycans like 
decorin and aggrecan, may ultimately lend information 
as to what substrates are required to produce a suitable 
cartilage graft. We must, however, remain cautious when 
considering the need to replicate native tracheal cartilage. 
The biochemical composition of cartilage is complex, 
and an exact reproduction of the structure may be neither 
feasible nor warranted to successfully reconstruct the 
trachea after injury to a tracheal segment. For example, a 
newly formed cartilage segment may merely need to 
possess rigidity, but not maximal flexibility, depending 
on the size and length of the diseased tracheal segment 
to be replaced. Additional aspects of tracheal reconstruc-
tion such as mucosal resurfacing and vascular supply to 
large segments, as highlighted by the Leuven Tracheal 
Transplant Group from Belgium [66], will also need to 
be addressed as the process of engineered cartilage re-
placement for tracheal defects becomes more clearly 
defined. 

In the current study, we have demonstrated that the 
body of the tracheal ring is composed of collagen II and 
bands of aggrecan (hyaline-like tissue), surrounded by a 
supporting matrix composed of collagen I, elastin, and 
decorin (fibrous-like tissue). Looking forward, the in-
formation obtained in the current study can be applied to 
the construction of a bioengineered tracheal graft. In an 
endeavor to replicate the tracheal cartilage ultrastructure, 
an ideal graft would possess enough rigidity to withstand 
stresses, but remain flexible enough to allow for motion 
and other functional measures. Future studies as de-
scribed above will be required to correlate the structure 

of the tracheal cartilage to its function (fluid mechanics 
of airflow and biomechanical integrity). 
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ABSTRACT 

Monitoring foetal health is important to appropri-
ately plan pregnancy management and delivery. 
Cardiotocography (CTG) is one of the most em-
ployed diagnostic techniques. Because CTG inter-
pretation still lacks of complete reliability, new 
methods of interpretation and parameters are nec-
essary to further support physicians’ decisions. To 
this aim, indexes related to variability of foetal 
heart rate (FHRV) are particularly studied. Fre-
quency components of FHRV and their modifica-
tions can be analysed by applying a time-frequency 
approach, which allows for a distinct understanding 
of the spectral components related to foetal reac-
tions to internal and external stimuli and their 
change over time. Being uterine contractions (UC) 
strong stimuli for the foetus and his autonomic 
nervous system (ANS), it is worth exploring the 
FHRV response to UC. This study analysed modi-
fications of FHRV frequency characteristics with 
respect to 108 UC (relative to 35 healthy foetuses). 
Results showed a statistically significant (t-test, p < 
0.01) power increase of the FHRV in both LF and 
HF bands in correspondence of the contractions. 
Moreover, we observed a shift to higher values of 
the maximum frequency contained in the signal 
corresponding to the power increase. Such modifi-
cations of the FHRV power spectrum can be a sign 
of ANS reaction and therefore represent additional, 
objective information about foetal reactivity and 
health during labour. 

Keywords: Foetal Heart Rate, Uterine Contractions, Foetal 
Monitoring 
 
1. INTRODUCTION 

Cardiotocography (CTG) is one of the most diffused, 
non-invasive pre-natal diagnostic techniques, in clinical 

practice, to monitor foetal health, both in ante partum 
(third trimester of pregnancy) and intra partum period. It 
can be used from the 24th week of gestation to delivery. 
However, in some countries, in clinical routine, it is 
generally used from the 35th week and it is a medical 
report with legal value [1]. 

In CTG monitoring, foetal heart rate (FHR) and uter-
ine contractions (UC) are simultaneously recorded by 
means of two probes placed on the maternal abdomen (a 
US Doppler probe for FHR signal and a pressure trans-
ducer for UC signal) [2]. 

Cardiotocographic data provide physicians informa-
tion about healthy foetal development. To assess foetal 
health and reactivity, gynaecologists and obstetrics 
evaluate specific clinical signs (average value of FHR, 
number and kind of accelerations and decelerations in 
FHR signal, intensity, though as relative and not absolute 
values, and number of UC and their correlation with 
FHR modifications, etc). Important physiological me- 
chanisms, like thermoregulatory oscillations, matura-
tional changes with advancing gestational age, foetal 
behavioural states and maternal drugs can influence 
FHR patterns. In addition, clinicians generally make 
their evaluation on the basis of an eye inspection of car-
diotocographic traces. The validity of the diagnostic 
procedure is hence still limited by the lack of complete 
objectivity and reproducibility. Moreover, even if CTG 
monitoring has been proved to be useful in early detec-
tion of foetal distress and, in intra partum period, elec-
tronic foetal monitoring led to a considerable reduction 
of mortality [1,3,4], it is not been found a significant 
decrease of postnatal injuries, such as cerebral palsy [5]. 
Besides, some authors state that prenatal stress can pro-
voke changes in foetal endocrine and metabolic proc-
esses that can impact the later health of children and 
adults [6] and that from oxygen deprivation during de-
livery, a rare but devastating event, lifelong disability 
can result [7]. 

Unfortunately, non-invasive methods to measure di-
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rectly the foetal acid-base status and cerebral oxygena-
tion do not exist and clinicians have to rely upon indirect 
measures. Therefore, more detailed information about 
the foetal status is necessary and can be particularly 
useful during the last period of gestation and labour. 

To achieve this aim, several analysis methodologies 
have been proposed in recent years [3, 8-10]. In particu-
lar, great interest has been dedicated to the analysis of 
FHR variability (FHRV), which, like so for adults, could 
be a base for a more powerful, detailed and objective 
analysis, both in ante partum and in intra partum period 
[2,11-14]. The study of autonomic rhythms by FHR re-
cordings may provide a sight into the foetal development 
of autonomic nervous system (ANS) [6]. 

Changes in FHR control, elicited by the ANS in re-
sponse to foetal hypoxia, were reported in literature [3, 
15]. A UC is a strong compressive stimulus; it provokes 
an acute hypoxic stress to the foetus and generally elicits 
reactions in the FHR. It is well known that FHR decel-
erations are often associated with UC and that their 
characteristics are of great interest for physicians [4]. 
Moreover, although the FHR is subject to numerous in-
fluences, UC is the only input which can be externally 
monitored [7]. Interest in studying UC reactions is also 
outlined by recent studies in which UC were elicited by 
an oxitocin challenge test to explore the consequent 
blood flow changes [2,16,17]. In conclusion, it is worth 
investigating FHRV modifications, which reflect reac- 
tions of foetal ANS to UC, in order to have more com- 
prehensive information about the insult and the foetal 
ability to withstand it. This could provide additional and 
objective information about foetal health and then sup-
port clinical diagnosis. 

Concerning FHRV estimation, even if, as it is known, 
it can be analysed both in time domain and in frequency 
domain, the power spectral density (PSD) seems to be 
the index that best recovers all the information present in 
the heart rate (HR) series [18]. Spectral analysis pro- 
vides a tool for quantifying rather small changes in 
FHRV in response to internal or external stimuli that 
may remain undetected if only visual interpretation of 
FHR tracings is used. Among most common methods 
employed to estimate PSD, parametric and non-pa- 
rametric, we can mention Short-time Fourier transform 
(STFT); Auto Regressive methods (AR); Fast Recursive 
least square algorithms (RLS) [2,12,14,19], wavelet 
transform [20] and Lomb method [21]. 

Supported by previous results [1, 22], this study aimed 
to analyse more in depth spectral modifications in the 
FHRV signal (by means of STFT) in response to UC for 
healthy foetuses, which may help in the understanding of 
specific foetal reactivity, capability and modality of foe-
tal compensation to hypoxic stress, by using the natural 

disturbance caused by UC. In particular, considering 
physiological cases, we would highlight the specific 
modification pattern of FHRV power spectrum, here 
regarded as ANS response. In future works, this pattern 
could be compared to patterns corresponding to patho-
logical conditions in order to define a new classification 
criterion. 

2. METHODS 

2.1. Data Collection 

CTG were recorded during routine foetal monitoring, in 
an Italian public hospital, from 35 healthy pregnant 
women (singleton pregnancies), close to delivery (33-42 
gestation weeks), who did not take drugs and having no 
known genetic malformations; subjects laid down in a 
rest position. In line with clinical practice, CTG signals 
lasting less than 20 min or excessively noisy signals 
were excluded from our database (at the moment popu-
lated by about 600 CTG). 35 CTG recordings were 
gathered for this study, 3 intra partum and the others 
with evident UC. On average, CTG recordings have a 
duration of about 30 minutes. At birth, Apgar scores, 
birth weights and other information were collected in 
order to involve in the analysis only CTG regarding 
healthy foetuses: in particular, enrolled infants had Ap-
gar scores > = 7 at 1st minute and > = 9 at 5th minute, 
birth weights (ranging from 2.7 to 4.25 Kg) appropriate 
for the gestational age and no one needed neonatal in-
tensive care unit treatment. 

Cardiotocographic signals were acquired using 
HP-135x or Sonicaid cardiotocographs, equipped with 
an ultrasound Doppler probe to detect FHR signals 
(measured in beats per minute-bpm) and a pressure 
transducer to record UC signals (measured in mmHg). 
Both probes were placed upon maternal abdomen. 

In HP cardiotocographs, FHR and UC signals are in-
ternally stored at 4 Hz (corresponding to a sampling in-
terval of 250 ms). On the contrary, in Sonicaid cardioto-
cograph, FHR and UC signals are unevenly stored. Both 
devices provide a three-level signal which indicates the 
‘quality’ of the received Doppler signal, which can result 
optimal, acceptable or insufficient (the latter corre-
sponding to signal loss). In both cases, recorded data are 
transferred to the output serial port of the device that was 
connected to a laptop PC through a serial (RS232) con-
nection. 

2.2. Signal Selection 

CTG recordings with evident UC were chosen for the 
analysis; as done in previous works of the authors [1, 22]. 
UC were selected respecting specific criteria in order to 
reduce the physiological variability and to achieve a sort 
of uniformity for the UC stimuli. In particular, only 



1016             M. CESARELLI et al. / J. Biomedical Science and Engineering 3 (2010) 1014-1021 

Copyright © 2010 SciRes.                                                                   JBiSE 

uterine contractions of pronounced amplitude (at least 40 
mmHg with respect to the resting tone), isolated (at least 
130 s must elapse between the end and the start of two 
subsequent contractions), corresponding to good FHR 
and UC signal quality were considered for the analysis. 
About 100 UC, compliant with the above-mentioned 
specifications were enrolled in the analysis. 

In order to carry out a quantitative comparison be- 
tween the FHRV power spectrum modifications related 
to UC with respect to a reference condition, two kinds of 
time segments of the same length (231 samples, about 57 
s) were selected; let us call them: ‘reference-segments’, 
chosen before the UC onset and ‘UC-segments’, chosen 
in correspondence of the UC (slightly retarded with re- 
spect to the UC apex) (please, refer to the previous pub- 
lication for more detailed information [1]). 

Figure 1 offers an example of CTG signals and cho- 
sen segments. 

2.3. Pre-Processing 

Before FHR signal processing, it is worth mentioning 
that, because CTG is acquired in a clinical setting, it is 
subject to specific noises; for example, the loss of probe 
contact can temporarily interrupt the recording. More- 
over, FHR signals are intrinsically uneven series; each 
FHR value is computed as inverse of the time between 
two consecutive R waves, so that FHR values are avail- 
able only when new heart beats occur. To obtain evenly 
sampled series, some commercial cardiotocographs (e.g. 
HP-135x) use a zero-order interpolation, that is each 
sample is held constant until the next heart beat occurs. 
This is an efficient solution for FHR time-domain 
analyses (accelerations and/or decelerations detection, 

etc) but can introduce alterations in the FHR power 
spectrum [18, 22]. To overcome these limitations, CTG 
recordings were pre-processed, by means of an algorithm 
previously developed by the authors, in order to select re-
liable FHR segments, to eliminate possible artifacts related 
to the Doppler technique and, only when necessary, to get 
rid of the zero-order interpolation [23- 25]. 

2.4. FHRV Time-Frequency Analysis 

According to literature and previous works [1,7,22], we 
considered the FHR power spectrum mainly composed of a 
DC component (average of the FHR), a very low frequency 
(VLF) band (0-0.03 Hz) and FHR variability (FHRV) at 
higher frequencies. Therefore, FHRV signals were obtained 
evaluating (and then subtracting) components at lower fre-
quencies by means of a smoothing cubic spline. 

After that, because of the non-stationary behaviour of 
the FHRV signal, a time-varying frequency analysis by 
means of STFT had been carried out considering sliding 
Hamming windows of 128 samples (corresponding to 32 
s) and using 99% overlap (window length was chosen 
according to literature [26]). 

Finally, to concisely describe spectral modifications 
against time, the power associated with LF (0.03-0.2 Hz) 
and HF (0.2-1 Hz) bands was computed, for each time 
instant, PLF (t) and PHF(t), as expressed by [1]: 

0.2
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2
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1
( ) ( , )

1
( ) ( , )
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            (1) 

 
Figure 1. Example of CTG recording (from the top, FHR and UC signals) during labour, 
subject #12—week 40th. It is possible to recognise three UC, which were selected accord-
ing to the required criteria. Couples of vertical dashed lines represent start and end of ref-
erence segments and vertical solid lines represent start and end of UC segments.   
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where, S (f, t) represents the time-varying spectral esti- 
mation of the FHRV signal and T is the time interval 
considered [1].  

In order to highlight a common foetal ANS response 
to UC in a physiological situation, we also performed an 
average of LF and HF power signals (computed both for 
UC and references segments). 

2.5. FHRV Frequency Content 

To further characterise PSD modifications of FHRV sig- 
nals related to UC, we carried out an analysis to detect, 
at each time instant, the maximum frequency bin con- 
tained in the signal’s spectrum. To this aim, we used the 
“Modified Crossing Threshold Method”, based on 
D’Alessio’s algorithm [22,27,28]. The method considers 
that the tail of the spectrum gives information on the 
level of noise present in the signal, since white noise is 
equally spread over all frequency. An estimation of the 
noise made in the tail of the spectrum is then used for 
setting a threshold. The magnitude of each bin of the 
spectrum is compared with the threshold and when the 
magnitudes of two successive bins are higher than the 
threshold, the first bin is considered as the maximum 
frequency bin. We evaluated the noise level using the 
bins from 14 to 32 of a 128 FFT array (corresponding to 
the frequency range from about 0.4 Hz to 1 Hz). The 
selected frequency range to evaluate the noise depends 
on the method used in evaluating the FHR and its spec- 
trum array [27], which could substantially modify the far 
tail of the spectrum. The algorithm threshold is com- 
puted multiplying this estimation of noise for an integer 
factor; we heuristically chose a value of 5, which means  

that the probability value for which a sample crosses the 
threshold is less than 1% in presence of only noise [28]. 

2.6. Statistic Analysis 

A Student’s t-test was employed to check the statistic 
separation between the analysed FHRV spectral popula-
tions (power in the different bands and frequency con-
tent of UC-segments and reference-segments; levels of 
statistical significance were always set at p value < 
0.01). 

For power estimation in HF band, we chose the fixed 
range 0.2-1 Hz, without considering the computed vari-
able maximum frequency bin, in order to take into ac-
count noise contribution both for UC and ref segments. 

3. RESULTS 

As an example, Figure 2 reports a spectrogram Figure 
2(a) of a FHRV time-frequency distribution, obtained by 
STFT method, together with the corresponding CTG 
signal (FHR in Figure 2(c) and UC in Figure 2(b)). 

As illustrated by Figure 2(a) the FHRV power in-
creases in correspondence of UC. 

It is worth noting that this increase does not corre-
spond, in the time domain, to a clear modification of the 
floating-line (id est, in the FHR signal there are no al-
terations, such as accelerations or decelerations, that 
could justify the power increase). 

Furthermore, to present concise results, obtained av-
erage powers of LF and HF bands of FHRV power spec-
trum, estimated both for selected UC segments and ref-
erence segments, are reported in Table 1. 

 

 

Figure 2. Example of FHRV spectral modifications in correspondence of UC. From the top, spec-
trogram, evaluated by means of STFT, and CTG signal of the subject #24 (UC in 2(b), FHR in 2(c)). 
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Table 1. powers in LF and HF bands, computed by means of 
STFT, are reported for the UC and reference segments in bpm2. 
Reported values represent average results computed on 108 
segments, in brackets we report the standard deviation. 

 UC segments [bpm2] REF segments [bpm2]

Power of LF 
band  

459.44 (205.36) 183.72 (113.94) 

Power of HF 
band  

164.15 (85.36) 81.53 (62.15) 

 
It is possible to note that average powers correspond-

ing to UC-segments are higher than average powers cor-
responding to reference-segments. Moreover, UC-seg- 
ments population resulted significantly different com-
pared with reference-segments population for both FH 
RV power spectrum bands (t-test). 

Concerning the analysis of FHR frequency content, 
results obtained by means of Modified Crossing Thresh-
old Method highlighted that an enlargement of the band 
(shift to a higher value of signal maximum frequency bin) 
corresponds to the power increase of FHRV PSD. The 
following Figure 3 shows an example of obtained re-
sults about the comparison between the power increase 
and the correspondent shift of signal maximum fre-
quency bin. 

The average behaviour has been studied also in this 
case and obtained results are reported in Table 2. 

Our average results highlighted, in correspondence of 
the UC, a percentage increase of the band, computed as  
UC seg. value - REF seg. value

100
REF seg. value

 , of about 27%. 

Also in this case, UC-segments population resulted sig-

nificantly different compared with reference-segments 
population (t-test). 

4. DISCUSSIONS 

Cardiotocography is an established part of daily obstetric 
practice, to monitor foetal health, mostly in the last 
weeks of gestation. Clinicians regularly monitor FHR 
and UC for signs of at-risk (or compromised) foetal con-
ditions. During labour, to assess foetal reactivity, atten-
tion is focused on FHR alterations (such as decelerations) 
in correspondence to UC. 

CTG usefulness is undoubted; nevertheless, there is, 
still nowadays, substantial intra- and inter-observer 
variation in the assessment of FHR patterns, due mainly 
to the visual inspection of CTG, which can lead to inter-
vention when it is not required or lack of intervention 
when it is. Hence, several analysis methodologies (in 
time domain, in frequency domain, with semi-automatic 
software which compute specific time-domain parame-
ters, etc.) were proposed in recent years to improve reli-
ability and objectivity of CTG signals interpretation 
[2,3]. 

This is still insufficient to certainly identify suspect or 
ambiguous conditions. So, great interest was dedicated 
to the FHRV. It is commonly accepted that the use of a 
convenient technique for measuring and displaying beat 
to beat fluctuations is of value for estimating the matura-
tion of ANS and the integrity of the nervous control of 
heart rate [29]. In particular, frequency analysis of 
FHRV could be a useful, additional tool [8,12,30] both 
in ante partum and in intra partum period. 

 
Figure 3. Example of FHRV spectral modifications. From the top, frequency content, evaluated by means 
of the Modified Crossing Threshold Method, power of the LF band, and CTG signal of the subject #18.      
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Table 2. maximum frequency bin contained in the analyzed 
signals both for UC segments and reference segments. Re-
ported values represent average results computed on 108 seg-
ments, in brackets we report the standard deviation. 

 UC segments [Hz] REF segments [Hz]

Maximum frequency 
bin 

0.218 (0.064) 0.172 (0.045) 

 
A careful surveillance has to be dedicated to the intra 

partum period; in fact, while labour is of short duration 
in comparison to pregnancy, this period is of great risk 
for the foetus [31]. Intra partum stress can provoke 
adaptive changes in foetal metabolic process that can 
impact the future health of newborn. [6]. Therefore, cli-
nicians regularly check FHR and UC to try to identify 
foetal distress symptoms and adapt the extracting pro-
cedure for signs of at risk foetuses. In particular FHR 
alterations in correspondence to UC are evaluated, to 
assess foetal reactivity. However, it is well known that 
there is still controversy over the interpretation of dif-
ferent FHR patterns and that objective clinical criteria to 
recognise foetal distress by CTG data are still poorly 
defined, especially during labour [32] and no clear con-
clusions are available so far. Positive predictive value of 
abnormal intra partum FHR patterns for foetal acidemia 
is only around 30% [15], whereas detection of foetal 
distress, early in labour, may significantly improve 
newborn’s health. Besides, literature regarding intra 
partum CTG is much less rich than that about ante par-
tum CTG, mainly due to registration difficulties. There-
fore, it is important to try to obtain more reliable and 
objective methods for CTG interpretation and for neo-
natal outcome prediction [16,17,33-37]. 

In this scenario, analysis of FHRV can provide addi-
tional, useful information related to the foetal ANS con-
trol of the heart and its compensation capability. Analo-
gously as for adults, specific stimuli can alter heart 
autonomic regulation and in turn generate specific modi-
fications in the HR, particularly evident in frequency 
domain. Indeed, a UC is a strong compressive stimulus 
[38] (intra-uterine pressure can become four times 
stronger than basal pressure) that severely solicits the 
immature foetal ANS. This stress causes reactions in the 
FHR; one of the most evident is a FHR deceleration that 
often is associated with a UC, which is an important sign 
for physicians. Therefore, a more detailed study of the 
reaction of foetal ANS to UC, such as FHRV spectral 
modifications analysis, may help in the understanding of 
specific foetal reactivity, capability and modality of foe-
tal compensation to hypoxic stress. 

This work presents a study to investigate spectral 
modifications of the FHRV in response to the external 
stimulus represented by UC, for healthy foetuses, in or-

der to find, during labour, possible predictive informa-
tion about risky foetal conditions, before foetuses be-
come injured. 

We did not consider the gestational age (related to 
ANS maturation), even if it is well known that consid-
erably affects the foetal hemodynamic responses to 
stimuli and distress, because weeks of gestation, in all 
our recordings, were in a range where it is possible to 
disregard this factor as an additional cause of consider-
able FHR changes [18,39,40]. 

Clinical intra partum UC and FHR are very noisy sig-
nals prone to frequent sensor disturbances; however, 
despite these conditions, the segment length required for 
frequency analysis, as proposed in this work, is short 
enough to overcome this problem. 

Our results showed that a FHRV power spectrum 
modification can be observed in response to UC stimulus. 
In particular, a significant increase of the average power 
(confirmed by a t-test, p < 0.01) during UC-segments 
with respect to reference-segments is noted. 

Moreover, we observed a shift to higher values of the 
maximum frequency contained in the signal in corre-
spondence of the power increase. So that, we can con-
clude that the power increase is not due to a specific 
band enlargement but is spread over all frequencies. 

By literature it is known that, in general, a large vari-
ability reflects a healthy ANS and also chemoreceptors, 
baroreceptors and cardiac responsiveness; while foetal 
hypoxia, congenital heart anomalies and stress, cause a 
decreased variability [3,4,41]. So, in healthy foetuses, 
we expected an evident modification in FHRV frequency 
characteristics corresponding to a good capability of 
reaction to UC stimulus. 

Obtained results, according to that finding, should in-
dicate a foetal reactivity (in terms of FHRV power spec-
trum modifications with respect to the rest condition) to 
mechanical compressive stimulus represented by UC for 
healthy foetuses. Therefore, such spectral modifications, 
being a sign of ANS reaction, could represent additional, 
objective information about foetal reactivity and in turn 
about foetal health during labour. 

In a future perspective, it should be very interesting to 
analyse not only the average behaviour of FHR spectral 
modifications but also its trend during labour course in 
order to evaluate the individual status of a foetus and 
possibly to set an alarm threshold. Since foetal response 
is probably due to number and frequency as well as in-
tensity of UC, it is important to establish a criterion for 
an objective and standardised measure of the stimulus 
intensity. In fact, let us remind that in cardiotocography 
only a relative measure of UC is known. 

However, these issues deserve a more detailed and 
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exhaustive analysis, mainly involving problematic preg- 
nancies and cases of ascertained foetal distress, in order 
to, considering foetal health situations as point of refer-
ence, to recognise specific spectral characteristics to 
distinguish foetal well-being and foetal distress in order 
to propose such methodology in daily clinical practice. 

5. CONCLUSIONS 

The Variability of the Foetal Heart Rate around its base-
line provides extremely significant information con-
cerning the cardiac and ANS activities and their func-
tional development during pregnancy up to labour. Our 
results demonstrated important modifications in the PSD 
of FHRV signals related to physiological stimulus rep-
resented by UC, both as power and frequency content, 
proving that the FHRV time-frequency analysis could be 
a very useful tool for a more objective and depth evalua-
tion of the foetal health. We would not expect to find 
such modifications in cases of foetal distress; therefore, 
if these results will be confirmed by the study of FHRV 
signals recorded during risky pregnancies, information 
about the capability of a foetus to react to stress during 
labour course could be obtained by means of this ap-
proach. 
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ABSTRACT 

In medical diagnosis, the problem of class imbalance is 
popular. Though there are abundant unlabeled data, 
it is very difficult and expensive to get labeled ones. 
In this paper, an ensemble-based active learning 
algorithm is proposed to address the class imbal-
ance problem. The artificial data are created ac-
cording to the distribution of the training dataset to 
make the ensemble diverse, and the random sub-
space re-sampling method is used to reduce the da-
ta dimension. In selecting member classifiers based 
on misclassification cost estimation, the minority 
class is assigned with higher weights for misclassi-
fication costs, while each testing sample has a vari-
able penalty factor to induce the ensemble to cor-
rect current error. In our experiments with UCI 
disease datasets, instead of classification accuracy, 
F-value and G-means are used as the evaluation 
rule. Compared with other ensemble methods, our 
method shows best performance, and needs less 
labeled samples. 

Keywords: Class Imbalance, Active learning, Ensemble, 
Random Subspace, Misclassification Cost 
 
1. INTRODUCTION 

In the medical diagnosis, it is common that there is a 
huge disproportion in the number of cases belonging to 
different classes [1]. For example, the number of cancer 
cases is much smaller than that of the healthy. The tradi-
tional classifiers, however, are incapable of countering 
such class imbalance problem, because they favor the 
majority class. Moreover, the minority class is much 
more important in real applications. In addition, in real 
world, there are abundant unlabeled data but labeled 
instances are difficult, time-consuming or expensive to 
obtain. It will in turn make the labeled minority class 
much fewer further, which often degrades the perform-
ance of traditional classifiers greatly. As a result, active 
learning with unlabeled imbalanced data becomes an 

important issue in machine learning [3]. 
To address the class imbalance problem, the direct 

way is to reduce the imbalance by re-sampling original 
dataset. Some methods try to under-sampling majority 
class, like Tomek link [4], condensed nearest neighbor 
rule [5] and neighborhood cleaning rule [6][7]. In these 
methods, the majority samples in certain area are con- 
sidered as useless and can be removed from training 
dataset. But, there is a risk of missing representative 
samples. Other methods, like SMOTE [8], try to over- 
sampling the minority class. In SMOTE method, the 
artificial datasets are created according to the distribu-
tion of the minority class. However, the enhancement 
will be little, if the created artificial datasets have the 
same properties as the labeled samples 

Finding proper classifier for minority class is another 
way to counter class imbalance problem. Joshi [9] once 
modified the Boosting algorithm by assigning the minority 
class with a weight different from that of the majority 
class. Akbni [10] adjusted the SVM’s decision-boundary 
by modifying the kernel function. But, the certain classifier 
is only efficient in countering specific class imbalance, 
and cannot be extended to other applications. Another 
trend is to use ensemble of classifiers, which often has 
better performance than single classifier. But, the per-
formance depends on the diversity of the ensemble [11]. 
If classifiers in an ensemble have the same property, 
there will be less improvement of performance even with 
more classifiers. 

Active learning techniques are conventionally used to 
solve problems where there are abundant unlabeled data 
but rare labeled ones [3]. Recently, various approaches 
on active learning from imbalanced datasets have been 
proposed in literatures [12]. For instance, as a good clas-
sifier, support vector machine (SVM) was proposed in 
active learning for the imbalance problem [14]. To re-
duce the computational complexity in dealing with large 
imbalanced datasets, this method was implemented in a 
random set of training populations, instead of the entire 
training dataset. In [16], bootstrap-based over- sampling 
was proposed to reduce the imbalance in the application 
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of word sense disambiguation. Facing the class imbal-
ance issue, however, both re-sampling and classifier 
strategy have their own advantage as well as disadvan-
tage. The best way is to combine them together [17]. But 
progress in this field is little. 

In this paper, an ensemble-based active learning with 
artificial samples is proposed to address class imbalanced 
problem by using unlabeled data. Different from random 
sampling, we try to use active selection strategy to label 
the sample with potential benefit to the ensemble’s di-
versity. In addition, we will create artificial datasets from 
the distribution as the training dataset. The conversely 
labeling of each artificial data will bring diversity to the 
ensemble. Both the training dataset and the artificial 
dataset will be re-sampled according to random subspace 
concept. It will release the difficulty of traditional sam-
pling methods while facing with high-dimension data. 
Further, when choosing member classifiers according to 
misclassification cost, the minority class is assigned with 
a higher weight for misclassification cost, and each test-
ing sample has a variable penalty factor to induce the 
ensemble to correct current error. In the experiments 
with UCI disease datasets, instead of accuracy, F-value 
and G-mean are used to evaluate the performance, since 
they are better for minority classification tasks. 

The rest of this paper is organized as follows. In Sec-
tion 2, the proposed ensemble is described in detail, in-
cluding the creation of artificial datasets, random sub-
space re-sampling and misclassification cost estimation. 
Section 3 introduces how to implement active learning 
with our proposed ensemble method. In experiment part, 
the new evaluation rules are introduced. Based on ex-
periments on the UCI datasets, our proposed method is 
compared with other state-of-art methods. 

2. RANDOM SUBSPACE ENSEMBLE 
WITH ARTIFICIAL DATASETS 

In our ensemble-based active learning, the ensemble 
algorithm is the core. So, in this section, we will intro-
duce our Random Subspace Ensemble with Artificial 
Data (RSEAD) in detail. 

2.1. Overview 

Figure 1 is the algorithm of our Random Subspace En-
semble with Artificial Data (RSEAD). Each member 
classifier in the ensemble is created via the iteration 
steps in Figure 1. 

At the beginning of the algorithm, the training dataset 
T will be mapped into another dataset T, in a 
m-dimension subspace. Then a classifier will be created 
based on T, and used to initiate the ensemble C*. Also, 
the misclassification cost of current ensemble will be 
calculated. Whereafter, the algorithm will enter follow-

ing iteration: 
1) According to the distribution of the training dataset 

T, an artificial dataset will be generated. The size of the 
artificial dataset will be in a certain ratio, Rsize, to that 
of training dataset. They will be labeled with a class dif-
ferent from what the ensemble predicts 

2) In the m-dimension subspace, both T and R will be 
re-sampled to T, and R,. 

3) A new classifier C, will be learned from both la-
beled R, and T,. In order to guarantee the performance of 
the ensemble when pursuing the diversity, the misclassi-
fication cost of the new ensemble with C, is calculated. 
Compared with the previous ensemble, if the new classi-
fier brings more misclassification cost, it will be re-
moved; otherwise, it will be kept in the ensemble; 

4) The above steps will be iterated until algorithm re-
turns the expected size of ensemble, or the number of 
iterations reaches the limited value. 
To predict the class of an unlabeled sample x, each 
member classifier Ci in ensemble C, will assign x with an 
membership probability, 

,
ˆ ( )

iC y
P x . Then the ensemble 

will calculate membership probability of each class y for 
sample x via following equation: 
 

 

Figure 1. Algorithm of RSEAD ensemble. 

Algorithm: The RSEAD ensemble 
Input: 
BaseLearn– Base Learner 
L - Training Set  
R - Artificial dataset  
m - Dimension of random subspace 
Csize - Target size of subspace 
Imax - Maximum number of iterations 
Rsize - Ratio between the size of dataset R and L 
(1) i = 1 ; 
(2) trials = 1 ; 
(3) Preprocessing the training set based on m-dimension 

subspace : ' ( )T RSM sampling T   

(3) ( ')iC BaseLearn T  

(4) * { }iC C  

(5) Calculate the ensemble error,  ; i = i + 1 
(6) While i < Csize and trials < Imax 
{ 
(7) Create artificial dataset , the size will be  
Rsize T ; 

(8) Assign each artificial sample a label different from C*’s 
prediction.  

(9) Re-sample the training set and artificial set in 
m-dimension subspace: 

' ( )T RSM sampling T   ' ( )R RSM sampling R   

(10) ' ' 'T T R   

(11) ( ')iC BaseLearn T  * * { }iC C C   

(12)Calculate the misclassification cost of new ensemble, 
'   

(13) If '   then { '  , i = i + 1  } 

(14) else { * * '{ }C C C  ; trials = trials + 1} 
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,

*

ˆ ( )

ˆ ( )
i

i

C y

C C

y

P x

P x
C





                (1) 

Equation (1) reflects the probability of x belonging to 
class y. Therefore, the label with largest membership 
probability will be assigned to x: 

* ˆ( ) arg max ( )
y

y Y

C x P x


               (2) 

2.2. Creation and Labeling of Artificial Datasets 

The diversity is a critical factor for a successful ensem-
ble [11]. An ensemble will have less diversity if its 
member classifiers have the same property. To bring 
more diversity, Bagging [19] divides the training set into 
several smaller one, while Boosting adjusts the distribu-
tion of the training dataset according to the chosen clas-
sifier [20]. Further, in Random Forest [21], both training 
dataset and feature space are divided into smaller ones to 
train different classifiers. However, all these methods 
depend on the training dataset to induce the diversity. 
Therefore, if the training dataset is not big enough, the 
diversity will be limited. 

In our active learning method, the RSEAD ensemble’s 
diversity will be guaranteed in three ways: 1) with active 
learning, the large pool of unlabeled data can be sampled 
to get good training datasets; 2) besides the training da-
taset, the artificial data are also created for training clas-
sifier; 3) both the original training and the artificial da-
tasets will be re-sampled in subspace to enhance diver-
sity. In this part, we will focus on the creation of artifi-
cial dataset and their labeling. 

In our method, the artificial data are created by ran-
domly picking data points from an approximation of the 
training dataset distribution. The numeric attributes are 
defined according to the mean and the standard deviation 
of the training dataset, and generated in Gaussian distri-
bution. For a nominal attribute, its value is based on the 
probability of the occurrence of each distinct value in its 
domain. The Laplace smoothing is used if a certain no-
minal attribute is absent in the training dataset. Further, 
to construct an artificial data, there is a simplifying as-
sumption that the attributes are independent, because it 
will cost much time and labeled data to accurately esti-
mate the joint probability distribution of these attributes.  

In each iteration shown in Figure 1, the ensemble will 
predict the class label for each artificial data x. Firstly, 
ensemble will give a membership probability of x be-
longing to certain class y. The zero membership prob-
ability will be replaced by a small non-zero value in case 
that it may act as a denominator. Then the artificial data 
will be labeled a class that is different from what the 
ensembles predict. Therefore, if current ensemble pre-

dicts the probability of x belonging to y is ˆ ( )
y

P x , then, 
the choice of label for x will be based on 'ˆ ( )

y
P x : 

'
ˆ1 / ( )

ˆ ( )
ˆ1 / ( )

y

y

y

y

P x
P x

P x



                (3) 

Let us show this labeling method with a two-class 
problem. For instance, for an artificial sample x, the en-
semble estimates that it has 20% probability of being a 
positive sample and 80% probability of being a negative 
one. In other words, the ensemble believes that x is more 
likely a negative sample. In our method, to create a new 
classifier with more diversity, x will be assigned with a 
positive label, and then used to train a new classifier. 

The ensemble often has higher accuracy than single 
member classifier if each member classifier is not related 
with others. Therefore, our method of labeling artificial 
data can reduce the relevancy between classifiers, which 
will in turn bring the ensemble with higher accuracy and 
less generalization error. 

2.3. Re-Sampling in Subspace 

Re-sampling is the popular way to deal with class im-
balance problem. However, most of sampling methods, 
like SMOTE, often work in the whole feature space, 
which is not efficient in countering high-dimension da-
tasets. In addition, they often try to consider the class 
imbalance and the properties of the dataset as a whole. 
The data, however, often exhibit characteristics and 
properties at a local level, rather than the global level. 
Hence, it is important to study the dataset in a reduced 
subspace. Although a certain feature subspace may only 
lead to a weak classifier, the ensembling of such weak 
ones can make a strong classifier [22], since it induces 
higher diversity, which is an important condition for a 
classifier with good performance. 

To this end, we proposed the Random-Subspace- 
Mapping Sampling (RSM-sampling) algorithm. 

Suppose we have a dataset L, which has a 
n-dimension space: |L| = l, 1 2{ , ,..., }nF F F F . Any data 
P L  can be represented as 1 2{ , ,..., }nP P P P , where 

iP  is the value of the related feature iF  in the feature 
space F. 

If the dimension of each subspace is set to m, m<n, the 
number of the likely subspace will be max

m
nk C . When 

[ / 2]m n , kmax has its biggest value. For our algorithm, 
each feature subspace will bring a candidate classifier. 
We often choose Cszie< kmax classifiers to construct an 
ensemble, since not every candidate classifier will help 
enhance the ensemble,s performance. 
Before re-sampling, a subspace S should be randomly 
selected from the feature space F. F m n  . 

1 2{ , ,..., }mS S S S F  . Then, in the feature subspace, 
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each data P L  will be mapped into 

1 2{ , ,..., }S s s smP P P P . 
In each iteration step of our algorithm, both the train-

ing dataset L and the artificial dataset R are re-sampled 
in chosen sub-space. 

2.4. Misclassification Cost Estimation 

When pursuing the diversity, the performance of ensem-
ble should be guaranteed too. To address the problem of 
class imbalance, the misclassification cost is used to 
replace the traditional classification error. A new classi-
fier will be kept in the ensemble if it helps decrease the 
misclassification cost; otherwise, it will be removed. 

In our algorithm, the minority class is assigned with a 
higher weight of misclassification cost than that of the 
majority class. Also, each test sample will be assigned 
with a penalty factor. If current ensemble makes wrong 
decision on it, its penalty factor will be increased; oth-
erwise, its penalty factor will be decreased. In this way, 
the ensemble will choose the new classifier that helps to 
correct the error of current ensemble. Also, since the 
minority samples have more chance to be misclassified, 
this penalty factor will bring an ensemble proper for 
minority class. 

Suppose we have t samples to evaluate the ensemble 
based on misclassification cost. Firstly, each sample’s 
penalty factor will be initialized as: 

1 1/ 1id t i t              (4) 

The misclassification cost of the ensemble gotten in 
k-th iteration can be represented as: 

*

1

cos ( , ( ))
t

k
k i k i i

i

t y C x d


          (5) 

In Equation (5), yi is the correct class label of testing 
sample xi, 

* ( )k iC x  is the predicted class of the ensemble 
for xi. 

k
id  is xi,s penalty factor for the k-th iteration. 

*cos ( , ( ))i k it y C x  is the weight of misclassifying a sam-
ple with label yi as class * ( )k iC x . When * ( )i k iy C x , 
there is *cos ( , ( )) 0i k it y C x   because classification is 
correct. 

If the misclassification cost in the k-th iteration is less 
that that in the (K–1)-th iteration, then newly created 
classifier will be kept in ensemble. There, we have the 
coefficient of performance enhancing:  

ln((1 ) / ) / 2k k k    。         (6) 

Each testing sample’s penalty factor will be modified 
according to current ensemble’s prediction. If current 
ensemble makes correct classification on xi, its penalty 
factor 1k

id   will be decreased to:  
1 exp( )k k

i i kd d a              (7) 

Otherwise, it will be increased to:  
1 exp( )k k

i i kd d a              (8) 

Please note, all samples, new penalty factors will be 
normalized as following:  

1
1

1

t
k

k i
i

Z d 




   

1 1
1/k k

i i kd d Z 
 .             (9) 

1k
id   will be used in the (k + 1)-th iteration. 
The design of misclassification cost weigh 

*cos ( , ( ))i k it y C x and penalty factor 1k
id   will help the 

ensemble to pick the classifiers that can better deal with 
minority class. 

3. ACTIVE LEARNING WITH THE  
ENSEMBLE RSEAD 

The ensemble with diversity will be used in active 
learning for selecting unlabeled data. Like the QBC [23], 
our proposed active learning method also chooses the 
unlabeled samples that have the biggest prediction dif-
ference among the classifiers in the ensemble. Such pre-
diction difference is often called uncertainty, which is 
calculated via margin measure in our algorithm. The 
margin is defined as the difference of membership 
probability between the sample,s most likely class and 
second most likely class. 

*
1 2

ˆ ˆ( , ) ( ) ( )y yMargin C x P x P x           (10) 

where y1 and y2 are class labels of unlabeled sample x 
predicted by ensemble C*. y1 has the highest member-
ship probability for x, while y2 is the second highest one. 
Then, the uncertainty can be represented as: 

* 1
( , )

( *, )
Uncertainty C x

Margin C x 



    (11) 

where the  is a small value in case margin is 0. The 
smaller margin is, the bigger the uncertainty is. For a 
two-class task, when 1 2

ˆ ˆ( ) ( )y yP x P x ，the margin will be 
0, and x will have the biggest uncertainty, 

*( , ) 1/Uncertainty C x   

4. EXPERIMENTS 

To evaluate our method,s effectiveness for medical di-
agnosis, eight disease datasets from the UCI machine 
learning repository [24] are used in experiments. In this 
section, we will discuss the experiments in detail. 

4.1. Evaluation Rule 

In a two-class task, a classifier will have four kinds of 
prediction results [25] for dataset with N samples, shown 
in Table 1. TP and FN responsively mean the number of 
correctly and wrongly classified positive samples, while 
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TN and FP mean the number of correctly and wrongly 
classified negative samples. 

The classification accuracy is often calculated as : 

Accuracy = (TP+FN)/N.           (12) 

The accuracy rule, however, is not a good one for im-
balance classification [26], for example, if there are only 
1% positive samples but 99% negative samples. Simply 
classifying all samples as negative class will bring 99% 
accuracy, but misclassified 1% positive samples will 
bring enormous cost. Therefore, such 99% accuracy is a 
disaster for medical diagnosis. 

In our proposed method, F-value [27] defined in Equ-
ation (13) is used to evaluate the classifier for imbalance 
class problem. 

2

2

(1 )
F value



  

 


Precision Recall

Precision+Recall
    (13) 

where, Precision = TP/(TP+FN); Recall = TP/(TP+FP). 
β measures the importance of Precision vs. Recall. In 
our method, β = 1, which means Precision and Recall 
is equally important. 

In addition, G-Mean [28] is also used in evaluating the 
performance of our classifier. 

G-mean= PositiveAccuracy AccuracyNegative  (14) 

where PossitiveAccuracy = Precision, NegativeAccuracy 
= TN/(TN+FP). It can be seen that G-mean measure tries 
to build a balance between positive class and negative 
class. 

4.1. Datasets Description 

For testing, eight disease datasets from UCI are chosen. 
Some basic information about them is summarized in 
Table 2, in which P:N means the number of positive 
samples via number of negative samples. 

4.2. Experiments on the Dimension of Subspaces 

As discussed in 2.3, to randomly select a m-dimension 
subspace from a n-dimension feature space, the number 
of choices will be max

m
nk C . In our algorithm, the m is 

recommended as [ / 2]m n , since it bring the maxim 
choice. Even if we choose a Csize < Kmax, bigger value 
of kmax means more chance to get good member classifi-
ers. 

Based on dataset Breast-w, we test the relation be-
tween the dimension of a subspace and the performance 
of a classifier based on F-value. The result is shown in 
Figure 2. In this experiment, the Csize of the ensemble 
is 30. Since Breast-W has 9 features, m = 1 and m = 9 are 
meaningless to this experiment. So, the dimension of 
feature space m will be changed from 2 to 8 in experi-
ment. In Figure 2, F-value will reach its peak when m = 
5. The F-value at m = 4 is a little less than m = 5, al-

though they have the same kmax. The reason may be that 
5-feature subspace brings more information than 
4-feature one. From Figure 2, we can see that if m is too 
small, the information in each subspace is too little to 
train a good classifier; but if m is too big, there will be 
little diversity among different subspace, which is also 
bad for the performance of the ensemble. This experi-
ment shows that m = [n/2] is a good setting for dataset 
Breast-W. 

4.3. Experiment on the Size of Ensemble 

In this experiment, we test the relation between the en-
semble’s size and its classification performance. The 
Breast-W is still used and the result is shown in Figure 3. 
 
Table 1. Classification of a two-class problem. 

 #classified as 

positive 

#classified as 

negative 

Total 

Positive sample TP FN TP+FN 

Negative sample FP TN FP+TN 

Total TP+FP FN+TN N 

 
Table 2. Summary of experimental UCI disease datasets. 

Dataset #features #instances P：N  

Colic 22 368 136：232 

Sick 30 3772 231：3541 

Diabetes 8 768 268:500 

SAheart 11 462 160:302 

Hepatitis 20 155 32:123 

mammograph 5 961 445:516 

Breast-W 9 699 241:458 

Spect 22 267 55:212 

 

 

Figure 2. F-value for different dimension of subspace on 
Breast-W dataset. 
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Figure 3. F-Value for different size of an ensemble on 
Breast-W dataset. 

 
In the experiment, the dimension of subspace is fixed 

as [ / 2] [9 / 2] 5m n   . Therefore, there will be 
5
9 126C  choices of subspaces to train Csize classifiers 

for the ensemble. In Figure 3, the F-value increases 
quickly when Csize grows from 10 to 30, but the en-
hancement is not big when Csize is changed from 30 to 
120. It shows that for dataset Breast-W, 30 subspaces 
with 5 dimensions are enough to build a good ensemble. 
The additional subspace will contribute little to the di-
versity of ensemble, and there will be no much en-
hancement in performance, though the computation cost 
grows much. Therefore, 30 is a trade-off between per-
formance and computation cost for dataset Breast-W. 

4.3. Experiment Result 

In this experiment, we firstly test the performance of our 
proposed RSEAD ensemble algorithm. For comparison, 
two state-of-art classification algorithms, Bagging and 
Adaboost, are chosen. For fair comparison, C4.5 is used 
as base learner, and is configured with the default setting 
in Weka [29]. In the evaluation of performance, F-value 
and G-mean are used in experiments with 10-fold cross 
validation. For RSEAD algorithm, it has a setting with 

[ / 2]m n ，k = 30, and Imax = 50. 
Shown in Table 3 is the F-value for the minority class 

in each dataset, while Table 4 is the G-value for every 
whole dataset. For each dataset, the highest value is 
marked in bold. For convenience of comparison, the 
base learner C4.5 is also used as the reference. In the 
tables, Ada represents the Adaboost algorithm. 

In Table 3 and 4., all 3 ensembles have good F-value 
and G-mean than C4.5 on eight datasets. Compared with 
Bagging and Adaboost, our RSEAD has higher F-value 
and G-mean on most of dataset. From Table 3, it can be 

concluded that RSEAD has the best performance for 
minority class on 6 datasets. On dataset mammograph, 
the difference between ensembles is not significant. The 
reason may be that ratio between the minority and ma-
jority classes is near 4:5, which has a very small class 
imbalance. Also, dataset mammograph is defined only 
by 5 features, which leaves little room for our random 
subspace re-sampling method to enhance the ensemble's 
performance. In the evaluation based on G-mean, our 
RESEAD wins for all 8 datasets. From Tables 3 and 4, it 
can be seen that our ensemble RESEAD has better per-
formance than Bagging and ADABOOST in countering 
problem of imbalance class. This advantage comes from 
the unique way of creating each member classifier as 
well as the misclassification cost based decision in se-
lecting proper classifiers. Compared with Bagging, 
Adaboost has better performance, because Adaboost 
introduces different cost weight for different misclassi-
fication. It also indirectly proves the correctness of our 
misclassification cost estimation. 

To further test the performance of our active learning 
method with RSEAD ensemble, the Bagging and Ada-
boost are also merged into the active learning architec-
ture for comparison. Single RSEAD is tested further as 
reference. Table 5 shows how many samples each algo-
rithm needs to get certain F-value on each dataset. 
Compared with RSEAD, the active learning methods 
need fewer samples to get the same F-value. Among the 
three active learning methods, our Active-RSEAD has 
significant advantage, which benefits from the design of 
RSEAD ensemble. 
 
Table 3. F-vaule for minority class in each dataset. 

Dataset C4.5 RSEAD Bagging Ada 

Colic 76.54 80.97 79.71 80.03 

Sick 87.65 93.23 90.44 91.43 

Diabetes 61.4 71.8 67.9 69.8 

SAheart 55.3 75.2 67.4 73.1 

Hepatitis 52.8 68.4 67.2 68.5 

mammograph 79.5 81.2 82.1 83.2 

Breast-W 89.7 95.6 92.3 94.0 

Spect 73.1 79.76 76.6 77.5 

 
Table 4. G-mean for each dataset. 

Dataset C4.5 RSEAD Bagging Ada 

Colic 81.5 85.5 83.4 84.51

Sick 91.2 95.8 95.6 95.2 

Diabetes 64.3 76.4 71.4 74.3 

SAheart 60.4 77.8 72.3 77.5 

Hepatitis 58.4 76.3 74.3 73.4 

mammograph 88.4 89.4 89.1 89.3 

Breast-W 94.3 96.5 95.3 95.4 

Spect 82.3 85.6 82.4 83.4         
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Table 5. Number of sampling for target F-vlalue. 

Dataset RSEAD Active-RSEAD Active-Bagging Active Adaboost Target F-value 

Colic 41 23 35 37 85% 

Sick 321 134 178 165 93% 

Diabetes 245 101 114 106 75% 

SAheart 280 123 157 167 60% 

Hepatitis 117 45 56 54 95% 

mammograph 100 24 35 30 80% 

Breast-W 32 36 45 75 95% 

Spect 53 38 43 39 75% 

 

5. CONCLUSIONS 

To address the problem of imbalance class in medical 
diagnosis, an ensemble-based active learning method is 
proposed. Our ensemble algorithm, RSEAD, introduces 
the subspace sampling method to reduce the complexity 
of computation and bring more diversity together with 
the creation of artificial datasets. Further, in evaluating 
the quality of each classifier candidate based on misclas-
sification cost, the minority class is assigned with a 
higher weight for misclassification costs, while each 
testing sample has a variable penalty factor to induce the 
ensemble to correct current classification error. 

In above experiments, eight UCI disease datasets are 
chosen. The F-value and G-mean are used instead of 
classification accuracy to evaluate the performance of 
classifiers. The result shows that our proposed ensemble 
method has better performance than others. Moreover, in 
active learning experiment, having the same perform-
ance with F-value rule, our method needs fewer samples. 
These experiments show that our ensemble-based active 
learning method has significant advantage than tradi-
tional methods. 

Ensemble-based active learning is a promising method 
to counter the problem of class imbalance in medical 
diagnosis. But, there are still many issues for further 
studying. For example, our method only deals with 
two-class tasks, while the real world has many mul-
ti-class tasks. In addition, the noise in a dataset is not 
considered in current study. Also, the weighting method 
in our method needs further improvement from both 
theory and implementation. Therefore, we will focus on 
these issues to improve our active-RSEAD method in 
following research work. 
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ABSTRACT 

This article analyses, on the basis of the patho- 
physiological grounds of various syndromes treated 
with deep brain stimulation, whether there is a col- 
lective explanation of the mode of action of the ap- 
plied regional stimulations with high frequencies 
(HFS). This proposed hypothesis assumes that HFS 
selectively releases GABA. The selective GABA re- 
lease can explain the efficacy and the side effects of 
HFS in the various target regions according to the 
maxim of the philosopher William of Ockham that 
the simplest explanation is probably the correct 
explanation. 

Keywords: HFS, DBS, Parkinson’s disease, Essential 
tremor, Huntington’s disease, Depression 
 
1. INTRODUCTION 

Deep brain stimulation (DBS) mostly reflects high fre-
quency stimulation (HFS, > 100 Hz); low frequency 
stimulation (LFS, < 30 Hz) is rarely linked to the term 
DBS. Parkinsonian tremor was the first syndrome which 
was beneficially treated with HFS (130 Hz) in the ven-
tral intermediate thalamic nucleus, in the year 1987 [1]. 
Today, i.e. 22 years after this first application of HFS, its 
mechanism of action is still unclear [2]. DBS is applied 
in a multitude of clinical conditions, e.g. Parkinson’s 
disease, Chorea Huntington, dystonia, depression, Gilles 
de la Tourette syndrome, and obsessive compulsive dis-
order. For the treatment of each disorder a unique target 
brain area needs to be stimulated. Therefore, many brain 
target regions exist, e.g. the subthalamic nucleus (STN), 
the globus pallidus medialis (GPmed), and the ventral 
intermediate thalamic nucleus (VIM). 

Hitherto, the following assumptions about the mode of 
action of HFS and their contradictions are discussed: 

HFS is thought to inactivate the stimulated structures 
(see [3]). However, the decreased activity of thalamic 
neurons upon GPmed-HFS [4] (evaluation in awake 
monkeys) rather goes in the opposite direction. The axon 

terminals from GABAergic GPmed neurons impinge on 
glutamatergic thalamic neurons. Thus, their decreased 
activity must be explained by a GABAA receptor- medi-
ated inhibition due to increased GABA release. The axon 
terminals of GPmed neurons release GABA upon activa-
tion, not upon inhibition, by HFS. Thus, HFS may acti-
vate the neurons of the stimulated structure GPmed. 

HFS activates the stimulated structures [5]. This is at 
variance with the increased activity of STN neurons in 
Parkinson patients [6]. In addition, HFS has been re-
ported to reduce the STN firing rate [7]. An even higher 
activity due to HFS of subthalamic glutamatergic neu-
rons seems counterproductive pathophysiologically: Even 
more drive of the basal ganglia output nuclei leads to 
even stronger retardation of thalamic neurons, being less 
active in the hypokinetic parkinsonian state anyway (see 
Figure 1). Thus, HFS may inactivate the neurons of the 
stimulated structure STN to alleviate hypokinesia. 

2. HFS: EXCITATION OR INHIBITION 
OF NERVE TERMINALS OR AXONS? 

Stimulation of a brain region is normally expected to re-
sult in excitatory symptoms (e.g. muscle twitchings, 
flashes of light [8]). But, as Benabid et al. [2] have shown, 
clinical benefits from HFS-DBS often resemble those of 
earlier therapeutic lesions in the target brain areas. This 
observation leads to the assumption that HFS —corre- 
sponding to a functional removal of active neurons or 
their effects—may be similar to an inhibition of these 
neurons. As such a great variety of brain target regions, 
involved neurons and treated disorders exists, it seems 
quite impossible to find a single common denominator 
for a possible mode of action. Nevertheless, one may ask: 
Are there any mechanistics hints to solve the question of 
the HFS mechanism of action? 

STN, GPmed and VIM are the most often targeted DBS 
regions in advanced Parkinson’s disease [9]. Frequency 
is the most important parameter accounting for the thera- 
peutic effects: Only HFS is efficacious, not low fre-
quency stimulation (LFS, ~20 Hz) [8]. Stimulation at 
5-10 Hz even worsens Parkinsonism and no significant 
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improvement is observed between 10 and 50 Hz [10,11]. 
In another brain region, the nucleus pedunculopontinus 
(PPN), only LFS, not HFS, improves parkinsonian pos- 
ture and gait disturbances (see 3.1). The inhibitory 
GABAergic neurotransmission, including GABA neu- 
rons and receptors, seems to play a predominant role in 
the mechanism of action of HFS [12]. Dostrovsky et al. 
[8] have proved this involvement, as local injection of 
the GABAA receptor agonist muscimol into DBS target 
regions in animal models imitated the corresponding 
HFS effect. Consequently, HFS would affect, directly or 
indirectly, GABAergic terminals, resulting in a local 
release of GABA. Interestingly, only axons, which rep- 
resent the most excitable components of neurons [13], 
react to the widths of electrical pulses used with HFS 
(60-3000 µs, see [14,15]): Chronaxies of this magnitude 
are typical for nerve fibers. Compared to that, chronaxies 
of cell bodies and dendrites (and also of myelin-free 
synaptosomes) are approximately 10-fold higher, i.e. 
1-10 ms. Therefore, HFS pulses should mainly affect 
nerve fibers in areas where HFS is applied, with the 
subsequent induction of neurotransmitter release from 
their terminals impinging on postsynaptic cells. Their 
reaction would then represent the HFS effect. Local 
axon collaterals around cell bodies in an HFS target re-
gion are of course also responding to HFS if this mecha-
nism holds true. In that case, somatodendritic autore-
ceptors would respond to the transmitter released from 
endings of axon collaterals. The speciality of the HFS 
parameter constellation (120 to 180 Hz, 60 to 200 µs 
pulse duration, current ≤ 1 mA) makes a unique mecha-
nism of action, affecting axons only, at least probable. 
This is exemplified by our following recent finding using 
the method of superfusion and electrical depolarization 
of brain tissue. In this study we investigated, whether it 
is possible to evoke [3H]-GABA and [3H]-glutamate 
release from rat and human neocortical synaptosomes, 
i.e. isolated nerve endings, electrically. To this end, syn-
aptosomes were pre-loaded with the triated neurotrans-
mitters and then—after incubation to take up the trans-
mitter to be investigated—superfused and stimulated. Two 
different stimulation parameter constellations were ap-
plied: HFS (130 Hz, 1 mA, puls duration 0.1 ms, for 10 
min) and 10 Hz, 10 mA, pulse duration 30 ms, for 1 min. 
HFS did not evoke the release of [3H]-GABA (Figure 2) 
or [3H]-glutamate (Figure 3) from rat neocortical syn-
aptosomes. However, the alternative parameter constel-
lation e.g. 10 Hz instead of 130 Hz, 10 mA instead of 1 
mA, 30 ms instead of 0.1 ms pulse duration, application 
for only 1 instead of 10 min, clearly induced the release 
of both [3H]-glutamate and [3H]-GABA from synapto-
somes pre-loaded with these transmitters. Similar results 
have also been found for human neocortical synapto-

somes (data not shown). 
Obviously, electrical stimulations typical for HFS did 

not evoke any transmitter release from neocortical syn- 
aptosomes. However, another constellation of electrical 
parameters, applied for only a tenth of time, clearly evoked 
the synaptosomal release of [3H]-GABA or [3H]-glutamate. 
This shows 1) that it is possible, as a matter of principle, to 
release neurotransmitters from synaptosomes if their 
higher chronaxy is translated into a much higher duration 
of electrical pulses and 2) that the minimal pulse width and 
electrical current together with the typical frequency of 
HFS do not directly affect syn- aptosomes, i.e. nerve end-
ings. Thus, HFS may indeed excite axons exclusively; then, 
transmitter release occurs not until the axonal depolariza-
tion has propagated to the nerve endings. Whether HFS is 
selective for a certain neurotransmitter system, e.g. for 

 

Figure 1. Pathophysiology of Parkinson’s disease. This figure 
(adapted from [16]) illustrates the structural pathophysiologic 
condition of Parkinson’s disease. Degeneration of modulating 
dopaminergic neurons (dashed green line) originating from the 
substantia nigra pars compacta (SNC) and projecting to the 
striatum (caudate nucleus and putamen) mainly entails two 
consequences: a reduced activity in formerly excited (through 
dopamine D1 receptors) GABAergic interneurons (2; dashed 
blue lines) and an intensified activity in formerly inhibited 
(through dopamine D2 receptors) GABAergic interneurons (3; 
doubled blue line). However, these two obviously oppositional 
situations finally conclude in an identical effect of intensified 
thalamic inhibition and a thereby increased filter function of 
the thalamus. Two different pathways emanating from the 
striatum and reaching the thalamus explain that. The direct 
pathway (2) straightly leads from the striatum to the thalamus, 
either passing the medial globus pallidus (GPmed) or the sub-
stantia nigra reticularis (SNR), whereas in the indirect pathway 
(3) additionally the lateral globus pallidus (GPlat) and the glu-
tamatergic (doubled red arrows) subthalamic nucleus (STN) 
are connected in series. 
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Figure 2. [3H]-GABA release in % of synaptosomal [3H]- 
content in rat neocortex. Values in the columns represent the 
number of observations. Stimulation values are given as means 
with 95% confidence intervals (CI95). The significance of the 
difference is indicated by asterisks: *** p < 0.001. 

 
Figure 3. [3H]-glutamate release in % of synaptosomal [3H]- 
content in rat neocortex. Values in the columns represent the 
number of observation. Stimulation values are given as means 
with 95% confidence intervals (CI95). The significance of the 
difference is indicated by asterisks: *** p < 0.001. 
 
GABAergic axons only, cannot be answered with these 
experiments on synapto- somes. 

What considerations on the basis of a selective GABA 
release as HFS mechanism of action are necessary for 
the different target regions? Is this unique HFS mecha- 
nism of action indeed appropriate to explain consistently 
and most simply why HFS acts beneficially in so many, 
pathophysiologically different, syndromes? Are there 
counterexamples where HFS worsens a clinical condi- 
tion which would also be worsened by a selective release 
of GABA? The discussion of all clinical syndromes, 

which can be successfully treated with HFS without any 
doubt, in the light of the proposed mechanism of action, 
may illustrate the dimension of the proposed hypothesis 
and possible consequences and needs in future research 
in this matter. 

3. HFS APPLIED IN PARKINSON`S 
THERAPY PROPOSED HYPOTHESIS: 
HFS IN REGIONS WITH GABAERGIC 
AXONS SELECTIVELY RELEASES 
GABA 

DBS of the STN using HFS parameters improves the 
cardinal symptoms of Parkinson´s disease, tremor, rigid- 
ity, and bradykinesia [2]. The alleviation of the hypoki- 
netic symptoms, caused by a so-called increased tha- 
lamic filter function with decreased output to the neo- 
cortex, can be explained comprehensively as follows. 
According to Figure 1 the STN contains glutamatergic 
neurons projecting to both GPmed and SNR, and further 
GABAergic axon terminals originating from the GPlat. A 
selective GABA release upon HFS from these fibers 
impinging on glutamatergic neurons may explain the 
beneficial outcome in hypokinetic patients. The released 
GABA activates GABAA receptors on glutamatergic 
STN neurons, resulting in a renormalization of the be- 
forehand—because of a deficient GABAergic inhibi-
tion—disinhibited glutamatergic neurotransmission from 
STN to GPmed and SNR (doubled red arrows). The as-
sumption of a non-selective neuronal excitation by HFS, 
i.e. of GABAergic and glutamatergic fibers, would also 
bring about an increased release of glutamate in the 
basal ganglia output nuclei. However, this makes no 
sense, as an increased glutamatergic transmission in 
GPmed and SNR would finally increase the thalamic sup-
pression and therefore worsen hypokinetic symptoms. 

The recently published findings of Mantovani et al. 
[17] show that HFS of human neocortical slices selec- 
tively induces the release of GABA, involving facilita- 
tory GABAA autoreceptors may serve as an in vitro 
backup for the proposed hypothesis of the mechanism of 
action of DBS-HFS. Note in this context that Mantovani 
et al. excluded a release of glutamate. Although the ex- 
istence of a glutamate outflow due to HFS of the ventro- 
lateral thalamus has been published lately [18], does this 
not deductively signify an annulment of the proposed 
GABA-selective action of HFS, as the reported elevation 
of extracellular glutamate was not shown to reflect re- 
lease from glutamatergic neurons. 

Therapeutically, the most effective site for STN-HFS 
is located just dorsal/dorsomedial to the STN in the area 
of the pallidofugal fibers [19]. This location may contain 
GABAergic fibers from the GPlat to the STN (which 
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should be activated by STN-HFS to induce the release of 
GABA within the STN). 

It is possible to reduce the levodopa dosage of park- 
insonian patients treated with STN-HFS by more than 
50% and to accomplish an alleviation of levodopa-in- 
duced hyperkinesias with this reduction [20]. Without 
lowering the administered levodopa dose, STN-HFS 
even worsens the dyskinesias [20-22], which can be as-
cribed to a decreased filter function of the thalamus, as 
both levodopa and STN-HFS may diminish the eventual 
GABAergic neurotransmission to the thalamus. Levodopa 
should renormalize the patho-physiological condition in 
the striatum (see Figure 1; dashed green pathways). 
Concomitantly, and in accordance with our hypothesis, 
STN-HFS may throttle the glutamatergic output of the 
STN. Ultimately, an additionally reduced activation of 
the output nuclei, GPmed and SNR, results. 

3.1. LFS Treatment of Postural Imbalance and 
Gait Disturbance 

Postural instability and gait disturbance are two very 
handicapping symptoms in Parkinson’s disease, but can 
be markedly ameliorated by applying LFS to the pedun- 
culopontine nucleus (PPN) [23,24]. In contrast to this, 
DBS of the cholinergic and glutamatergic PPN with a 
frequency of 100 Hz (approaching HFS) induced Park-
inson-like akinesia and postural imbalance in non-human 
primates [25]. The described impairment may be attrib- 
uted to a GABAergic inhibition of excitatory PPN neu- 
rons. This assumption is reinforced by the fact that in a 
monkey model of Parkinson’s disease PPN lesioning 
also induced akinesia and postural instability [24]. This 
lesioning presumably means a withdrawal of PPN pro- 
jection fibers; this would correspond with a HFS-in-
duced local GABAergic inhibition of cholinergic and 
glutamatergic PPN neurons. Further, both local applica-
tion of bicucullin—a GABAA receptor antagonist—into 
the PPN and stimulation of the PPN with low frequency 
(~20 Hz) annihilated the previous HFS-induced symp-
toms [24]. Summing up, the effects of HFS and LFS 
seem to be antithetic. LFS may coincide with the ex-
pected effects of electrical stimulation of brain struc- 
tures, i.e. in case of the PPN an augmentation of excita- 
tory neuron activity, whereas HFS would abolish these 
effects, most likely through selective GABA release and 
activation of GABAA receptors on cholinergic and glu- 
tamatergic PPN neurons. Altoghether, this is an example 
for an in vivo correlation between HFS and GABAA re- 
ceptor agonism (see [17] for an in vitro correlate). Note 
that PPN-LFS primarily leads to a melioration of the 
parkinsonian symptoms gait disturbance and postural 
instability, but rarely of other typical parkinsonian symp- 
toms like rigidity or bradykinesia [23,26]. The last-men- 
tioned authors recommended a combination of bilateral 

STN-HFS and PPN-LFS in appropriate Parkinson pa-
tients. 

3.2. Diversity of Effects of HFS in the GPmed 

The GABAergic GPmed projection neurons send their 
axons to the ventral tier thalamic nuclei and to the PPN; 
some of these GPmed “motor” neurons additionally pro-
ject to the CM/Pf thalamic complex [27]. The axons of 
other GPmed neurons, termed “limbic” neurons by Parent 
and Parent (2002), arborize principally within the lateral 
habenular nucleus (LHb) with some collaterals to the 
anterior thalamic nuclei. Afferents to the GPmed include 
the GABAergic direct striato-pallidal monosynaptic path-
way and the glutamatergic subthalamo-pallidal part of 
the indirect polysynaptic pathway. In addition, a major-
ity of GABAergic GPlat efferents have been shown to 
project through the GPmed en route to the STN [27,28]. 

According to the literature, HFS of various GPmed tar- 
gets may induce different and even contrary clinical ef- 
fects. Unintentional co-stimulation of GPlat areas may 
play a role here. 

GPmed-HFS is reported to alleviate hypokinesias as 
well as hyperkinesias [29,30]. GPmed-HFS improves ab-
normal involuntary movements, though without the pos-
sibility to reduce the dosage of levodopa essentially, in 
contrast to the case of STN-HFS [31]. When the GPlat is 
stimulated instead of the GPmed, HFS usually does not 
improve abnormal involuntary movements [32]. When, 
however, GPlat-HFS affects axons of striatal neurons of 
the indirect pathway to the GPlat, HFS may increase a 
too low GABAergic impulse flow in the hyperkinetic 
state to improve hyperkinesias (see below). Bejjani et al. 
[33] and Krack et al. [34] reported that GPmed-HFS 
within the most ventral contacts, lying at the ventral 
margin of, or just below, the GPmed, led to a pronounced 
improvement in rigidity and a complete arrest of 
levodopa-induced abnormal involuntary movements. 
The anti-akinetic effect of levodopa, however, was 
blocked and the patients became severely akinetic. 
Stimulation of the most dorsal contacts, lying at the 
dorsal border of the GPmed or inside the GPlat, usually led 
to moderate improvement of off-drug akinesia and in-
duced dyskinesias in some patients. Tronnier et al. [35] 
reported a reduction of dyskinesias, but a worsening of 
hypokinetic parkinsonian symptoms upon GPmed-HFS, in 
contrast to other studies (see [29]). Thus, multiple sites, 
possibly not confined to the GPmed, but involving also 
the GPlat, seem to be responsible for partly contrasting 
clinical effects [33]. 

Obviously, the GPmed does not represent a uniform 
HFS object. Two GPmed-HFS target regions have been 
distinguished by Bejjani et al. [33] and by Krack et al. 
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[34]. There may be even more HFS targets within, and in 
the close vicinity of, the GPmed: 

1) HFS may affect thalamopetal axons of GPmed neu- 
rons and thereby improve a hyperkinetic syndrome. 

2) Alternatively, HFS can reach the pallidopetal fibers 
of striatal neurons of the direct pathway to increase their 
too low GABAergic impulse flow in the hypokinetic 
state; in this case, it alleviates hypokinesia. 

3) At a still other site within the GPmed, HFS may 
stimulate the en route fibers from GPlat to STN running 
within the GPmed. Then, GPmed-HFS mirrors STN-HFS 
and also improves hypokinesia. 

4) Further, GPmed-HFS may (also) affect nearby palli-
dopetal fibers of striatal neurons of the indirect pathway 
to the GPlat. In this last case, HFS increases the too low 
GABAergic impulse flow in the hyperkinetic state and 
improves hyperkinesia. 

The pathophysiological assumptions behind (A)—(D) 
are the following: 

(a) HFS of thalamopetal axons 
Abnormal involuntary movements, i.e. hyperkinesias, 

of the original hypokinetic Parkinson syndrome corre- 
spond with a reduced filter function of the thalamus, i.e. 
an insufficient GABAergic inhibition of thalamic neu- 
rons. Accordingly, a reduced neuronal activity in GPmed 
during levodopa-induced dyskinesia has been shown in 
parkinsonian monkeys [36]. Thus, GPmed-HFS dimin- 
ishes the abnormal involuntary movements in advanced 
Parkinson’s disease if the HFS-mediated selective 
GABA release is paralleled by a less diminished, i.e. 
normalized, GABAergic projection to the thalamus. 

It was shown in human neocortex slices that HFS in- 
duces action potentials in GABAergic fibers and subse- 
quent terminal release of GABA with subsequent activa- 
tion of facilitatory GABAA autoreceptors. GABAA re- 
ceptor blockade, changing the plasmalemmal chloride 
gradient of GABAA receptor channels and tetrodotoxin 
(which abolishes action potentials) antagonized this 
HFS-evoked GABA release [17,37]. Thus, orthodromic 
action potentials may be induced in thalamopetal 
GABAergic axons by HFS within the GPmed with sub- 
sequent release of GABA from their thalamic terminals; 
even more GABA release is due to activation by released 
GABA of facilitatory GABAA autoreceptors on these 
terminals. In addition, one can suppose antidromic ac- 
tion potentials due to HFS. These antidromic action po- 
tentials excite the soma of the GPmed neuron or travel 
backwards to reach recurrent axon collaterals with sub- 
sequent release of GABA in the somatodendritic region 
of the GABAergic cell. GABA may increase the firing 
rate of the GABAergic neuron through facilitatory 
somatodendritic GABAA autoreceptors. These GABAA 
autoreceptors have been demonstrated in human neocor- 

tical slices [17]. Whether these somatodendritic autore- 
ceptors are facilitatory, like those on GABAergic termi- 
nals, or inhibitory, as usual for GABAA receptors, de- 
pends on the local somatodendritic chloride gradient. 
Using the pharmacological tool furosemide to change 
the plasmalemmal chloride gradient, Mantovani et al. 
[17] did not differentiate between the involvement of 
somatodendritic and/or terminal autoreceptors in the 
mode of action of HFS. In any case, the overall effect of 
altering the chloride gradient was a decrease of HFS- 
induced GABA release. The terminal GABAA autore-
ceptors were clearly facilitatory (as shown on isolated 
nerve endings, see [17]); it may well be that the facilita-
tory terminal autoreceptors have overridden inhibitory 
somatodendritic autoreceptors of minor importance for 
the overall HFS-induced GABA release. Possibly, also 
both terminal and somatodendritic GABAA autorecep-
tors are facilitatory and cooperate to realize the HFS- 
induced GABA release. Regardless of the somatoden-
dritic autoreceptor being inhibitory or excitatory, the 
facilitatory feature of the terminal GABAA autoreceptors 
enabled HFS to induce an increased release of GABA. In 
the case of GPmed-HFS the increase in GABA release 
from terminals in the thalamus may either be the positive 
net effect of facilitatory terminal and inhibitory somato-
dendritic GABAA autoreceptors or the sum of the effects 
of facilitatory terminal and facilitatory somatodendritic 
receptors. Boraud et al. [38] found that GPmed-HFS re-
duced the firing frequency of GPmed neurons in the 
N-methyl-4-phenyl-1, 2, 3, 6-tetrahydropyridine (MPTP)- 
treated parkinsonian monkey; this would correspond to 
the combination of facilitatory terminal and inhibitory 
somatodendritic GABAA autoreceptors. 

(b) HFS of pallidopetal fibers 
HFS in the dorsal GPmed and/or inside the GPlat may 

activate the GABAergic fibers from striatum through 
GPlat to GPmed of the direct pathway (see Figure 1; 
dashed blue projection from the striatum to the GPmed). 
Then, the striato-pallidal GABAergic transmission of the 
direct pathway is strengthened, GABAA receptors on 
GPmed projection neurons are activated, i.e. the pal- 
lido-thalamic neurotransmission is diminished, the filter 
function of the thalamus decreases, and hypokinesia im- 
proves. In the end, activating these striato-pallidal fibers 
of the direct pathway should correspond to STN-HFS. 

(c) HFS of en route fibers from GPlat to STN 
GPmed- or GPlat-HFS matches STN-HFS when axons 

from GPlat neurons with terminals in the STN are stimu-
lated (see Figure 1; dashed blue projection within the 
GPlat to the STN). Then, GABAergic axon terminals 
within the STN will release more GABA, the glutama-
tergic subthalamo-pallidal and -nigral neurotransmis-
sions decrease, the firing rate of the basal ganglia output 
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nuclei is less activated, and hypokinetic parkinsonian 
symptoms improve as the filter function of the thalamus 
decreases. 

(d) HFS of pallidopetal fibers of striatal neurons of 
the indirect pathway 

GPlat-HFS may, either intentionally or not in the 
course of GPmed-HFS, target the GABAergic striato- 
pallidal fibers of the indirect pathway (see Figure 1; 
doubled blue projection (3) from striatum to GPlat). 

In the hypokinetic parkinsonian condition these over- 
active striato-pallidal fibers strongly decelerate the pal- 
lido-subthalamic neurons. Then, the axons of these stri- 
ato-pallidal neurons either may react to HFS with even 
more increased GABA release from their terminals or 
the increased GABA release is already maximal without 
a further deceleration of the pallido-subthalamic neurons. 
Again, also antidromic action potentials due to HFS 
must be supposed; they excite the soma of the striatal 
GABAergic neuron or reach recurrent axon collaterals 
which subsequently release GABA in the somatoden-
dritic region in the striatum. 

In hyperkinesia, the inhibition by the GABAergic 
output nuclei GPmed and SNR of the thalamus is medi- 
ated through the too strong dopamine D1 receptor-driven 
GABAergic transmission in the monosynaptic direct 
striato-pallidal and striato-nigral pathway. The resulting 
reduction of the filter function of the thalamus is intensi- 
fied by the D2 receptor-initiated decrease in the activity 
of the polysynaptic indirect pathway to the output nuclei 
with an increased GABA release in the STN and, subse- 
quently, a reduced subthalamic drive of GPmed and SNR. 

The proposed hypothesis predicts an increased release 
of GABA upon HFS: Indeed, GPmed-HFS enhanced the 
concentration of GABA in the ventricular cerebrospinal 
fluid during stimulation. In addition, the GABA level 
correlated with the degree of HFS-induced clinical ef- 
fects against tremor, rigidity, and drug-induced dyskine- 
sia [39]. 

3.3. HFS in the Treatment of Parkinsonian 
Tremor 

Parkinsonian tremor can be treated by HFS in the ventral 
intermediate thalamic nucleus (VIM, see 4.) and by 
STN-HFS. An even better anti-tremor efficacy in Park- 
inson patients seems to result from HFS in the centrum 
medianum and parafascicularis thalamic nucleus (CM/Pf) 
[40]. The thalamic neurons of the CM/Pf are retarded by 
both GABAergic afferents from the GPmed and axon col- 
laterals of GABAergic interneurons and activated by 
glutamatergic afferents, e.g. from the cerebellum. Ac- 
cording to these circumstances, a selective GABA re- 
lease due to HFS in the CM/PF either inhibits a tremor- 
transmitting cerebellar projection and/or local glutama-

tergic tremor cells. 
Dyskinesias can also be improved using CM/Pf-HFS, 

as shown by Krauss et al. [41], reminding of earlier 
antidyskinetic outcomes of medial thalamotomies [42]. 
Also in this case, a local inhibition of glutamatergic 
neurons due to a selective GABA release may explain 
the HFS mode of action. 

4. HFS IN THE TREATMENT OF  
ESSENTIAL TREMOR 

Excitatory afferences from the deep cerebellar nuclei 
project to the VIM, which is their thalamic relay. Park- 
insonian tremor [1] as well as essential tremor [43] is 
improved due to the application of HFS to the VIM. Es- 
sential tremor can also be improved by local injection of 
the GABAA receptor agonist muscimol into the VIM, as 
shown by Pahapill et al. [43]. VIM-HFS as well as the 
application of muscimol results in improvement of 
tremor; this leads us to presume that the selective GABA 
release is the most likely HFS mode of action also in this 
target area. In the VIM, a selective GABA release from 
axon terminals of thalamic reticular neurons and VIM 
interneurons inhibits the thalamic relay cells which are 
driven by cerebellar afferents (for anatomical connec- 
tions see [44]). Consequently, released GABA seems to 
activate inhibitory GABAA receptors on glutamatergic 
cerebellar afferents and on glutamatergic thalamic relay 
neurons. 

5. HFS IN THE TREATMENT OF 
DYSTONIA AND HUNTINGTON’S 
DISEASE 

A similar reasoning as for the therapy of hyperkinesias 
in Parkinson’s disease, i.e. a strengthening of the 
GABAergic pallido-thalamic projection, explains hypo- 
thetically the efficacy of GPmed-HFS on other hyperkine- 
sias, e.g. on dystonia and Huntington´s disease. One, or 
even the most important, pathophysiological basis of 
these hyperkinesias is also a reduced filter function of 
the thalamus, to be reversed therapeutically. Besides 
using HFS to treat chorea of a Huntington patient, Moro 
et al. [45] also applied 40 Hz. 130 Hz improved cho- 
reatic symptoms more than 40 Hz; the concomitant bra- 
dykinesia, however, was rarely affected. The bradykine- 
sia ameliorated with 40 Hz, admittedly at the expense of 
the chorea reduction. A corresponding clinical difference 
between HFS and 40 Hz-stimulation was also observed 
by Fasano et al. [46]. Thus, 40 Hz induce other, possibly 
opposed, effects as the HFS-typical 130 Hz. 

6. HFS IN DEPRESSION 

6.1. HFS in the Treatment of Major Depression 

In depression the subgenual gyrus cinguli (Brodman area 
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25) is metabolically overactive. This overactive metabo-
lism is being decreased due to antidepressant medication 
[47]. HFS of the white matter of the subgenual gyrus 
cinguli was applied to reduce this elevated activity and 
successfully improved treatment-resistant major depres-
sion. Therefore white matter of the subgenual gyrus 
cinguli-HFS may lead to an increased release of GABA 
from axon terminals in the Brodman area 25. GABA 
then activates inhibitory GABAA receptors on overactive 
postsynaptic neurons which calms these neurons. 

6.2. Suicidality as Side-effect of STN-HFS 

A depression-like behaviour is aggravated in the forced 
swim test due to STN-HFS; the forced swim test is a 
widely used and validated rodent model of depression. 
On the level of neuronal activities, the firing rate of 
5-HT neurons in the dorsal raphe nucleus (NDR) of rats 
is inhibited following STN-HFS [48]. Muscimol, being 
infused into the STN, imitated the effects of STN-HFS 
on the firing rate of 5-HT- neurons. Voon et al. [49] have 
recently confirmed that suicide is one of the most im- 
portant risks for mortality following STN-HFS in ad- 
vanced Parkinson’s disease. This serious adverse effect’s 
pathophysiology may allow us to draw conclusions 
about the mode of action of HFS. 

Anatomically, the following connections between 
STN and the 5-HT neurons of the NDR exist (see 
[50,51]; : excitation, ┤: inhibition, ncl. habenulae lat-
eralis: LHb, GABA interneurons of NDR: NDRGABA, 
5-HT neurons of NRD: NDR5-HT): 

The physiological condition is reflected by the fol-
lowing chain of neuronal impacts:  
STN    GPmed   ┤  LHb    NDRGABA  ┤ NDR5-HT. 

The condition in patients suffering from Parkinson’s 
disease, however is different. In the hypokinetic state the 
STN is disinhibited, which changes the above-mentioned 
chain.  
( means increased, () decreased, excitation; ╢ 
means increased, (┤) decreased, inhibition): 
STN  GPmed ╢ LHb () NDRGABA (┤) NDR5-HT. 

A reduced inhibition of NDR 5-HT neurons is the re-
sult of the disinhibited STN. 

The condition after STN-HFS, however, may vary as 
follows: 
STN-HFS () GPmed (┤) LHb  NDRGABA ╢ NRD5-HT. 

Obviously, STN-HFS increases the inhibition of 5-HT 
neurons of the NDR which results in a lowering of the 
serotonergic neurotransmission to cortical areas. Defi- 
ciencies in the monoamine neurotransmission is the cur- 
rent hypothesis underlying major depression. Conse- 
quently, this decrease may explain the increased sui-
cidality of Parkinson patients after STN-HFS. 

Not only 5-HT neurons in the NDR, but also nora- 

drenergic neurons in the locus coeruleus (LC), which 
project to the cortical areas, are influenced by STN-HFS. 

Pathophysiological condition in the hypokinetic Park-
inson syndrome:  
STN  GPmed ╢ LHb () LCGABA (┤) LCNA. 

Condition in Parkinson patients after STN-HFS: 
STN-HFS () GPmed (┤) LHb  LCGABA ╢  LCNA. 

An increased inhibition due to a lowered noradrener-
gic neurotransmission also promotes the occurrence of 
depression [52]. 

Note that the coincidence of a decrease of the sero-
tonergic as well as the noradrenergic neurotransmission 
may lead to a substantially increased risk of the occur-
rence of depression. 

GPmed-HFS is also used in the treatment of Parkin-
son’s disease. Does suicidality also occur in GPmed-HFS 
as an adverse effect? Rodriguez-Oroz et al. [53] have 
compared the clinical occurence of depression in Park-
inson patients treated with these two different HFS 
methods, i.e. STN-HFS and GPmed-HFS. A lower rate of 
depressions after GPmed-HFS compared to STN-HFS 
was found. This could be the result of a decreased inhi-
bition of NDR5-HT after GPmed-HFS which ends in an 
undiminished serotonergic neurotransmission to cortical 
areas. Therefore, depression is not likely to occur after 
GPmed-HFS. 

Condition of Parkinson patients after GPmed-HFS: 
GPmed-HFS ╢ LHb () NDRGABA (┤) NRD5-HT. 

7. HFS IN THE GILLES DE LA 
TOURETTE SYNDROME 

According to Servello et al. [54] it is possible to suc-
cessfully treat patients suffering from Tourette syndrome 
by applying HFS to the centrum medianum/ parafas-
cicular nucleus (CM/Pf) of the thalamus and to the ven-
tral oral anterior thalamic nucleus (Voa). Although the 
pathophysiological knowledge about the exact network 
of neurotransmitters acting in the Gilles de la Tourette 
syndrome is limited, one may assume a GABAergic in-
hibition of glutamatergic (CM/Pf and Voa) and choliner-
gic (CM/Pf) neurons through GABAA receptors. The 
GABAergic afferents in this case come from the GPmed. 
While applying HFS to the CM/Pf and Voa, a terminal 
release of GABA is induced in afferent fibers to these 
nuclei and, by this, neurons in the HFS target structures 
are inhibited. Thus, the above stated assumption leads to 
the proposal that CM/Pf- and Voa-efferents, projecting to 
both striatum and neocortex, there may trigger the Gilles 
de la Tourette syndrome. 

8. HFS IN OBSESSIVE COMPULSIVE 
DISORDER 

Corresponding to a recent publication by Greenberg et al. 
[55] DBS of the ventral internal capsule (VC) and the 
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ventral striatum (VS) with HFS parameters meliorates 
the symptoms of patients with Obsessive Compulsive 
Disorder. Also here the particular pathophysiology is 
unclear, but, in compliance with our hypothesis of the 
mode of functioning of HFS, GABA release in the VS as 
well as from VC fiber endings would take place. Now, 
on the one hand, axon collaterals from GABAergic inter 
or projection neurons of the VS could be excited by HFS 
and, on the other hand, postsynaptic neurons in target 
areas of VC fibers could be influenced in an inhibitory 
manner by the released GABA. 

9. HFS IN EPILEPSIES 

Various human epilepsies have also been experimentally 
treated with DBS and by subdural neocortical stimula- 
tion (target regions: hippocampus, cerebellum, thalamus, 
STN, neocortex; see [56]). Comparing the efficacies, a 
higher rate of electrical stimulation approaches in animal 
models of epilepsies than of the corresponding clinical 
applications have displayed anticonvulsant properties 
(e.g. STN-HFS against absence-like seizures, cortex 
piriformis-LFS in kindled animals, hippocampus-HFS 
and -LFS). Taken together, electrical stimulation meth- 
ods in the treatment of epilepsies seem to be more re- 
mote from a common clinical application than the other 
clinical syndromes mentioned above. Mechanistically, 
however, just epilepsies could offer interesting aspects 
for the implementation of HFS inducing selective GABA 
release, as regards the pathophysiological role of the 
opponents GABA and glutamate in these disorders. 

10. WHAT IS THE OVERALL IMPACT OF 
THE HYPOTHESIS OF A SELECTIVE 
GABA RELEASE BY HFS? 

Various treatment locations and options for HFS against 
different neurological and psychiatric syndromes are 
discussed above; there are detailed pathophysiological 
conceptions for most of these syndromes and, addition-
ally for the suicidality following STN-HFS [49]. The 
hypothesis of a selective GABA release due to HFS is in 
line with these conceptions (see underlined pathophysi-
ological basis in the following) by explaining the effica-
cies and side effects of HFS according to the stimulated 
regions. (A) Augmented filter function of the thalamus 
(see 3.): GABA, released in the STN from axon termi-
nals of neurons from the GPlat, reduces the disinhibition 
of the glutamatergic neurotransmission from STN to 
GPmed and to SNR and thus (re-) normalizes their tha-
lamopetal projections. (B) Reduced filter function of the 
thalamus (see 3.2, 5.): GPmed-HFS increases the GABA- 
ergic transmission of projection neurons to the thalamus. 
(C) In contrast to STN-HFS, GPmed-HFS is not depres-
siogenic, according to the pathophysiological conception 

of the transmission from GPmed to LHb to both NDR and 
LC. (D) In opposition to PPN-LFS (3.1), PPN-HFS im-
pairs gait disturbance and postural instability of the Park-
inson syndrome, as HFS induces a GABAergic inhibi-
tion of excitatory PPN neurons. (E) CM/Pf-HFS and 
VIM-HFS are effective against tremor and dyskinesias 
(3.3, 4.) by a GABAergic inhibition of glutamatergic 
thalamic neurons. (F) HFS in the subgenual gyrus cin-
guli inhibits through GABAergic axon terminals overac-
tive neurons of the Brodmann area 25 in depression. 

The error probability of a correct explanation of the 
overall mechanism of action of HFS (selective GABA 
release) with regard to its clinical effects may be as- 
sessed as follows: Together, six independent arguments 
have been listed (A-F). If this independence of the six 
arguments is accepted, then a single probability of only 
39.5% has to be assumed: The validity of the hypothesis 
“a selective GABA release explains argument (A) or (B) 
or … or (F)” corresponds to a significant collective ex- 
planation for the mode of action of HFS. The error 
probability for this collective explanation is in that case 
p = 0.049 = (1 – 0.395)6. Thus, we can state that a selec- 
tive GABA release significantly explains the mode of 
action of HFS. The proposed hypothesis corresponds to 
an optimal simplicity in explaining the observed clinical 
effects since the collective explanation is in any case 
simpler than another one which assumes different modes 
of actions of HFS in different target regions. 

We should add that the individual evidence of the se-
lective GABA release following HFS in the various con-
ditions should be separately demonstrated in spite of the 
present consideration of a collective explanation. 
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