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ABSTRACT 

This article describes a passive, economical strategy towards enhancing the security feature of conventional plastic 
cards by embedding a set of electromagnetic (EM) material that emulates an invisible “watermarking”. This is an over-
lay strategy to prevailing security measures and consists of incorporating (invisibly embedding, say by ink-jet printing 
or otherwise) a set of foil/film-like grids of electromagnetic (EM) material (such as high-μ material or high-conductivity 
metal) within the cross-section of the card. The test-card when exposed to a suitable excitation of microwave (ISM band) 
excitation, the embedment of EM material in the card is rendered to yield distinct path-loss to the traversing EM energy. 
That is, by making each element of embedment a grid-frame made of vertical or set of horizontal strips, (relative to the 
plane of polarization of EM excitation), each grid-frame will offer high (logic 1) or low (logic 0) transmissions when 
the card is swiped across the EM field. By sensing appropriately, this differentiable EM attenuation across the card 
would depict an output signal annunciating the presence of a binary-logic encoding in the embedded “watermarking”. 
The proposed effort augments the existing security features of a plastic card design and robustly reduces the chances of 
malpractices, such as plastic card counterfeiting and misuse. The concept-design as proposed is positively verified 
through experimental test cards and also justified with theoretical considerations. 
 
Keywords: Microwave-Based Watermarking, Plastic Cards, Electromagnetic Materials 

1. Introduction 

As well known, the plastic card is mostly used as a se-
cured entity by individuals as personal identity (ID) 
cards/driver’s license as well as in business transactions. 
But, this security-featured card often becomes suscepti-
ble for counterfeiting and unauthorized copying, scan-
ning and photo-imaging. Therefore, provisioning extra 
security features as an overlay effort in such cards is im-
minent and complements the dynamic needs of broad 
customer base.  

Ideally a security feature incorporated in a plastic card 
should enable immediate onsite verification and prevent 
unauthorized authentication, duplication or forgeries. 
Existing designs towards security embedment in plastic 
cards include card personalization by thermal-imaging, 
holographic imprints, bar-coding, embossing, magnetic- 
stripe encoding and provisioning smart-card (chip-card) 
capabilities. The existing standard (ISO 7810) ensures 
the integrity and security of the card, with the perform-
ance to an acceptable level.  

Yet another, security enhancement is proposed here 
(as an overlay technique to the prevailing security fea-
tures) that offers a value-added two levels of authenticity 
to the customers. It is based on a simple, cost-effective 
technology using microwave principles. It consists of 
incorporating (invisibly embedding/burying) a set of 
electromagnetic (EM) material [1] (such as high-μ or 
good-conductivity material) in foil/film-like (or ink-jet 
printed [2] form of) grid-frames. This embedment en-
ables two-levels of security as follows:  

When the test card is exposed to a suitable high- 
frequency electromagnetic (EM) excitation, the very 
presence of EM material offers a preset (threshold) of 
attenuation and hence the detected microwave strategy 
declares the presence of the embedded material confirm-
ing the first-level of authentication. Further, the embed-
ded EM material (structured as an array of grid-frames) is 
rendered to yield a distinct attenuation (power loss) to the 
EM energy traversing each frame when the card is swept. 
The distinct attenuation refers to realizing two-levels (of 
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high or low); and, it is accomplished with the grid de-
sign/structure having horizontal or vertical strips relative 
to the linear polarization of the EM excitation. The array 
of such vertical or horizontal grids would cause high or 
low attenuations to the EM wave. Sensing differential 
(high/low) level-changing corresponds to emulating a 
“watermarking” of a binary encoding of a logical (0, 1) 
signature. Thus, 1) by threshold-based, yes/no detection 
of embedded EM material and 2) by decoding the logical 
signature improvised by the array of grid structures of the 
EM material embedment, a two-prong enhancement on 
card identification/authenticity is realized. 

Relevant concept-description, analysis, EM (micro-
wave) excitation/sensor details, construction of a test-unit 
and testing are described below. Further, results are fur-
nished towards the proof-of-the-concept. Suggested EM 
excitation conforms to the use of ISM 2450 MHz fre-
quency [3]; and, the associated electromagnetics plus 
system considerations can be rendered not to interfere 
with the existing infrastructure on magnetic-core, 
chip-card and/or bar-code reading efforts. The proposed 
strategy of card authentication can be included as a part 
of existing/traditional card-swiping unit.  

2. Embedding Information in Secured  
Plastic Cards: State-of-the-Art 

The plastic card is a portable, wallet-size entity with em-
bedded information and has been ushered into the society 
in various day-to-day applications where on-site card 
data retrieval is facilitated and security is implied. The 
generic versions of plastic cards in vogue can be listed as 
follows: 1) Magnetic stripe cards (ISO 7810 and ISO 
7811) where data is stored in the magnetic stripe by 
modifying the magnetism of tiny iron-based magnetic 
particles placed/smeared as a band (on the magnetic 
stripe); 2) smart cards (ISO 7816) (also known as a chip 
card, or an integrated circuit card) is a critically secured 
card intended for financial, information technology 
(computer and/or communication access), government, 
healthcare, ID on Internet applications etc.; 3) bar-coded 
cards bearing bar coded information are used for simple 
ID as in library cards; and 4) proximity cards containing 
an embedded antenna transmits encoded information as a 
radio frequency (RF) signal (at 125 kHz or 13.56 MHz) 
towards identification (RFID). Picking up the encoded 
RF signal proximally identifies the card.  

2.1 Concept of “Digital Watermarking” 

Another level of security can be added to the plastic 
cards with “watermark” design (visible or invisible) [4]. 
Such watermarking decreases the illegal reproduction of 
the card and prevents fraud. The watermarking on plastic 
cards is a customized effort. It involves posting exclu-

sively ID pictures and details printed on plastic cards. 
Such cards need specific digital decoding by the reader to 
authenticate the card. In essence, watermarking provides 
tamper-proofing. One popular watermarking method in 
use today is known as digital watermarking. The tech-
nique of digital watermarking takes its name from “wa-
termarking” of paper or currency improvised as a secu-
rity measure. Such a watermark feature is a slight imprint 
on paper that is nearly imperceptible unless viewed 
carefully, under proper conditions of optical visibility. 

Digital watermarking processes involve the insertion 
and extraction of watermarks. In watermark insertion, the 
original object and a secret key are combined to produce 
a “stego object”, which consists of the original object 
with a watermark embedded in it. Later, to show authen-
ticity or ownership of the stego object, the secret key and 
the stego object are combined in the process of water-
mark extraction, which recovers and/or verifies the pres-
ence of the watermark.   

Some common types of watermarks are: 1) Visible 
watermarks, which depict an extension of the concept of 
logos. Here logos are inlaid into the image transparently; 
2) invisible watermark is hidden in the content and can 
be detected by an authorized agency only; 3) public wa-
termark allows reading or retrieval by anyone using a 
specialized algorithm; 4) fragile watermark is a tam-
per-proof watermarks destroyed upon data manipulation; 
5) private watermark (or secure watermark) can be read 
only with a secret key; 6) a perceptual watermark ex-
ploits the aspects of human sensory system so as to pro-
vide invisible yet robust watermark; and 7) the so-called 
bit-stream watermarking is realized with compressed 
data (such as video). 

2.2 Can a Plastic Card be Rendered with  
“Watermarking”? 

Indicated in [4], a method of supporting traditional way 
of watermarking on photographic images laid on plastic 
cards. Presently, a microwave/EM-material based tech-
nique of “watermarking” is suggested. It is indicated as 
an enhanced security feature to plastic cards and is con-
ceived by improvising an invisible watermark that can be 
detected (and its content analyzed) only by a special 
card-reading mechanism involving a microwave ap-
proach. When a card is forged, inasmuch as the imple-
mented watermarking is absent, the card will not be au-
thenticated by the reader as a first-level of security. Fur-
ther, by proper design of the embedment set of EM mate-
rial (in terms of number, size variations, and orientation 
of embedded elements relative to EM polarization), a 
digital (binary) sequence can be improvised into the 
“watermarking”; and, an EM sensor-cum-reading mecha- 
nism will decode this data for authentication/verification 
as a second-level of security. This concept of placing an 
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EM-based watermarking in plastic cards is novel and 
new. To the best of the authors’ knowledge, no relevant 
study has been done.  

3. EM Material-Based Watermarking in 
Plastic Cards: Test Card Details 

In summary, the (invisible) “watermarking” envisaged 
here refers to provisioning the plastic card with a buried 
configuration of (embedded) EM material that reacts to 
microwave radiation. Towards feasibility, the test EM 
materials being considered include: 1) High-μ material 
and 2) good conducting metals (like copper and alumi-
num). These EM materials advocated are required to be 
made in the form of foil/film-like grids (constituted by 
vertical or horizontal grid-strips) or can also be formed 
into the required grid structure using the modern art of 
conductive ink-jet printing [2]. The proposed “water-
marking” is to include a set of any of the aforesaid mate-
rials (of suitable dimensions, in numbers and orientations 
in grid form) as a layer embedded within the standard 
plastic card as shown in Figure 1. 

Suppose at the time of card-swiping, the card is illu-
minated by a linearly-polarized EM field at a microwave 
frequency, say, the ISM-band 2450 MHz [3]. Inasmuch 
as the grid set of EM material would offer attenuation to 
the microwave transmission across the card, the presence 
of such test EM material while the card in swiping mode, 
can be sensed; and, the detected signal will annunciate 
the presence or absence of invisibly embedded material 
“watermarking” and provides a first-level of go/no-go 
confirmation on the authenticity of the card. In addition, 
by having the embedded EM material formatted as a set 
of horizontal or vertical strip grid-frames, the extent of 
attenuation caused by each grid-frame to the linearly 
polarized microwave transmission while swiping the card 
can provide a logic word (signature) of 1’s and 0’s of a 
binary encoding upon detection. Hence, the detected and 
encoded signal facilitates a second level of ID and au-
thentication of the test-card. The card is excited by a mi-
crowave source as shown in Figure 2. 

Referring to the system and test-card described as 
above, suppose be the thickness of the plastic card 

and 

pd

sd  is the thickness of the embedded material, (such 

that s pd d

pd

). Assuming a simple plane wave excita-
tion (at a wavelength >> dp or ds), the magnitude of 
power transmission coefficient across electrically-thin 
(that is,  ) window due to the test card can be 
written as [5]: 22 1    where,   is the voltage 

reflection coefficient at the surface of the plastic card, 
which can be deduced as: 

2

2 1

1

p

p

ε
j

ε




   
 
 

where 2 pλ c ε f  with being the dielectric con-

stant of the plastic material and f is the frequency of EM 
excitation. When the embedded set of grid-frames comes 
in the EM excitation zone while swiping, 

pε

ρ  would get 

modified or perturbed. This perturbation can be specified 
in terms of power losses suffered by the EM wave pass-
ing through the plastic card and encountering the EM 
material, which is assumed of good conductivity/high-μ 
characteristics. 

Also, the embedded grid-frames are of small size (area) 
in relation to the area of the plastic card and are electri-
cally thin. Correspondingly, the modified (perturbed) 

value of  can be written as: 2τ

22 1 exp 2m s m mτ K ρ α d                (2) 

 
Figure 1. Embedding a set of frames of EM material in a 
standard plastic card. (EMM: Embedded EM material). 
Front side: 1) Issuing organization logo; 2) Hologram/ 
photograph; 3) EMV (Europay MasterCard, Visa) chip; 4) 
Card number; 5) Expiry date; 6) Cardholder name; and 7) 
Card brand logo 
 

                (1) 
Figure 2. Excitation of the test card with microwave energy 
source 
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where the subscript m implies the embedment being pre-
sent, is the attenuation coefficient exclusively caused 

by the embedment and Ks is a scattering (power) loss 
coefficient due to the finite size of the embedded grid 
structure facing the EM radiation. Further, the attenua-
tion coefficient ( ) can be explicitly written as: 

mα

mα

m o rmα fμ μ σ  m  nepers/meter        (3) 

with f being the frequency of microwave excitation in Hz. 
Further, oμ  is the free-space permeability (  × 10-7 H/m) 

and 

4

rmμ  and S/m denote respectively, the relative 

permeability and the conductivity of the embedded mate-
rial. Hence, it follows that: 

mσ

 

2

2
exp( 2 )

exp 2

m
s m

s o rm m m

τ
K αd

τ

K fμ μ σ d

 

   

       (4) 

Therefore, in order to realize a good resolution of 
sensing the attenuation caused by the embedment (at a 
given frequency of operation), it is suggested to use a 
good conductivity plus high-μ characteristics material in 
making the embedded grid-frames. 

Further, the embedment size (area = Am) will implicitly 
decide the constant, Ks. That is, Ks is a function of 

mA and . The thickness ( ) of the embedded grid- md md
frames can be chosen almost film-like without signifi-
cantly altering the thickness ( ) of the plastic card, 

which is set by existing standards. Therefore, the value of 
pd

mA  is a design parameter to be optimized. 

3.1 Improvising Binary Encoding via  
Vertically/Horizontally Formatted Grid  
Structure of Embedded Material 

As indicated before, suggested here a novel method of 
improvising a binary logic in the embedded set of EM 
material introduced within the plastic sheet. The method 
of approach is as follows: Each grid-frame is constructed 
with the test EM material in film/foil-like structure. It is 
taken in two forms: 1) A vertically-stacked stripes closely 
arranged to form a vertical grid structure as shown in 
Figure 3(a); and 2) a horizontally- stacked stripes closely 
arranged to form a horizontal grid structure as shown in 
Figure 3(b). 

Further, a set of vertical and horizontal grid-frames of 
Figure 3 can be embedded in the plastic sheet side-by- 
side so as to form a binary logic as illustrated in Figure 4. 

Suppose the microwave excitation is set to a linear 
polarization, vertical (VP) or horizontal (HP). Then, the 
corresponding transmission coefficient of Equation (4) in 
the presence of a grid-frame gets modified as:   

 22
||1 exp 2m s m mτ K ρ α d s       

Or, 

 22 1 exp 2m s m mτ K ρ α d s
         

     (6) 

Equation (5) applies to the transmission across the 
card when a vertically-polarized EM wave faces parallel 
grid structure and ||s  is the corresponding attenuating 

parameter. Likewise Equation (6) is valid when the same 
vertically-polarized EM wave traverses the card and 
faces the horizontal grid structure, which poses a corre-

sponding attenuating parameter of . s
3.2 Designing and Testing a Concept Unit 

Consistent with the concept described, different sets of 
test cards (of standard size as indicated in Figure 1) are 
designed and fabricated. These sets correspond to using  
different EM materials in making the grids. Specifically, 
 


    (5) 

 
 
 
 
 

 

(a)                              (b) 

Figure 3. EM material conceived as film/foil of grid-frames 
for embedment in the plastic card. (a) Grid-frame of verti-
cally-stacked strips and (b) Grid-frame of horizontally- 
stacked strips 
 
 
 
 
 

(a)                  (b) 

Figure 4. Emulation of a binary logic with vertical (V) and 
horizontal (H) grid-frames of EM material. Examples: (a) 
Logic 01010 and (b) Logic 11001 
 

 
Figure 5. (a) High and (b) Low transmissions of a verti-
cally-polarized EM wave traversing through vertical and 
horizontal grid structures, respectively 

Strips of 
EM  

material 

V

0

H

1

H

1

V

0

V

0 1 0 11 0 

H H HV V
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high-μ material and high-conductivity materials (copper 
and aluminum) are used.  

The microwave setup illustrating the excitation of the 
test card and sensing the transmission coefficient are 
illustrated in Figure 6. As shown, the test card embedded 
with an EM material is illuminated with microwave ra-
diation from a source and the corresponding transmission 
coefficient is measured. The recommended frequency for 
this operation is the license-free ISM band 2450 MHz. In 
the present study, however, for the purpose of demon-
stration a 10 GHz (X-band) source is used. But, relevant 
excitation/sensing considerations remain unaltered in 
using ISM 2450 MHz without any loss of generality.  

Further illustrated in Figure 7 (photograph) is a test 
card embedded with high-μ material grid-frames in al-
ternate grid formats (of vertical and horizontal structures) 
set to form the logic of (1, 0, 1, 0). 

4. Test Results: Measured Data on Sensed  
RF/Microwave Signals versus Test Cards 
Used 

Different sets of test cards described earlier (having 
varying area of cross-sections with plain and grid- 
formatted structures) are subjected to testing. The meas-
ured results on microwave signal (power) attenuation due 
to the presence of embedded test EM materials versus the 
size of these materials are presented in Tables 1 to 3. 
 

 

Figure 6. Laboratory set-up of microwave-plumbing for test 
card excitation and “watermarking” detection 

 
 
 
 
 
 
 
 
 
 
 
Figure 7. Photograph of the test card embedded with high-μ 
material in alternate grid formats (vertical and horizontal). 
H and V depict the (1, 0, 1, 0) logic expected with a verti-
cally-polarized EM transmission (across a vertically- 
positioned test card being swiped) 

5. Encoding-Improvised Test Card Using 
Grids with Vertical and Horizontal Strips 

Next, a test card having a set of four high-μ grids of ver-
tical and horizontal strips as shown in Figure 8 is con-
sidered. Each grid frame used is dimensioned to be about 
0.75 cm × 0.75 cm. As this card is swiped across the 
slot/groove, the measured microwave power level (in dB) 
depicting the encoding due to the embedded sheets are 
indicated in Figure 8.  

6. Discussion and Closure 

Referring to Tables 1 to 3 and Figure 8, the following 
details can be inferred: As expected, the EM materials 
embedded in the plastic cards react differently to the EM 
excitation, by virtue of the associated conductivity and 
permeability characteristics. (See Equation (4)). In addi-
tion, vertical (V) or horizontal (H) formatted grids (of a 
given size) of the EM material embedment lead to dis-
tinguishable transmission response vis-à-vis the polariza-
tion of the microwave excitation incident on the grid. 
This feature offers distinguishing detected signal as high 
or low as seen in Figure 8. Hence, a binary word can be 
“watermarked” using an appropriate combination of ver-
tical (MV) and horizontal (MH) grids. 

Suppose a set of eight (0.75 cm  0.75 cm) vertical 
and horizontal grids are accommodated in the card as an 
array depicting an eight-bit binary word. This is quite 
feasible with conductive ink-jet printed material and  

 

 
Figure 8. Measured microwave power levels (relative to a 
blank card) as the test card is swiped across the horizon-
tally polarized EM excitation zone. (MH: Horizontally 
structured high-μ grid; and MV: Vertically structured 
high-μ grid) 
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Table 1. Relative transmitted microwave power (in dB) 
across the test plastic card versus dimension (area in cm2) of 
a single frame of embedded high-μ material. (The exciting 
EM wave (at 10 GHz) is horizontally polarized.) 
 

Embedded single frame:  
Material and type 

Dimension 
(in cm2)  

of the frame  

High-μ 
plain 
sheet 

High-μ grid 
with 

vertical stack 
of strips 

High-μ grid
with hori-

zontal 
stack 

of strips 

0.0 0.0 0.0 0.0 

0.25  4.0 3.5 2.5 
1.00 10.0  9.0  4.5 

4.00 16.5 15.5 7.5 

 
Table 2. Relative transmitted microwave power (in dB) 
across the test plastic card versus dimension (area in cm2) of 
a single frame of embedded copper. (The exciting EM wave 
(at 10 GHz) is horizontally polarized.) 
 

Embedded single frame: 
Material and type 

Dimension 
(in cm2) of the 

frame 

Copper  
plain 
sheet 

Copper grid 
with vertical 

stack of 
strips 

Copper grid 
with hori-

zontal stack 
of strips 

0.00 0.0 0.0 0.0 

0.25  2.3  1.5  0.5 
1.00  5.5  4.5  2.5 
4.00  8.0  6.5  3.5 

 
Table 3. Relative transmitted microwave power (in dB) 
across the test plastic card versus dimension (area in cm2) of 
a single frame of embedded aluminum. (The exciting EM 
wave (at 10 GHz) is horizontally polarized.) 
 

Embedded single frame: 
Material and type 

Dimension 
(in cm2) of 
the frame 

Aluminum 
plain 
sheet 

Aluminum 
grid with 

vertical stack 
of strips 

Aluminum 
grid with 
horizontal 
stack of 
strips 

0.00 0.0 0.0 0.0 
0.25  2.5  1.5  0.5 
1.00  7.5  5.5  3.5 
4.00  9.0  7.5  4.5 

 
processing. This would allow a set of 28 = 256 combina-
tions of binary signatures. If narrower strips in the 
grid-frame are used, the word size can further be in-
creased; however, it requires narrow field of excita-
tion/reading warranting a careful design of microwave 
transceive antennas. (In the presence study, however, a 
simple slot in the H-plane is used and, therefore, only a 
resolution of four distinguishable grids is realized). 

The overall observation of the results obtained sup-
ports the proof-of-the-concept and indicates the feasibil-

ity to enhance the security feature of plastic cards with 
the proposed “watermarking” strategy. With this addi-
tional/overlay layer of security in the cards, the buried 
“watermarking” remains invisible towards fraud and du-
plication. Together with the state-of-the-art security 
technology that prevails on a plastic card (such as holo-
graphy, etching, microtext, photographic perforation, UV 
ink, ghost images, and digital watermarking, etc.), the 
proposed method can be regarded as a novel addition. 

This EM-material based watermarking technique of-
fers ample scope for further studies. The following can 
be listed thereof: 
 As indicated earlier, the binary formatting of wa-

termarking using a passive set of grids can be conven-
iently fabricated using conductive ink-jet printing within 
the plastic card. Unlike traditional etching or photolitho-
graphic designs, printed traces and lines of about 25 m 
can be realized as indicated in [2]. The conductivity of 
ink-jet varies from 0.4 to 2.5 × 107 S/m realized with 
silver nano-particles. This conductivity will offer re-
quired attenuation profile needed when used as the card 
embedment 
 With the existing art of printed-antenna technology, 

the excitation and receiving (sensing) antennas can also 
be tailored to match the transceive aspects of the micro-
wave across the test-card.  
 In using low-power microwave standard ISM 

2450 MHz [3] frequency source/detection methods can be 
adopted. Compatible RF transceivers available as sur-
face-mounted modules for ISM 2450 MHz applications 
can be adopted for the present work. Such modules are 
also optionally available with integrated antenna. They are 
designed for control and industrial automation purposes. 
ADC capabilities are also built in.  
 The superimposed microwave illumination will not 

interfere with 125 kHz HF illumination used in certain 
card-reading systems. Further, the proposed design can be 
introduced as a part of card-swiping unit without 
cross-interfering with magnetic stripe and/or chip-card 
processing electronics. 
 Though binary formatting of watermarking indi-

cated here uses a passive set of metallic grids, it may be 
possible to make such grids semi-active with a set of 
vertical and horizontal IC diodes, (which can be biased 
via metal contacts at the rim of the card during the swip-
ing mode from a DC source made available in the card 
swiping unit). These biased diodes can emulate pro-
grammable grid structures as discussed by Neelakanta et 
al. in [8]. That is, depending upon the ON-OFF states of 
the diodes, the binary format can be dynamically 
changed. This provides additional security to the card, 
inasmuch as the binary ID format can be preprogrammed 
and changed dynamically. Such diode-based system can 
also be a part of any chip-embedded plastic cards.  

Copyright © 2010 SciRes.                                                                               JEMAA 



 A Microwave-Based Invisible “Watermarking” Emulated by an Embedded Set of  
Electromagnetic Material in a Plastic Card 

Copyright © 2010 SciRes.                                                                               JEMAA 

127

 This is a noninvasive strategy and almost non-line- 
of-sight method. 
 Larger the size of the sheets used, more will be the 

output signal, that is, more sensitivity.  
 It is a “passive” method in the sense that it uses 

simple EM materials. 
 The design optimization is aimed at maximizing the 

signal output and improving the sensitivity of the system. 
The following considerations are implied: 
 Location of transmitter and receiver modules with 

respect to the card slot: With the availability of sur-
face-mounted devices, this consideration can be com-
fortably engineered in a compact and acceptable form. 
 Transmitter/oscillator power: The oscillator can be 

set in sleeping mode (with the power switched off) and 
can be made active only when the card is in situ for 
swiping. 
 The size of the grid-frames used vitally decides the 

sensitivity of the system and has to be optimized. 
In summary, the proposed EM-material based invisible 

watermarking is a viable method and offers a prospective 
scope for a new security technology option for plastic 
card industry. As indicated, it provides two distinct as-
pects of security in plastic cards embedded with EM- 
material based watermarking: 1) The system first iden-
tifies/detects the presence of the embedded material. Any 
forged card with the absence of such buried material will 
be rejected; and, 2) with the vertical/horizontal grid 
structures, inclusion of encoding/decoding of a binary 
word is also feasible. Further, a crisscross formatted ar-
ray of the test EM materials can be suitably tailored for 
binary encoding/decoding with dual/circularly polarized 
excitations. More studies in this direction are open ques-
tions and are in progress. 3) To the best of the authors’ 
knowledge no similar idea and/or implementation of the 
concept indicated in this work has been deliberated in 
open literature. 4) The security features in plastic cards 
that currently exist do not per se are based on concealed 
EM material-specific binary signature described in the 
present work. The “watermarking” of the type indicated 
here is not visibly present and if tampered with, will not 
authenticate when the card is swept in the microwave set 
up improvised. As such it offers additional security to the 

card more than the available (security) features on the 
card. 5) Improvising this new feature is not expensive 
and may not add appreciable cost to the existing plastic 
cards. 6) It is therefore aptly suited for commercial ex-
ploitation since there is no parallel competitive system 
available. 7) The system described here is largely a 
proof-of-concept design. More rigorous theoretical study 
can be directed towards design optimization especially in 
devising more number of vertical and horizontal EM 
stripes so as to obtain larger size of binary word towards 
authentication and for covering more number of cards. 
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ABSTRACT 

The sunspot number is becoming an increasingly insufficiently reliable parameter for the determination of the time of 
minimum of a solar cycle during the prolonged and deep minimum of the 23rd solar cycle. Moreover, the sunspot num-
ber does not quantitatively reflect physical processes and is a practically conventional qualitative “noisy” parameter. 
Introduction of an additional criterion for the determination of the time of minimum of a solar cycle is becoming par-
ticularly topical due to the upcoming common descent of the level of the 2-secular cycle, when the amplitude of sunspot 
activity variation will sequentially decrease during several subsequent cycles (after the 23rd cycle). We propose the 
adoption of the smoothed minimal level of the total solar irradiance (TSI) as an additional physically justified criterion 
for the determination of the time of minimum of a solar cycle during the minimum of sunspot activity. The minimal level 
of the monthly average values of the TSI smoothed for 13 months when the last two of its values exceed the preceding 
value at the point of minimum will additionally indicate the time of minimum of a cycle. The additional criterion has 
been successfully used for the determination of the time of minima of the preceding 21st and 22nd cycles. 
 
Keywords: Sun, Solar Cycle, Solar Cycle Minimum, TSI, Sunspot Activity 

1. Introduction 

The elapsing 23rd solar cycle is unique by its duration. It 
has become the longest (longer than 12.5 years) cycle 
among all reliably established and studied 11-year solar 
cycles for more than 150 years of their reliable observa-
tions (starting from the 10th cycle). The maximal duration 
of this cycle additionally confirms the approach of the 
active descent phase of the 2-secular solar cycle because 
the duration of an 11-year cycle in whole depends on the 
phase of a 2-secular solar cycle. Durations of 11-year 
cycles sequentially increase from the phase of growth to 
the phases of maximum and descent of a 2-secular cycle 
[2]. The determination of the exact time of minimum of 
the ongoing cycle and, consequently, of the beginning of 
the new 24th solar cycle is becoming more and more 
topical problem nowadays. The traditional method for the 
determination of the time of minimum of an 11-year cycle 
is mostly based on the computation of the sunspot number. 
Here, the main criterion for the determination of the time 
of minimum of an 11-year cycle is the minimum of 
monthly average values of the sunspot number smoothed 
for 13 months (other criteria are used as well). However 
the sunspot number does not quantitatively reflect physi-
cal aspects of the processes of cyclic variations on the Sun 

and is practically a conventional qualitative “noisy” pa-
rameter. Additionally, during the prolonged and deep 
minimum of the ongoing 23rd cycle the appearance of 
sunspots has become a rare event. Due to very low fluc-
tuations of the sunspot number it is becoming an increas-
ingly unreliable quantitative physical parameter for the 
determination of the time of minimum of the solar cycle 
(Figure 1). This fact indicates the importance of the 
search for and introduction of an additional criterion for 
the determination of the time of minimum of a cycle. The 
additional criterion should be based on the accurate quan-
titative measurement of a global parameter of the Sun. 

2. The Additional Criterion 

Introduction of the additional criterion for the determina-
tion of the time of minimum of a solar cycle has become 
particularly topical due to the upcoming overall descent of 
the level of the 2-secular cycle, when the amplitude of the 
sunspot activity variation will sequentially decrease dur-
ing several subsequent 11-year cycles [1,3,4,6]. Determi-
nation of the times of minima of the subsequent cycles 
(after the 23rd cycle) by the means of traditional method 
will be less accurate because of a more substantial de-
crease of the sunspot number and because of its near-zero 
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fluctuation for a long time during the periods of minima of 
the sunspot activity of these cycles. The uncertainty of de-
termination of the time of minimum of the above cycles 
can last longer after the minimum takes place. It is known 
that being the consequences of the same processes occur-
ring deeply inside the Sun, 11-year and 2-secular cyclic 
variations of the sunspot activity and total solar irradiance 
(TSI) are synchronized and cross-correlated both in phase 
and amplitude [1,3]. 11-year cyclic variations of the TSI 

take place with respect to its 2-secular variation component 
(dashed line, revealed by us) (Figure 2). By the course of 
gradient variation of the 2-secular component of the TSI 
during the minima of three successive cycles one can de-
termine the further course of both TSI and sunspot activity 
for not only the approaching cycle but also for several sub-
sequent cycles (with somewhat less accuracy) [3]. 

We propose the use of a high-precision global physical 
parameter – the minimal level of smoothed TSI variation

 

 
Figure 1. Variations of the monthly average values of the TSI (Fröhlich, 2009) and sunspot number (SIDC, 2009) and their 
values smoothed over 13 months during the period of minimum of the 23rd cycle in 2006-2009 
 

 
Figure 2. Variations of the TSI over the period from November 16, 1978 to October 24, 2009 (bold line) (Fröhlich, 2009) and 
of its 2-secular component (dashed line), revealed by us 
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measured more reliably during the period of minimum of 
sunspot activity – as an additional criterion for the de-
termination of the time of minimum of a solar cycle. The 
measured values of the TSI are virtually free of distor-
tions due to the minimal number of sunspots and faculae 
fields crossing the disc of the Sun during this period. The 
minimal level of the monthly average values of the TSI 
smoothed for 13 months when the last two of its values 
exceed the preceding value at the point of minimum in-
dicates the time of minimum of a cycle. This method 
involving 13 months smoothing allows one to virtually 
get rid of the influence of random monthly fluctuations 
of the TSI which take place due to the transits of small 
sunspots and small faculae fields across the disc of the 
Sun during the period of minimum of the cycle. 

The given method allows one to determine the time of 
minimum of a solar cycle with assured reliability. The 
gradual adoption of 11-month and later 9-month 
smoothing instead of 13-month will be possible when the 
direct measurements of the TSI become more reliable 
and accurate. The proposed additional method for the 
determination of the time of minimum of a cycle on the 
basis of the smoothed minimal level of the TSI will pro-
vide the possibility of a reliable determination of the 
dates of these events particularly for the future 11-year 
cycles which will take place during the phase of descent 
and minimum of the 2-secular cycle. Here, the smoothed 

minimal level of the TSI entirely and quantitatively re-
flects physical aspects of the global cyclic variations of 
activity of the Sun and is not a practically conventional 
and more “noisy” qualitative parameter unlike the sun-
spot numbers. 

In order to test the reliability and viability of the pro-
posed method on the basis of the additional criterion we 
have used it for the determination of the dates of minima 
of the preceding 21st and 22nd cycles on the basis of the 
smoothed TSI values and compared them to the dates of 
these minima determined earlier on the basis of sunspot 
numbers. For comparison we have plotted the corre-
sponding courses of variations of the monthly average 
values of the TSI [5], of the sunspot number [7] and of 
their smoothed values over 13 months during the periods 
of minima of sunspot activity within the 21st and 22nd 
cycles (Figures 3 and 4). It has been confirmed that ac-
cording to the smoothed sunspot number the minimum of 
the 21st cycle had taken place in September 1986 and the 
minimum of the 22nd cycle in May 1996. According to 
the additional criterion based on the smoothed TSI the 
minimum of the 21st cycle had unambiguously taken 
place in October 1986 and the minimum of the 22nd cy-
cle in June 1996 (see Table 1). Correlation coefficients 
between the series of W and TSI smoothed for 13 
months near the minima of the 21st, 22nd and 23rd cycles 
are equal to 0.95, 0.97 and 0.97 respectively. 

 

 

Figure 3. The same as on the Figure 1 for the period of minimum of the 21st cycle in 1984-1989 
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Figure 4. The same as on the Figure 1 for the period of minimum of the 22nd cycle in 1993-1998 
 
Table 1. Values of the TSI and sunspot numbers smoothed over 13 months during the minima of the cycles 21-23 and the 
dates of minima of these cycles determined on the bases of the TSI and sunspot number 

Minimum of a cycle 
 

Solar cycle Date on the basis of 
sunspot number 

Date on the basis 
of TSI 

Smoothed value of 
sunspot number 

Smoothed value of TSI 
(W/m2) 

Difference in TSI 
with respect to the 
minimum of 1986 

(W/m2) 

21 September 1986 October 1986 12.3 1365.57 0 
22 May 1996 June 1996 8.0 1365.50 0.07 

23 December 2008* – 
1.7* 

in December 2008 
1365.25* 

in January 2009 
0.32 

in January 2009 

 
The dates of minima determined by the means of the 

traditional method both in 21st and 22nd cycles lag one 
month behind the dates determined on the basis of the 
additional criterion. What is the reason of the mentioned 
time lag? The lag is observed doubtlessly due to the di-
rect influence of the observed common descent of the 
TSI. This influence compensates the new 11-year cyclic 
rise of the TSI within a common (overall) course of ob-
served TSI variation during a certain period of time (the 
period depends on the gradients of two-secular descent 
and 11-year rise). This leads to a certain offset (time lag) 
of the beginning of the new cycle. Anyway, this question 
deserves further dedicated research partly in order to 
determine more precisely the duration of the time lag in 
the descent phase of the two-secular cycle. We suggest 
that the time of minimum of a cycle determined by the 

new additional criterion is closer to the truth especially in 
the period of a deep minimum because it is based on the 
smoothed quantitative global physical parameter. In the 
deep minimum of the 23rd cycle in January 2009 the 
value of TSI smoothed over 13 months reached the re-
cord low level of 1365.25 W/m2

 which is 0.32 W/m2
 and 

0.25 W/m2
 less, than in the minima of the 21st (October 

1986) and 22nd (June 1996) cycles respectively. The 
smoothed value of the sunspot number in December 
2009 also reached the record low level and was equal to 
1.7 (see Table 1). 
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ABSTRACT 

The integral heat model for the system of the Earth’s surface—the atmosphere—the open space based on the electrical 
circuit analogy is presented. Mathematical models of the heat balance for this system are proposed. Heat circuit which 
is analog of the electrical circuit for investigating the temperature dependencies on the key parameters in the clear 
form is presented. 
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1. Introduction 

Electrical circuit analogy can be effectively used in ter-
mophysical applications [1]. Ohm’s and Kirchhoff’s laws 
are work in equivalent schemes with lumped parameters; 
heat fluxes are analogues of currents, heat conductivity 
(or heat resistance) is analog of the electrical resistance, 
and temperatures are analogues of the electrical potential. 
The purpose of this work is to use this method for de-
velopment of the integral analytical model of the heat 
balance based on the equivalence scheme for the system 
the surface—the atmosphere—the open space describing 
heat processes clearly.  

Variations of surface and atmospheric radiative pa-
rameters and atmospheric transparency for the surface 
radiation have important influence on the Earth’s climate. 
The simplest and convincing explanation of calculated 
dependencies is obtained with conversion from radiative 
characteristics to specific heat conductivities.  

In this work we have restricted with analysis of how 
atmospheric transparency for the heat IR radiation from 
the surface influences on the climate. It is a topical prob-
lem, because nowadays this transparency is regarded as 
one of the cardinal factors making the climate. To reach 
the general result, we are investigated all range of the 
possible transparency changed from 0 to 1.  

2. Physical Model 

Method of the electrical circuit analogy can be used for a 
system of isothermal bodies having small heterogeneities, 
its make it possible to establish connection among sche-

matic nodes with heat conductivities, and nodes define 
temperatures. In other words, the electrical circuit anal-
ogy can be used for the heat exchange problem and can’t 
be used for the heat conduction problem. So we regard the 
atmosphere as the homogeneous cover for the surface. 
The assumption is adopted that all atmospheric heteroge-
neities on the vertical dimension (pressure, density, tem-
perature profiles) don’t influence on heat conditions of the 
underlying surface. We operate the surface temperature 
averaged on the whole surface (including the land and the 
ocean) and the atmospheric temperature averaged on the 
atmospheric volume.  

These simplifications are brought to the idealized 
model of the system which contains the isothermal 
spherical core inside the isothermal spherical cover. The 
heat sources caused by the incoming solar radiation acts 
on the cover surface and in the cover (in W/m2). These 
heat sources are uniformly distributed. 

In generally accepted practice the absorbed heat fluxes 
averaged and uniformly distributed on all the spherical 
surface are used [2]. It is reasonable by the Earth’s rota-
tion around terrestrial axis, and assumption is adopted 
that speed of this rotation is greater than warming or 
cooling rate (in days-1). In other words, the Earth’s or-
bital period is considerably smaller than the value of the 
thermal inertia. This fact justifies using of averaged at-
mospheric and surface temperatures as criteria of the 
climate state. The core and the cover are in the convec-
tive and radiative heat exchange with each other. The 
cover is partially transparent for the core heat radiation 
and also gives the heat energy with the radiation to the 
open space itself. 
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The developed equivalent scheme is shown in Figure 
1 Three levels are notable: the first level corresponds to 
the surface with the highest temperature Тs, the second 
level corresponds to the atmospheric averaged on volume 
temperature Та, and the third one corresponds to the open 
space temperature Тe assumed equals to zero, Тe = 0K. 
The biggest part of the surface is the ocean, so we use the 
heat capacity of the ocean describing transient behavior.  

Heat sources Qs and Qa are analogues of current 
sources: Qs—specific power of the heat emission on the 
surfaces of the land and the ocean; Qa—specific power of 
the heat emission in the atmosphere. Sources of the tem-
perature force, which are analogues of voltage, are omit-
ted on the scheme as temperatures Тs and Та are poten-
tials depending on scheme parameters. Surface capacities 
of the ocean and the atmosphere Сs and Са in J/m2K are 
analogues of the electrical capacity. Nodes are connected 
with conductivities, through its specific heat fluxes qi are 
flowing. Radiative conductivities αs, αa, αr presents as 
electrical resistance usually presents. The black frame 
denotes the specific heat conductivity α, which is resul-
tant total convective and evaporating-condensation coef-
ficient of the heat transfer from the ocean surface to the 
atmosphere in W/m2K. 

Flux qs is a radiative flux transferred from the ocean 
surface to the open space directly through atmospheric 
window. Specific flux qа is defining power of the heat 
radiation from the atmosphere to the open space, and qr 
is the resultant radiative flux between the ocean and the 
atmosphere and it describes difference between fluxes 
transferred with the radiation from the ocean surface to 
the atmosphere and from the atmosphere to the ocean. 
Specific heat flux q is a resultant flux transferred by the 
convection and evaporating-condensation mechanism 
from the ocean to the atmosphere. 

In the transient heat state the change of the heat con- 

 

Figure 1. The equivalent thermal scheme based on the elec-
trical circuit analogy corresponds to the model of planetary 
heat balance. Arrows shows the directions of the heat fluxes 
q. Q are sources of heat power. C are capacities. α are con-
ductivities. See in text the detailed description of the scheme 
elements 

tent in the atmosphere and the ocean mixed layer is tak-
ing into account with the flux from the capacities Cs and 
Ca. The isothermal active layer can be allocated for the 
ocean with the layer thickness lo, it depth depends on the 
convective hashing of water in it. For the land it is nec-
essary to take into account unevenness of temperature 
distribution in the soil thickness, it is attained with using 
the transient heat equation. On this stage we don’t con-
sider this problem, because the electrical circuit analogy 
can’t be used to solve it. 

Integral emissivities and basic values of atmospheric 
transmission in IR range are used to define coefficient of 
radiative heat transfer and heat fluxes. For specificity it is 
necessary to introduce some assumptions about its: 
 surface emissivity is obtained as averaged on the 

whole ocean and land, it averaged value is defined from 
conditions of the heat balance; 
 averaged values of atmospheric emissivity with re-

gard to averaged cloudiness is obtained the same in the 
direction to the space and in the direction to the surface; 
 radiative balance is described using net heat flux 

and transfer factor, last one is deduced through well- 
known way [1]; 
 atmospheric transmission for IR spectral range 

taking into account with it averaged values for atmos-
pheric windows (main atmospheric window is the range 
8.13 µm) [3]. 

There are two main reasons to use this model to analy-
sis of the climatic global trends. 

First, the ocean is the main part of the surface (more 
then 75% of it). The ocean has a very big thermal inertia 
caused by its very big thermal capacity. As it shown be-
low, the constant of thermal inertia is about 8.5 years or 
more. As result, the surface temperature doesn’t change 
seriously during one day for both lighted and shadowed 
parts of the surface. That’s why the averaged temperature 
of surface can be used. This fact presents on the scheme 
with node having temperature Ts.  

The values of the atmospheric density and the atmos-
pheric capacity are an additional factor to the first one 
described above. Both factors make it valid and efficient 
to investigate the global climatic trends with the model 
based on the equivalent thermal scheme, which is build 
with electrical circuit analogy. 

3. Mathematical Model 

For composing the heat balance of the system of the sur-
face—the atmosphere, the general equation system de-
scribing the heat exchange among isothermal bodies is 
introduced [1]. In the most general case the heat ex-
change among n bodies is described by the ordinary dif-
ferential equation system, which contains n equations [1] 
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Initial conditions are usually setting in form  

0)0( ii TT                  (2) 

In our case it is convenient to use the specific heat 
fluxes qij, qie and Qi defined by rates qij = Pij/Si, qie = 
Pie/Si, Qi = Pi/Si; here Si – surface area of body no. i tak-
ing part in heat exchange. As result, the equations from 
the system (1) are expressed as 
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       (3) 

Surface dencities of total capacities Ci are defined 
from rates Ci = CΣi/Si.  

Specific heat fluxes can be setting in form 
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Here αij and αie—conductivities for heat transfer from 
body no. i to body no. j and from body no. i to environ-
ment, respectively; Ti, Tj and Te—absolute temperature of 
bodies i, j and environment.  

In the beginning we use the simplified steady-state 
situation corresponded to the mathematical description (3) 
of the scheme in Figure 1.  
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Fluxes in the system (5) are defined from rates  
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This system (5) contains the four unknowns (qr, q, qa, 
qs) and two equations, so it can’t be solved unequivocally. 
However, for the heat circuit the problem is simplified as 
parameters of this circuit (αr, αa, αs) are estimated defi-
nitely throw the potentials—temperatures Ts and Ta. 

In rates (6) the conductivities (except α) are estimated 
with formulas 

3

3

44

;)1(

);/()(

ssss

aaaa

asasr

T

T

TTTTF













     (7) 

Here εa, εs—emissivities of the atmosphere and the 
ocean; F—transfer factor for the system of the ocean--the 
atmosphere; δs—the fraction of the ocean emissive power 
contained in atmospheric windows; δa—the fraction of 
the atmospheric emissive power contained in atmos-
pheric windows; σ = 5.67·10-8 W/m2K4—the Stefan- 
Boltzmann constant; γ—atmospheric transmission for the 
heat radiation in atmospheric windows. 

As it follows from (7), scheme in Figure 1 is consid-
erably nonlinear because the scheme parameters αi de-
pends sharply on the temperatures. 

With regard to (6) and (7), system (3) can be expressed 
as 
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To solve the system (8), initial conditions must be 
adopted, and the set of parameters satisfied to known 
components of the heat balance Qa, Qs, qs, and Тs must be 
defined. 

It is important to establish the conductivities α cor-
rectly. It depends on small variations of Ts and Ta weakly. 
Arrhenius [4] examined the surface only without analysis 
of atmospheric temperature situation. He assumed the 
convective—mass-transfer flux q to be constant. How-
ever, as it shows below, condition α = const is more cor-
rect. Initial value of α defined from heat transfer equa-
tions depends on key parameters included in systems (8) 
and (5), but it is assumed that α is constant in following 
calculations of the dependence of Ts and Ta on variations 
of any parameter. 

4. Parameters of Heat Balance for Transient 
and Steady-State Conditions 

Following values were chosen as initial defining compo-
nents of the heat balance [2] Qs = 168 W/m2; Qa = 67 W/m2; 
qs = 40 W/m2; qa = 195 W/m2 and Ts = 287K [5]. Surface 
heat capacity of the atmosphere is obtained from known 
mass and specific heat capacity of air [3] Cа = 107 J/m2K. 
For the ocean the heat capacity is obtained throw the 
specific heat capacity and the density, so Cs = 4.2·106lo, lo 
is the depth of the ocean mixed layer specified in meters. 

Values introduced above are enough to estimate ther-
mal inertia characteristics of the Earth investigated as the 
whole planet. Impact of parameters variations should be 
calculated numerically in the non-linear statement of the 
problem to avoid errors. 

We begin with analysis of termoinertia characteristics 
of the system of the surface—the atmosphere. 

Adding up left and right parts of first and second equa-
tions from the system (8), we obtain 
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For the simplest estimations we assume that the dif-
ference between temperatures Ts and Ta is small: 

TTT sa                       (10) 

In this case (9) can be introduced in form: 
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here t—thermal inertia constant for the system of the 
ocean--the atmosphere; θ—steady-state planetary tem-
perature of the Earth; QΣ—total power of heat sources in 
the system of the ocean—the atmosphere; αp—planetary 
conductivity for heat radiation from the Earth to the 
space. 

Equation (11) makes it possible to get the very simple 
but reliable estimations. It is confirmed by results of our 
additional non-linear calculations, which makes it seen 
that the temperature change in time is not strictly expo-
nential, but the duration of the transition condition is 
estimated exactly with the linear problem definition. 

To get estimations, we assume θ ≈ 287K and QΣ = 
235 Wm2, and we obtain αp ≈ 0.82 W/m2K. Substituting 
this value and values of Ca and Cs to formula for the 
thermal inertia, we find 

yearls
l

t o
o )42.01(386.010

82.0

42.01 7 


   (12) 

Assuming the depth of the ocean mixed layer lo=50 m 
(accuracy of this value is not so important for demonstra-
tive estimate), the Earth’s thermal inertia constant is ob-
tained to be t = 8.5 years. If any key parameter (atmos-
pheric transmission, solar constant etc.) changes in the 
spurts manner, the new steady-state condition would 
form over the time, which approximately equals to three 
thermal inertia values, in our case τ = 3t = 25.5 years. If 
key parameters changes slowly then transient process 
will be much longer. 

Next step is to find values of parameters in case of 
steady-state conditions—when dTi/dτ = 0. We begin with 
analysis of the connection among transmission γ and 
emissivities εs and εa. 

It is known [3] that main atmospheric window corre-
sponds to the spectral range 8..13 µm. In range 13..17.5 µm 
the radiation is close to be totally absorbed by CO2 
molecules and water vapor (overlap of absorption 
band-width). In range > 17.5 µm total contribution of 
transparency lines on order of magnitude in compare 
with 8..13 µm. We have obtained the energy fraction 
δ ≈ 0.31 with Ts = 287K. Our calculations have shown 
that accounting of all atmospheric windows doesn’t 
change the final result of calculations. From (6) and (7) it 
is possible to obtain following rate: 

4**;/ ssssinit Tqqq            (13) 

here γinit—assumed initial value of transmission, γ is vary 
relative to it; q*—specific heat flux from the surface with 
εs =1 to the space throw atmospheric window with abso-
lute transmission γ = 1.  

Assuming Ts = 287K and δs = 0.31, we find q* = 120 W/m2. 
When qs = 40 W/m2 [2] it is following from (13): 

333.03/1 sinit             (14) 

From (14) the limitation follows: minimum values γinit 
and εs equal to 0.333, as γinit ≤ 1 and εs ≤ 1. From (6) and 
(7) it can be obtained 

  14)1(


 aainitaa Tq          (15) 

There is a problem on this stage. To study the parame-
ters variations impact on the temperatures from the sys-
tem (8) when dTi/dτ = 0, it is necessary to define initial 
values of Ta and α which are desired quantity. And we 
should set initial values of γinit, εs and εa. However, there 
is indeterminacy as accurate values of these parameters 
are not known.  

To overcome the indeterminacy, we set initial value γ = 
0.8 for preliminary calculations. This value looks reliably 
for the standard atmosphere. Substituting the initial pa-
rameter values in the heat balance equations, following val- 
ues are obtained: Ta = 284.25K; εa = 0.7; α = 45.56 W/m2K. 
Value εs has been defined from (14) directly. Substituting 
γinit = 0.8 in (14), we obtain the required value εs = 0.417. 
This value satisfies the assumed heat flux throw transpar-
ency window. Assumed value of εa is arbitrary to a certain 
extent, but it corresponds to conceptions of planetary heat 
balance and planetary temperature. 

5. Calculations Results 

Assuming parameters values, numerical calculations has 
been performed how the temperatures, the heat fluxes 
and the heat conductivities depend on atmospheric trans-
mission γ at steady-state conditions. 

Plots in Figures 2–4 present these dependencies in all 
range of transmission change 0 ≤ γ ≤ 1 when conductiv-
ity between the ocean and the atmosphere α is constant. 
Calculations show that in case of constant heat flux q it is 
the intersection between temperature dependencies. This 
intersection doesn’t correspond to the assumption q = 
const. So, we use the assumption α = const in following 
calculations. 

Dependencies of derivatives Ns = dTs/dγ and Na = dTa/dγ 
on the radiative heat flux from the surface to the space 
throw atmospheric window were investigated. We found 
that the decreasing of atmospheric transparency cause the 
decreasing of Ti when qs < 50 Wm2, because in the range 
of value 0 < qs < 50 Wm2 the derivatives are positive. For 
such conditions it is found that decrease of atmospheric 
transparency (for example, as result of the growing of the 
greenhouse gases concentration) causes to the increasing 
of the heat power emitted by the atmosphere to the space,  
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Figure 2. Dependencies of the heat fluxes on atmospheric 
transmission: 1 – qa; 2 – q; 3 – qs; 4 – qr 

 

 

Figure 3. Dependencies of the temperatures on atmospheric 
transmission: 1 – Ts; 2 – Ta 

 

 
Figure 4. Dependencies of the conductivities on atmospheric 
transmission: 1 – αr; 2 – αa; 3 – αs 

and this heat power increases faster then the heat power 
absorbed by the atmosphere from the surface radiation. 
Note, that this result corresponds to conclusion from [6] 
obtained using the other approach. 

Greenhouse effect and global warming in the tradi-
tional interpretation take place in the case of the unusu-
ally heat fluxes from the surface to the space—when qs > 
50 Wm2, and also in case of small initial values of γ. If 
the inequality εs > εa is satisfied, then decreasing of 
$\gamma$ would cause warming. 

6. Analysis 

Dependencies shown in Figures 2–4 are approximated: 
For the fluxes: 
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For the temperatures: 
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For the conductivities: 
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Conditions caused by (5) and (16)–(18) should fulfill 
with any value γ 

1) qа – qr – q = Qа = 67 W/m2, from where qа1 – qr1 – 
q1 + (а4 – а3 – а2)γ + (b4 – b3 – b2)γ

2 = 67. 
\item 

2) qs + qа = 235 W/m2 or qа1 + (а1 + а4)γ + (b1 + b4)γ
2 

= 235. 
3) qs + qr + q = 168 W/m2 or q1 + qr1 + (а1 + а2 + а3)γ 

+ (b1 + b2 + b3)γ
2 = 168. 

4) ΔТ = (Tr – Ta) = (Тs0 – Та0) + (с1 – с2)γ + (d1 – d2)γ
2. 

From q = αΔТ it follows q1 + a3γ + b3γ
2 = α(Тs0 – Та0) + 

α(с1 – с2)γ + α(d1 – d2)γ
2. 

q1 = α(Тs0 – Та0); a3 = α(с1 – с2); b3 = α(d1 – d2). 

Approximation coefficients are in good agreements 
with each other. Being round to second sign after dot for 
the fluxes and the temperatures and to fourth sign after 
dot for conductivities, its substitution to (16)-(18) makes 
it possible to get formulas for qualitive calculations with 
error less then 0.3% (except qs and αs, for its less then 
1\%) in form 
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7. Conclusions 

Described research has shown that it is convenient to use 
the electrical circuit analogy for analysis of the integral 
heat balance in the system of the surface—the atmos-
phere—the open space. Reducing of this system to the 
three-level scheme with lumped parameters (αi) makes 
the analysis more obvious. This scheme contains some 
indeterminacy. However, the analytical dependencies 
connect all coefficients of the radiative heat transfer and 
specific fluxes with temperatures. So, it is possible to 
describe the fluxes, temperatures and conductivities as 
dependencies on any initial parameter. Particularly, its 
can depend on atmospheric transmission in form (16) 
–(18). 

The parameters γinit and εs are connected by the ratio 
γinitεs = 1/3, and Ta and εa are connected by the more 
compound dependence on γinit, so the heat balance con-
tains the indeterminacy in specific values of these pa-
rameters. With the more reliable values of listed parame-
ters, there are quantitative dependencies (19). 

It is found that if qs ≤ 50 W/m2 and εa > εs then atmos-
pheric transparency decreases and the averaged tempera-
tures decrease. It can be seen from (19) that if γ decreases 
then qs decreases, but the flux qa from the atmosphere to 
the open space increases on the same value. Also the 
atmospheric temperature Ta decreases in spite of increas-
ing of the resultant convective—evaporating flux q. 
However, q < qa, and the increasing of the flux q can’t 
compensate the increasing of the flux qa given by the 

planet to the space. The decreasing of the cover (atmos-
pheric) temperature causes the decreasing of the core 
(surface) temperature. Anti-greenhouse effect realizes on 
this way, and the decreasing of atmospheric transmission 
causes global cooling. It is found as the additional result 
that the radiative heat transfer qr has small influence on 
the integral heat balance. 

Greenhouse effect in it traditional interpretation real-
izes when one of the following conditions is satisfied: qs 
> 50 W/m2; εs > εa; γ < 0.4. 

It is found that trends of the climate change caused by 
the increasing of the carbon dioxide emission depends on 
the whole set of parameters realized actually nowadays. 
There is the great interest to determine the values of the 
parameters as reliably and quickly as possible. Small 
changes of the basic parameter values established after 
12 years [7] don’t influence on our results. 

REFERENCES 
[1] J. H. Lienhard IV and J. H. Lienhard V, “A heat transfer 

textbook,” 3rd Ed., Cambridge, MA, Phlogiston Press, 
2008. 

[2] J. T. Keihl and K. E. Trenberth, “Earth’s annual global 
mean energy budget,” Bulletin of the American Meteo- 
rological Society, Vol. 78, No. 2, pp. 197–208, 1997. 

[3] A. P. Babichev, N. A. Babushkina, A. M. Bratkovskii, et 
al., “Physical values: Handbook energoatomizdat,” I. S. 
Grigor’eva and E. Z. Melikhova, Ed., Moskow, Russian, 
1991. 

[4] S. Arrhenius, “On the influence of carbonic acid in the air 
upon the temperature of the ground,” Philocophical 
Magazine and Journal of Science, Vol. 5, No. 41, pp. 
237–276, 1896. 

[5] C. N. Hewitt and A. V. Jackson, “Handbook of atmos- 
pheric science: Principles and applications,” C. N. Hewitt 
and A. V. Jackson, Ed., Blackwell Publishing, 2003. 

[6] G. V. Chilingar, L. F. Khilyuk, and O. G. Sorokhtin, 
“Cooling of atmosphere due to CO2 emission,” Energy 
Sources, Part A: Recovery, Utilization and Environmental 
Effects, Vol. 30, pp. 1–9, 2008. 

[7] K. E. Trenberth, J. T. Fasullo, and J. T. Keihl, “Earth’s 
global energy budget,” Bulletin of the American Mete-
orological Society, Vol. 90, No. 3, pp. 311–323, 2009. 

 

 



J. Electromagnetic Analysis & Applications, 2010, 2: 139-144 
doi:10.4236/jemaa.2010.23021 Published Online March 2010 (http://www.SciRP.org/journal/jemaa) 

Copyright © 2010 SciRes.                                                                               JEMAA 

1

Analysis of the Electromagnetic Pollution for a 
Pilot Region in Turkey 

Özgür Genç, Mehmet Bayrak, Ercan Yaldiz 
 

Faculty of Engineering and Architecture, Department of Electrical and Electronics Engineering, Selçuk University, Konya, Turkey. 
Email: eryaldiz@gmail.com, ozgurgenctr@yahoo.com 
 
Received November 10th, 2009; revised December 11th, 2009; accepted December 15th, 2009. 

 
ABSTRACT 

In this paper, electromagnetic (EM) pollution (or radiation) measurements in a transmitter region were performed and 
statistical analysis of values recorded for the EM sources causing pollution was carried out. The actual measurement 
values and the estimated values by the analysis model obtained through the statistical analysis were compared. EM 
radiation levels were measured in the districts of Turkish capital Ankara where cellular base stations and TV/Radio 
stations are densely populated. EM Radiation (EMR) levels were measured for the GSM900, GSM1800, UHF4, VHF4 
and VHF5 stations for certain spectrum ranges under far-field conditions by utilizing isotropic field probe and selective 
spectrum analyzer. The obtained measurement levels were compared with the limit values given by International Com-
mission for Non-Ionizing Radiation Protection (ICNIRP). The results are discussed, regarding both the obtained values 
that influence the measurements. 
 
Keywords: Electromagnetic Pollution, Statistical Analysis, Electromagnetic Radiation 

1. Introduction 

The use of EMR for communication increased signifi-
cantly in the recent years (radio, television and cellular) 
and consequently the environmental level of EMR has 
increased. The massive proliferation of mobile commu-
nications equipment raised a special concern regarding 
the safety of population and personnel exposed to ra-
diofrequency (RF) radiation emitted by either the 
base-station antennas [1]. 

The potential health effects of EMR from the trans-
mitters for broadcasting of radio/TV and mobile commu-
nication are the subject of on-going researches [2,3] and 
a significant amount of public debate. The distribution 
and levels of EM pollution in the crowded residential 
areas are very important.  

Exposure standards for RF region of EM spectrum, 
applicable at national or international level give for the 
UHF and VHF band of interest the RMS electric field 
strength maximum accepted values as reference levels 
for occupational or population exposure [1] in the far 
field region of the sources. 

EM pollution measurements within the scope of this 
study were executed in a chosen pilot region, the city 
centre of Ankara, Turkey. The measurements were spe-
cifically in Dikmen Caldagi Hill transmitter region where 
many EM pollution sources are located. 

In the present, there are three public mobile commu-
nication operators in Turkey: Vodafone (GSM 900 MHz), 
Turkcell (GSM 900 MHz), AVEA (GSM 1800 MHz or 
DCS 1800 MHz). 

From the statistical analysis of the measurement re-
sults, EM radiation levels can be modeled through vari-
ous calculations and formulas retrieved under certain 
conditions and within acceptable correctness. EM pollu-
tion measurement results are examined by means of time 
series analysis whether these results are suitable for pre-
dicting through the created model. Estimation or deter-
mination of the dependant variable total EM pollution is 
realized as based on the modeling.  

2. Measurement of EM Pollution 

In this EM pollution measurement study; it is assumed 
that only far field conditions exist for the cellular 
(GSM900 and GSM1800), TV and radio transmitters 
since these installations are most of the time mounted on 
high towers or hills. 

It is essential to measure the combined field levels for 
all different signal sources in the environment like as 
shown Figure 1. In practice, many of the directional an-
tennas with high gains are not suitable for this purpose 
since they don’t allow measurements of signals from all 
directions and different polarizations and therefore not  
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Figure 1. Some EM pollution sources in the measurement areas 
 
allowing quick measurements. The system we used is 
designed for measurements of the E-field strength. This 
ensures that optimum settings are used and allows 
evaluation according to single frequencies, complete ser-
vices and total emission. Since the tri-axis sensor (an-
tenna) has got an isotropic characteristic, the measure-
ment is done independent from direction or polarization 
of the emitter [1]. 

In the measurements, the wide band spectrum (75 MHz 
– 3 GHz) antenna probes that can measure from all direc-
tions and different polarizations [4,5,6] were used. 

The measurements were fulfilled by using NARDA 
SRM3000 radiation meter with isotropic antenna that can 
be utilized in 75 MHz – 3 GHz frequency range. The 
measurement system comprises of an isotropic broad 
band antenna that is connected via combiner to a portable 
spectrum analyzer. The electric field probe was based at 
2m height from the ground level. The EMR meter was 
interfaced with a portable computer. Measurement results 
recorded by using SRM3000 were saved to a computer 
[5]. Random measurements were performed in the 
transmitter region, far from GSM base station and ra-
dio/TV transmitters in far-field points. The antenna was 
mounted on a tripod. The signal from the EMR meter is 
expressed in Volt units convertible to electric field 
strengths (V/m) using the antenna factor parameter. All 
measurements were divided according to their relevant 
frequencies into groups (Radio, TV, Cellular, etc). For 
each measurement Eaverage (V/m) was recorded [8]. The 
duration of each measurement was 6 minutes [7,8]. The 
experimental set-up is depicted in Figure 2. 

The measurements include the sources listed in Table 
1 and the other sources within the spectrum up to 3 GHz. 

3. Statistical Analysis of EM Pollution 
Measurements  

The measurement results are analyzed by means of the 
SPSS 17.0 and E-views software. Firstly, stability of the 
obtained time series was examined using Dickey-Fuller 
(D-F) test in order to determine if the time series are 
suitable for estimation. In the second stage, the relation-
ship between the variables was examined using correla-
tion and regression analyses. Finally, variance analysis 
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Figure 2. Equipment used for the measurements 
 
Table 1. Measured EM pollution sources and their fre-
quency ranges 

EM Source Frequency Range 

UHF5 605-861 MHz 

VHF4 174-230 MHz 

UHF4 605-861 MHz 

GSM900 870-960 MHz 

GSM1800 1.77-1.85 GHz 

 
was utilized to determine the model’s significance and 
the prediction model for total EM pollution was obtained.  

A time series is a group of measurement results re-
corded over a time for a certain variable in hand. The 
purpose of this analysis related to time series is to under-
stand the reality represented by the observation set and 
determination of the predicted values of the variables in 
the time series. First step of predicting is to test the sta-
bility of the series. If the average or variance of the time 
series does not present a symmetrical change or the series is 
free of periodical fluctuations, these series are called “stable 
time series” [9]. D-F test is utilized for stability tests.  

3.1 Dickey-Fuller Unit Root Test 

Unit root test analyses are applied for each time series of 
different measurement variables (GSM900, GSM1800, 
etc.) by using Equation (1) which is also utilized when 
testing the stability of series using D-F test [10]. 

1 2 1
1

. . .
m

t t i
i

Y t Y Yt i t     


            (1) 

In Equation.1, Δ is the first difference processor and 
represents the difference between two consecutive values. 
Here, εt is the consecutive independent probable error 
term with zero average and unchanged σ2 variance and 
conforms to classic assumptions. δ=ρ-1 and ρ is a sig-
nificance coefficient. If ρ=1, then constant of Yt-1 be-
comes zero and this indicates that the time series is un-
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stable meaning that it does not have a unit root. β1 is a 
constant and β2 is the coefficient at t time. t represents 
trend and m is maximum delay [9,10]. Whether the series 
has a unit root while using D-F test or not are determined 
by trying the following hypothesis. 

H0: ρ = 1 or δ = 0 (Series has unit root, are not stable) 
H1: ρ < 1 or δ < 0 (Series does not have unit root, are stable). 
Critical values for testing stability are the τ statistical 

values calculated by the D-F method. Acceptable limits 
(critical values) of this test according to the 5% level are 
calculated according to the Monte Carlo Simulation by 
MacKinnon. These values are called MacKinnon critical 
values. Known t statistics calculated by the statistical 
analysis programs are called τ statistics or D-F test sta-
tistics in this hypothesis test [10].  

If the D-F test statistics’ absolute values are smaller 
than the MacKinnon Critical Values’ absolute values, H0 
hypothesis is accepted and this indicates that the series is 
not stable. If the D-F tests statistics’ absolute values are 
greater than the MacKinnon Critical Values’ absolute 
values, H0 hypothesis is rejected and this indicates that 
the series is stable. If the original state of the series is not 
stable, first difference of the series is taken and the D-F 
test is applied again. If this is also not stable, second dif-
ference of the series is taken and the D-F test is 
re-applied [9,10]. 

According to the results in Table 2; when examined 
the values of each series, absolute values of τ statistics 
are greater than the absolute values of the critical values 
at 5% significance level. Therefore, the H0 hypothesis is 
rejected for the level values of each series examined [9]. 
In other words, all of the series (Total, GSM900, etc.) do 
not have unit root at level and are called stable. Using 
these data multiple regression can be utilized and future 
predictions can be made. 

3.2 Regression and Correlation Analysis 

Regression analysis is an analysis method used to exam-
ine the relation between a dependant variable and one or 
more independent variables [11]. With multiple regres-
sion the relation between a dependant variable Y and 
more than one independent variables (X1, X2, …, Xn) is 
examined (Equation (2)).  

Multiple Linear Regression Model: If Y is total EM 
pollution value, multiple linear regression model is 
given by 

0 1 1 ... n nY                   (2) 

where 0  is a constant, 1  is the correlation coeffi-

cient of 1st variable, 1  is the actual measurement value 

of the 1st variable, and   is the error term. 
The slope direction and the degree of the relationship 

among the variables contributing to the EM pollution in 
the environment are examined analytically by means of 

the correlation test and comparisons of the variable pairs. 
The influences of variables to each other are analyzed as 
shown in Table 4 for this study. 

As shown in Table 3, total pollution value was re-
corded average 3.658 V/m and its standard deviation was 
0.538 according to the 68 measurement results taken 
from various locations in the city centre. GSM1800 av-
erage pollution value was calculated 1.276 V/m while 
GSM900 average pollution value was 0.102 V/m. 

According to Table 4, VHF4 was found being the 
highest correlation relation of 0.606 with total variable. 
UHF5 was the second highest variable with correlation 
of 0.583. 
 

Table 2. D-F unit root test results for series 

Series D-F Test (τ) Value Critical Value 

Total 4.042 3.482 

UHF5 4.452 3.478 

VHF4 4.779 3.478 

UHF4 5.886 3.478 

GSM900 4.358 3.479 

GSM1800 5.058 3.478 

Others 5.879 3.478 

 
Table 3. Descriptive statistics related to the variables 

Series 
Average E  

Value (V/m) 
Standard  
Deviation 

Total 3.658 0.538 

UHF5 2.395 0.693 

VHF4 1.514 0.303 

UHF4 1.583 0.795 

GSM900 0.102 .0364 

GSM1800 1.276 0.587 

Others 0.252 0.005 

 
Table 4. Correlation related to the variables 

Correla-
tion 

Total VHF4 UHF4 UHF5 GSM900 GSM1800
Oth-
ers

Total 1.000 0.606 -0.103 0.583 0.553 -0.462 -0.025

VHF4 0.606 1.000 -0.001 -0.131 0.460 -0.294 -0.098

UHF4 -0.103 -0.001 1.000 -0.421 -0.393 0.410 -0.082

UHF5 0.583 -0.131 -0.421 1.000 0.568 -0.660 0.053

GSM900 0.553 0.460 -0.393 0.568 1.000 -0.808 -0.052

GSM1800 -0.462 -0.294 0.410 -0.660 -0.808 1.000 -0.087

Others -0.025 -0.098 -0.082 0.053 -0.052 -0.087 1.000
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Functional form of the relation between the variables 
is examined using regression analysis and its reliability 
degree is determined using correlation analysis. In Table 
5, R2 multiple certainties factor and corrected multiple 
certainty factor R2

corrected are used to determine the best 
regression model.  

Model’s explanation strength is determined using the 
R2 multiple certainty factor. R2 value is a measure indi-
cating what percentage of the total variation of a de-
pendant variable can be explained by variations of the 
independent variables [11]. 

Durbin Watson test is utilized while testing the as-
sumption of successive dependency (autocorrelation) 
between the data set observations requirement in order to 
apply the multiple linear regression method. R2 which is 
an indication of how good the independent variables de-
scribe the dependant variable was 92.7% (0.927) mean-
ing that the EM pollution changes by 92.7% depending 
on these factors. R2 increases by adding more variables to 
the model, but this alone is not sufficient for testing the 
significance of the model. If the Durbin Watson Value is 
between 1.5 and 2.5, then autocorrelation does not exist 
and the prediction model is considered as deterministic 
[10]. Durbin Watson test statistics being 2.003 indicates 
absence of autocorrelation. 

3.3 Variance Analysis and t Test 

Significance column value (or p value) of variance 
analysis table (Table 6) indicates that the relationship 
between the variables is statistically significant if it is at 
(p < 0.05) level. The model’s overall significance is 
tested by F test [9]. Hypothesis: 

H0: Coefficients are greater than 0.05. The model is 
not significant. 

H1: Coefficients are little than 0.05. The model is sig-
nificant. 

If the relationship in Table 6 is formulized, the prob-
ability value F calculated according to p = 0.05 is 

Table 5. Regression model summary for significance test 

R R2   
Corrected 

R2 

Std. Error  
of the Estima-

tion 

Durbin-
Watson

0.963 0.927 0.920 0.15207 2.003 

 
Table 6. Variance analysis 

 
Sum of 
Squares

Degree of 
Freedom 

Mean 
Square 

F p 

Regression 17.948 6 2.991 129.35 0.00

Residual 1.411 61 0.023   

Total 19.359 67    

 
p = 0.000 < 0.05, then the H0 hypothesis is rejected and 
the model is called to be significant. 

The test is applied for significance of the coefficients 
in the regression model and the insignificant values are 
taken off from the model. For this purpose, t test is ap-
plied. When the t values which calculated according to p 
= 0.05 in Table 7 are tested, the H0 hypothesis is rejected 
for each coefficient. 

H0: Regression coefficients are greater than 0.05. Re-
lationship is not significant. 

H1: Regression coefficients are little than 0.05. Rela-
tionship is significant. 
Whether the significance level of independent variables 
is sufficient for the model or not is decided by looking at 
the p probability values. If p < 0.05, then the variable effects 
the dependent variable and is included to the model, other-
wise it is assumed that it does not statistically effect the 
dependent variable and is not included in the model [9]. 

According to the results retrieved from the environ-
mental measurements values, since the probability values 
(p values) of VHF4, UHF4, UHF5 and GSM1800 vari-
ables are smaller than 0.05, they are included to the 

Table 7. Variable coefficients for EM pollution analysis model 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

Variable 
Beta Standard Error Beta 

t p 

Constant -0.233 0.191  -1.036 0.304 

VHF4 0.707 0.036 0.911 19.512 0.000 

UHF4 0.283 0.070 0.159 4.049 0.000 

UHF5 0.723 0.037 1.070 19.508 0.000 

GSM900 -1.847 1.018 -0.125 -1.814 0.075 

GSM1800 0.321 0.061 0.351 5.289 0.000 

Others 5.593 4.478 0.044 1.249 0.216 
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model, but it is concluded that the GSM900 and Others 
variables are not significant for the model. As shown in 
Table 7, GSM900 and Others variables’ p probability 
values are respectively 0.75, 0.216 and are greater than 
0.05. Hence, they can not be included to the prediction 
model. The multiple regression model is obtained as the 
following: 

Total EM pollution value = -0.233 + 0,707.VHF4 + 
0,283.UHF4 + 0,723.UHF5 + 0,321.GSM1800    (3) 

The independent variables that affect the total variable 
were tested using the multiple linear regression analysis, 
were included to the model, and were studied. According 
to the data collected during the measurements, the effect 
of VHF4 frequencies to the overall total pollution is 
around 0.707. The effect of UHF4 to the total pollution is 
0.283, UHF5 is 0.723, GSM1800 is 0.321. 

It is necessary that the errors are distributed normally 
in order to the obtained model to be significant. It is con-
cluded that the distribution of the total pollution errors 
are normal since the measurement values are scattered 
around a 45

o linear line when tested with the Probabil-
ity-Probability (P-P) graphics method. A probability plot 
is a graphical technique for comparing two data sets, 
either two sets of empirical observations, one empirical 
set against a theoretical set, or more rarely two theoreti-
cal sets against each other [12,13]. Distribution of the 
values for the estimated regression models is shown in 
Figure 3.  

The estimated model is valid when the observed and 
expected values’ distribution is examined. 

3.4 Comparison of the Measurement Results by 
Means of Statistical Model 

As a result of the D-F unit root tests applied to the meas-
urements taken from the measurement region in general, 
the H0 hypothesis is rejected for level values of each se-
ries examined (as shown in Table 8). This indicates that 
the series do not have unit root at the level and are stable. 
Consequently, it is possible to utilize multiple regres-
sions using the obtained results and it is concluded that 
predictions for future can be made. 

The calculated value by the model (Equation (3) is 
3.96 V/m while the actual total pollution value is 4.094 V/m 
(as shown in Table 8). Hence, the prediction model is 
significant and valid when examined the observed and 
predicted values’ distribution. Having valid models ob-
tained for the measurement regions indicates that the EM 
pollution values are suitable for prediction future pollu-
tion levels. The studies indicated that very close values 
are recorded when compared the prediction result of the 
model obtained from the analysis made by using the 
SPSS17.0 analysis program and the actual measurement 
results. 

 

Figure 3. Observed and expected cumulative probability 
graphics for total EM pollution 
 
Table 8. Sample comparison of environmental measure-
ment results 

Measured Electrical Field Levels (V/m) 
Variable 

1 2 3 4 5 

VHF4 2.9 2.59 2.87 2.38 2.32 

UHF4 2.085 1.51 1.69 1.2 1.5 

UHF5 1.6 1.68 0.94 1.02 1.26 

GSM900 0.071 0.072 0.120 0.071 0.074 

GSM1800 1.234 1.38 1.48 1.96 2.32 

Others 0.243 0.245 0.247 0.245 0.246 

Measured 
total 

4.094 3.885 3.023 3.384 3.532 

Model 
total 

3.960 3.683 3.429 3.156 3.487 

 

4. Conclusions 

The study involved 68 measurements to determine the 
EM field levels in Dikmen Caldagi Hill transmitter re-
gion in the Ankara city centre. The precise experimental 
determination of E-field of RF radiation in a complex 
environment is a difficult task. This is mainly due to the 
existence of three fundamental physical properties of 
electromagnetic waves: reflection, absorption and inter-
ference. Under uncontrolled conditions, for instance in a 
complicated environment, different measurements can 
lead to quite different results due to changing conditions. 
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Moreover, the settings of the measurement equipment 
may affect sensible the measured values [1]. 

As shown in Table 3, total pollution value was re-
corded as average 3.658 V/m and its standard deviation 
was 0.538 according to the 68 measurement results taken 
from various locations in the city centre. GSM1800 av-
erage pollution value was calculated as 1.276 V/m and its 
standard deviation was calculated 0.587. GSM900 aver-
age pollution value was 0.102 V/m and its standard de-
viation was calculated 0.0364. The electric field level of 
GSM900 base stations were measured maximum 0.483 V/m 
and minimum 0.078 V/m during the measurements. For 
GSM1800, maximum 2.32 V/m and minimum 0.09 V/m 
electric field levels were measured. Average total pollu-
tion values were measured as maximum 5.21 V/m and 
minimum 2.53 V/m. VHF4 average pollution value was 
found being the highest correlation relation of 0.606 
with total EM pollution value. GSM900 average pollu-
tion value was found 0.553 correlation relation with 
total value. In other words, total EM pollution is af-
fected by 55.3% due to variation in pollution of 
GSM900 and by 46.2% for GSM1800. 

Results indicated that the EM pollution levels were 
below the 41.25 V/m limit for 900 MHz and 58.34 V/m 
limit for 1800 MHz according to ICNIRP’s recommen-
dations [14]. 
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ABSTRACT 

The aim of this paper is to contribute to the dynamic modeling of multi-pulse voltage sourced converter based static 
synchronous series compensator and static synchronous compensator. Details about the internal functioning and to-
pology connections are given in order to understand the multi-pulse converter. Using the 24 and 48-pulse topologies 
switching functions models are presented. The models correctly represent commutations of semiconductor devices in 
multi-pulse converters, which consequently allows a precise representation of harmonic components. Additionally, time 
domain models that represent harmonic components are derived based on the switching functions models. Switching 
functions, as well as time domain models are carried out in the original abc power system coordinates. Effectiveness 
and precision of the models are validated against simulations performed in Matlab/Simulink®. Additionally, in order to 
accomplish a more realistic comparison, a laboratory prototype set up is used to assess simulated waveforms. 
 
Keywords: Commutations, Harmonics, Multi-Pulse, Modeling, SSSC, STATCOM 

1. Introduction 

Most of the existing converter based Flexible AC 
Transmission Systems (FACTS) devices rated above 
80MVAR use either 24 or 48-pulse converters [1–5], 
because they exhibit several advantages over other 
Voltage Sourced Converter (VSC) configurations. 
Some of the key advantages include harmonic content, 
switching frequency and dc capacitor rating. 

The harmonic content of the output voltage gener-
ated by a multi-pulse converter is low; the converter 
harmonic components are in the order of n = 6km ± 1, 
where m = 0, 1, 2,…, and k is the number of 6-pulse 
units used to construct the VSC. The harmonic ampli-
tudes of these components are 2k/nπ times the dc side 
voltage magnitude used by the converter. This reduces 
the harmonics injected by the VSC to the power system. 
In comparison to other VSC topologies the multi-pulse 
converter has a superior total harmonic distortion for a 
given number of semiconductor switches [6]. 

The switching frequency of the commutating devices 
for a power converter is severely limited and must be 
kept low. The multi-pulse converter has the same 
switching frequency as the fundamental frequency of 
the output voltage, which is also very low, 60 Hz 

switching frequency for a 60 Hz utility voltage. This 
limits the switching losses as well as the heat in the 
commutating devices. 

The rated voltage of the dc capacitor is low, which 
reduces physical volume of the multi-pulse VSC in 
favor of economical considerations. The capacitor vol-
tage ripple decreases as the number of pulses of a given 
configuration increase; therefore, in high pulse con-
figurations the dc capacitor rating can be reduced with-
out compromising the ripple level of the dc voltage. 

Frequently, the multi-pulse VSC dynamic models 
used are the dq0 [5–12], and the Fundamental Fre-
quency (FF) models in abc coordinates [5–9]. dq0 
models are widely used due to simplification of model 
computations specially when working with the syn-
chronous generator, because they convert balanced 
three phase sinusoidal signals into constants. The set of 
abc quantities are transformed into a synchronously 
rotating reference frame using the so called dq0 or 
Park’s transformation; as a result, the inverse trans-
formation is needed if the phase quantities have to be 
obtained from dq0 signals. On the other hand three 
phase models are derived directly from the system; 
therefore, the obtained signals are in their original abc 
coordinates. FF models represent VSC’s with funda-
mental frequency components only and do not take into This work was supported in part by PROMEP under grant 103.5/09/1420.
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account harmonics in their signals. To overcome the 
lack of proper harmonic representation in simplified 
models, Switching Functions (SF) modeling in abc 
coordinates is accomplished, so as to obtain realistic 
characterization of VSC devices performance inserted 
in a power system. Moreover, reduced Time Domain 
(TD) models that also consider harmonic components 
are obtained using the derived SF models. In addition, 
since the SF and TD models include ac and dc side 
converter harmonics, control strategies as well as the 
power system, other controllers, system protections, etc. 
would be subjected to a more realistic interpretation of 
a VSC device than when using simplified models. 

2. Multi-Pulse VSC Topology 

The objective of a VSC is to generate three phase ac 
voltages using a dc voltage. The basic 6-pulse VSC con-
figuration depicted in Figure 1 shows asymmetric turn- 
off devices with a parallel diode connected in reverse 
[13]. The frequency and phase of the three phase volt-
ages generated by the 6-pulse VSC configuration are 
determined by the gate pulse pattern (GPP) of the com-
mutating devices shown in Figure 2 [14]. The amplitude 
of the three phase ac voltages is determined by the mag-
nitude of the dc voltage, vdc. The on-off sequence de-
picted in Figure 2 applied to the 6-pulse VSC shown in 
Figure 1 results in phase, va6, and line, vab6, voltages for 
phase a like the ones exhibited in Figure 3. The har-
monic components of these signals are in the order of n = 
6m ± 1, where m = 0,1,2, …, and the peak amplitude of the 
fundamental and harmonic components of va6 and vab6 are 

given by va6n = 2vdc/nπ and vab6n = 2 3 vdc/nπ, respectively. 

Signals gs1, gs2, gs3, gs4, gs5 and gs6 are gate pulses of 
switches S1, S2, S3, S4, S5 and S6 in Figure 1, respec-
tively. The gate signals can only take values of 0 or 1 for 
the switching devices to be off or on, respectively. 

Inspecting Figure 3 it can be seen that even though 
these 6-pulse voltages are ac waveforms, they are not 
sinusoidal; this is due to a high harmonic content present 
in them. 

In order to reduce the harmonic content of the resulting 
voltages, higher pulse configurations are needed, so as to 
cancel specific harmonic components. These arrangements 
are achieved combining 6-pulse VSC’s in order to produce 
an output voltage with reduced harmonics. The combina-
tion is made using transformer arrangements in a magnetic 
coupling circuit (MCC) and phase shifting transformer 
(PST). As a result, combining two 6-pulse VSC’s a 
12-pulse configuration is attained, two 12-pulse converters 
achieve a 24-pulse topology and two 24-pulse arrange-
ments result in a 48-pulse VSC. The 24 and 48-pulse con-
verter configurations are depicted in Figure 4. 

To combine the output voltages of the two 6-pulse 
VSC’s needed to achieve a 12-pulse configuration, a  

 

Figure 1. Configuration of 6-pulse VSC 
 

 

Figure 2. Gate pulse pattern of 6-pulse VSC 
 

 

Figure 3. Phase and line voltages of 6-pulse VSC 
 
MCC is needed in order to align and scale the harmonic 
components to be cancelled. The circuit consists of two 
transformers, a star-star (Y-Y) transformer with a turn 
ratio of  and a delta-star (Δ-Y) transformer with a 

turn ratio of 

1:1

1:1 3 . Also, the GPP of one VSC must 

lag 30° the phase angle of the other one. However, in 
order to obtain an appropriate output voltage, the combi-
nation of 6-pulse VSC’s to construct 24 or 48-pulse con-
verters is achieved via a MCC and PST’s. 

Due to the reduced harmonics of the 24 and 48-pulse 
VSC’s, these are configurations suitable for connection 
to the power system [1–3]. 
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Figure 4. Topologies of 24 and 48-pulse VSC’s 
 

In order to create a 24 or 48-pulse waveform with a 
harmonic content of n = 24m ± 1 or n = 48m ± 1, respec-
tively, where m = 0, 1, 2, …, the 6-pulse converters need 
relative phase displacements accomplished via the GPP 
that determines the angle of the resulting three phase 
output voltages. Also, PST’s are needed connected in 
series with the phase voltages in the primary side of the 
MCC transformers to add voltage components in quad-
rature. These quadrature voltages are obtained from the 
three phase output voltages of each VSC. The relations 
that produce the desired phase shifts are given by, 

'

'

'

a a bc

cab b

c c ab

v v v

v v v

v v v

 

 

 

                 (1) 

where va’, vb’ and vc’ are the desired phase shifted volt-
ages. The line voltages are added in order to generate a 

lagging phase voltage and subtracted to create a leading 
one. 

Voltages vbc, vca and vab must have the specific ampli-
tude to produce the desired phase shift angle; these am-
plitudes are determined by the transformation ratio of the 

PST’s, given by ξ = tan(φ)/ 3 , where φ is the desired 
phase shift angle. 

The analysis of the currents of the VSC topologies 
shown in Figure 4 is now addressed. The derivation of 
the expressions starts with the line currents, ia, ib and ic 
flowing into the VSC and finishes with the derivation of 
the dc current, idc. 

Let us begin from the basic 6-pulse VSC shown in 
Figure 1. To derive the currents flowing into the VSC it 
is necessary to account for the configuration of the cou-
pling transformer. 

Neglecting losses, the currents flowing in the secon-
dary side equals the currents in the primary side in a Y-Y 
configuration; therefore, the line currents match the VSC 
currents, 

Y-Yni ni                      (2) 

where n = a, b, c. 
Once these currents are derived, the capacitor current, 

idc, is determined. The dc current is constructed adding 
segments of line currents [7]. The segments depend on 
which switch-diode, S-D, pair is conducting. Analyzing 
the upper S-D pairs of the 6-pulse VSC shown in Figure 1, 
it is observed that pairs S1-D1, S3-D3 and S5-D5 partici-
pate in idc, thus, 

1 3 5dc a bi gs i gs i gs ic           (3) 

The above is a simple procedure useful for the analysis 
of higher pulse arrangements. Using this procedure and 
considering the configuration of the MCC, the 12-pulse 
current is obtained. 

In the Δ-Y arrangement both the configuration and the 
turn ratio must be taken into account. Neglecting losses, 
the currents flowing out of the Δ-Y configuration are 
derived using the following relations, 

Δ-Y

Δ-Y
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
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

                   (4) 

where iaΔ-Y, ibΔ-Y and icΔ-Y are the currents flowing out of 
the Δ-Y arrangement. 

Since the currents flowing out of the MCC are the 
ones entering the 6-pulse units, these are used to obtain 
the two 6-pulse dc currents that shape the 12-pulse ca-
pacitor current. 
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Using (3) in each of the two 6-pulse units both com-
ponents of the 12-pulse dc current are calculated, which 
together become the 12-pulse capacitor current, given by, 

Y-Y Δ-Ydc dc dci i i                   (5) 

where idcY-Y and idcΔ-Y are the 6-pulse dc currents flowing 
out of the Y-Y and Δ-Y transformers, respectively. 

To derive the 24-pulse VSC currents, not only the 
MCC, but also the PST’s have to be included. 

The 24-pulse VSC is constructed with two 12-pulse 
VSC’s, therefore the MCC operates using two Y-Y and 
two Δ-Y transformers. To calculate the currents of each 
Y-Y and Δ-Y transformer the same procedure as for the 
12-pulse SSSC is carried out, therefore (2) and (4) are 
used. The effect of each PST has to be considered for the 
currents of the Y-Y and Δ-Y transformers as follows. 

For the lagging configuration of the corresponding 
PST’s the relations are given by, 

Y-Y-lag Y-Y Y-Y Y-Y

Y-Y-lag Y-Y Y-Y Y-Y

Y-Y-lag Y-Y Y-Y Y-Y

a a c b

b b a c

c c b a

i i i i

i i i i

i i i i

 

 

 

  

  

  

        (6) 

where ξ is the transformation ratio to achieve the desired 
phase shift angle; iaY-Y, ibY-Y and icY-Y are currents that 
come out of the Y-Y coupling transformers but can be 
interchanged for currents from the Δ-Y coupling trans-
formers as needed; iaY-Y-lag, ibY-Y-lag and icY-Y-lag are cur-
rents that come out of the PST’s in the lagging configu-
ration connected to the Y-Y coupling transformers. 

For the leading configuration of the corresponding 
PST’s the relations are shown below, 

Y-Y-lead Y-Y Y-Y Y-Y

Y-Y-lead Y-Y Y-Y Y-Y

Y-Y-lead Y-Y Y-Y Y-Y

a a b

b b c

c c a b

i i i i

i i i i

i i i i

c

a

 
 
 

  

  

  

         (7) 

where iaY-Y-lead, ibY-Y-lead and icY-Y-lead are the currents that 
come out of the PST’s in the leading configuration con-
nected to the Y-Y coupling transformers. The currents 
coming out of the PST’s in both cases are the VSC cur-
rents. Now the contribution of each VSC to idc can be 
derived and is given by, 

Y-Y1 Δ-Y1 Y-Y2 Δ-Y2dc dc dc dc dci i i i i          (8) 

For the 48-pulse VSC, the configuration has to be 
taken into account as shown in Figure 4, however, the 
relations that apply to the 24-pulse converter also are 
valid for the 48-pulse topology. The contribution of each 
VSC to the capacitor current can be derived and is given by, 

 Y-Y Δ-Y
1,4

dc dc i dc i
i

i i i


                 (9) 

The calculation of the VSC currents is made back-
wards, starting from the capacitor current equation and 

substituting the appropriate relations based on the line 
currents. The procedure is explained now step by step: 

1) - Use the idc Equation, (8) for the 24-pulse VSC. 
2) - Substitute in idc the corresponding current contri-

bution of each 6-pulse unit, based in (3). 
3) - For the 24-pulse VSC, the line currents are not used 

in (3), instead, the currents used are the ones flowing out 
of the PST’s depending on the configuration needed; the 
Equations used for these currents are (6) and (7) for the 
lagging and leading configurations, respectively. 

4) - Finally, substitute the corresponding currents 
flowing into the PST’s in terms of the line currents as 
given by (2) and (4) for the Y-Y and Δ-Y configurations, 
respectively. 

A similar procedure is used for the 48-pulse VSC cur-
rents, taking into account the appropriate relations. 

Calculation of the voltages is achieved in a similar man-
ner as derivation of the currents. Therefore, the MCC, PST’s 
and GPP have to be taken into account. For a thorough de-
scription of 24 and 48-pulse VSC’s refer to [15,16]. 

3. Multi-Pulse VSC Modeling 

The multi-pulse VSC arrangements shown in Figure 4 
are the building blocks of several FACTS devices, in-
cluding the ones presented in this article. 

The proposed mathematical models are derived using 
equivalent circuits for Static Synchronous Series Com-
pensator (SSSC) and Static Synchronous Compensator 
(STATCOM). The connection of the devices to the pow-
er system depends on the type of compensation needed. 
The modeling of the devices is similar because their 
building block is the VSC; the difference is in their con-
nection to the power system. 

The main function of the SSSC is to provide series re-
active compensation of transmission lines in order to 
regulate power flow; therefore, it is connected in series to 
a transmission line. The STATCOM major purpose is to 
provide shunt reactive compensation of voltage nodes in 
order to regulate voltage magnitudes; hence, it is shunt 
connected to a voltage node. 

The control variable of the VSC, regardless of the con-
nection to the power system and the multi-pulse con-
figuration, is the phase angle applied to the gate pulse 
pattern of the commutating devices. 

The modeling of SSSC and STATCOM take into ac-
count the number of 6-pulse VSC units in each mul-
ti-pulse configuration by considering the gate pulse pat-
tern applied, as well as magnetic coupling circuit ar-
rangement and phase shifting transformers. 

3.1 Switching Functions Modeling 

The SSSC model is derived using the system of Figure 5. 
The figure shows the SSSC equivalent circuit connected 
in series to a transmission line. The SSSC injected volt-
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ages are denoted by vase
, vbse

 and vcse
. Parameters Rse and 

Lse represent the common influence of both, series MCC 
and transmission line between sending and receiving end 
nodes denoted by subscripts s and r, respectively. The dc 
side of the SSSC is represented by a current source con-
nected to a capacitor. Shunt connection of a resistance 
enables representation of converter losses. 

From Figure 5 the equations that describe the currents 
of phases a, b and c are expressed as, 

 se se

se se

se se

R1

L L
n n

sn rn n n
n n

di
v v v i

dt
       (10) 

n=a, b, c 
For the dc circuit the expression that describes the be-

havior of the dc voltage is given by, 

C

1 1

C CR
dc

dc dc

dv
i

dt
  v               (11) 

In order to derive the SF models, the configuration of 
the VSC, MCC and PST’s, as well as the GPP of the 
commutating devices have to be taken into account. 

Let us begin from the basic 6-pulse VSC shown in 
Figure 1. To derive the 6-pulse SSSC SF model, the 
6-pulse output voltages and the corresponding capacitor 
current need to be substituted in (10–11). 

The SF model takes into account the 6-pulse converter 
gate signals shown in Figure 2. 

Considering the GPP of Figure 2, the line and phase 
voltages of a 6-pulse VSC in terms of its gate signals yield, 

 
 
 

1 3

3 5

5 1

ab dc

bc dc

ca dc

v gs gs v

v gs gs v

v gs gs v

 

 

 

                (12) 

and 

1 3 5

3 1 5

5 1 3

2

3
2

3
2

3

a d

b

c d

gs gs gs
v v

gs gs gs
v

gs gs gs
v v

 


 


 


c

dc

c

v              (13) 

 

Figure 5. SSSC equivalent circuit connected in series to a 
transmission line 

These are the switching functions voltages present in a 
VSC like the one shown in Figure 1. 

Substituting the 6-pulse voltages of (13) in (10) 
and the 6-pulse capacitor current of (3) in (11) and 
arranging in state space form, the 6-pulse SF model 
results, 

SF SF SF SF SF
se se se se se

d

dt
 x A x B u          (14) 

se

se
SF
se

se

a

b

c

dc

i
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A A
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, 1x3 4341 42
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   
A
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3x3 se
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se

se
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R
0 0

L

R
0 0

L

R
0 0

L

a

a

b

b

c

c

 
 
 
 

  
 
 
 
  

A , 

14

se

3x1 24
se

se

34

se

L

L

L

a

b

c

a

a

a

 
 
 
 

  
 
 
 
  

A  

where superscript SF denotes switching functions model 
vectors and matrices. 

Coefficients in  are given by, SF
seA

6 1 3 5
14

2

3

gs gs gs
a

 
 , 6 3 1

24

2

3
5gs gs gs

a
 

  

6 5 1
34

2

3
3gs gs gs

a
 

  

6
41 1a g s , ,  6

42 3a gs 6
43 5a gs

where superscript 6 denotes 6-pulse model coefficients. 
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As for the 6-pulse SF model, the elements needed to 
derive higher pulse SF models are the VSC output 
voltages and the corresponding capacitor current. The 
multi-pulse VSC configurations shown in Figure 4 are 
used to derive the corresponding VSC currents and 
voltages. 

The resulting 12, 24 and 48-pulse SF models are simi-

lar to (14) except that coefficients in  are given in 

appendix A. 

SF
seA

Additionally, the representation in (14) can be ex-
pressed in pu system as, 

SF SF SF SF SF
se pu se pu se pu se pu se pu

d

dt
 x A x B u       (15) 

sepu

sepu

SF
se pu

sepu

pu

a
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i
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
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1x3
se pu Cpu 41 Cpu 42 Cpu 43X a X a X a     A  

pu baseIi i , pu baseVv v , pu baseR R X  

Lpu baseX L X , Cpu baseX 1 CX  

where subscript pu denotes variables and parameters in 
per unit system. 

The coefficients of the SF models in pu for 12, 24 and 
48-pulse arrangements are given in appendix A. 

Now, the STATCOM modeling is addressed based on 
the similarities with the SSSC. The model is derived us-
ing the equivalent circuit of Figure 6. The figure shows 
the STATCOM connected to a voltage node. On the ac 
side the STATCOM is characterized by a three phase 
shunt connected sinusoidal voltage source that denotes its 
voltage injections for phases a, b and c expressed by vash

, 

vbsh
 and vcsh

, respectively. Parameters Rsh and Lsh repre-

sent the influence of the shunt coupling transformer con-
nected to a voltage node denoted by subscript s. The dc 
side of the STATCOM is represented by a current source 
connected to a capacitor. Shunt connection of a resis-
tance enables representation of converter losses. 
By simple examination it can be seen that the SSSC and 
STATCOM schematic diagrams are very similar. If the 
receiving end node, vr, in Figure 5 is considered to be 
zero potential (ground), the resulting circuit is the one 
shown in Figure 6. Therefore, the equations that describe 
the STATCOM phase currents are similar to (10), except 
that the receiving end node voltages, vr, are zero. The dc 

 



 

 

Figure 6. STATCOM equivalent circuit shunt connected to 
a voltage node 
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circuit expression that describes the behavior of the dc 
voltage is (11). 

Considering the dc circuit equation (11) and the modified 
ac one (10), the SF modeling of STATCOM becomes, 

SF SF SF SF SF
sh sh sh sh sh

d

dt
 x A x B u            (16) 

SF SF
sh sex x SF SF

sh seB B SF SF
sh seA A, , , SF

sh

0

sa

sb

sc

v

v

v

 
 
 
 
   
 
 
 
  

u  

The model in (16) is very similar to the one in (14), 
except for vector ; also the variables and parameters 

for the SSSC models denoted by subscript se, are substi-
tuted for the STATCOM ones denoted by subscript sh. 

SF
shu

The coefficients in  are the ones in  for 6, 

12, 24 and 48-pulse SF models, and are given in appen-
dix A. 

SF
shA SF

seA

Similar to the SSSC modeling, (16) can be expressed 
in pu system as, 

SF SF SF SF SF
sh pu sh pu sh pu sh pu sh pu

d

dt
 x A x B u      (17) 

SF SF
sh pu se pux x , ,  SF SF

sh pu se puB B SF SF
sh pu se puA A
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pu
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pu

0

sa
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v

v

v
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 
   
 
 
 
  

u  

The representation in (17) is very similar to the one in 
(15), except for vector ; also the variables and pa-

rameters for the SSSC model denoted by subscript se, are 
substituted for the STATCOM model ones denoted by 
subscript sh. The pu variables and parameters are given 
in (15). The coefficients of the SF models in pu for 12, 
24 and 48-pulse topologies are given in Appendix A. 

SF
sh puu

3.2 Time Domain Modeling Considering Harmonics 

The time domain models that consider harmonic compo-
nents are obtained directly from the switching functions 
models, therefore, they are in three phase abc coordinates. 

The TD models derived are intended to be reduced 

order models that enable simulation of multi-pulse SSSC 
and STATCOM devices, however, although they are 
reduced models, still represent harmonic components in 
waveforms of VSC devices. 

The SSSC model is derived using the system shown in 
Figure 5. Therefore, the equations that describe the three 
phase currents and dc circuit voltage of the SSSC are 
given by (10) and (11). 

The TD models are obtained using the state space SF 
representation given in (14). The derivation of the mod-
els is based on the representation of each converter 
switching functions by its Fourier series. Truncation of 
the Fourier series is selected to represent suitable har-
monic content. Here, a maximum of 50 harmonic com-
ponents are considered. 

In order to derive the TD models, the Fourier series of 
the switching function of each switch is calculated and 
then truncated to a suitable number of harmonic compo-
nents. Substituting these truncated Fourier series repre-
sentation of switching functions in the SF modeling giv-
en in (14), the SSSC TD models that consider harmonic 
components are achieved. 

Rearranging and reducing terms, the TD models fi-
nally give, 

TD TD TD TD TD
se se se se se

d

dt
 x A x B u          (18) 

TD SF
se sex x , , ,  TD SF

se seB B TD SF
se seA A TD SF

se seu u

where superscript TD denotes time domain modeling 
vectors and matrices. 

It should be noted that the SSSC TD representation in 
(18) has the same structure as the SF one in (14), which 
is to be expected since it is derived using the switching 
functions modeling. Differences arise when taking into 
account the coefficients in . The coefficients for the 

TD models considering harmonics are given in appendix 
B, for 12, 24 and 48-pulse VSC configurations. 

TD
seA

In the same manner as for the SF models, the repre-
sentation in (18) can be expressed in pu system as, 

TD TD TD TD TD
se pu se pu se pu se pu se pu

d

dt
 x A x B u     (19) 

TD SF
se pu se pux x , ,  TD SF

se pu se puB B TD SF
se pu se puA A

TD SF
se pu se puu u  

pu baseIi i , pu baseVv v , pu baseR R X  

Lpu baseX L X , Cpu baseX 1 CX  

where subscript pu denotes variables and parameters in 
per unit system. 

The coefficients of the TD models in pu for 12, 24 and 
48-pulse arrangements are given in Appendix B. 
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Now, the TD STATCOM modeling is addressed based 
on the similarities with the SSSC models. The time do-
main models are derived using the equivalent circuit of 
Figure 6. Therefore, the STATCOM modeling is very 
similar to (18), except that the receiving end node volt-
ages, vr, are zero. 

Considering the differences between SSSC and STAT-
COM equivalent circuits, the TD modeling of the 
STATCOM becomes, 

TD TD TD TD TD
sh sh sh sh sh

d

dt
 x A x B u           (20) 
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The STATCOM representation in (20) is very similar 
to the one in (18), except for vector ; also the vari-

ables and parameters for the TD SSSC models denoted 
by subscript se, are substituted for the STATCOM ones 
denoted by subscript sh. 

TD
shu

The coefficients in  are the ones in  for the 

12, 24 and 48-pulse TD models, and are given in appen-
dix B. 

TD
shA TD

seA

Similar to the SSSC modeling, (20) can be expressed 
in pu system as, 

TD TD TD TD TD
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The representation in (21) is very similar to the one in 
(19), except for vector ; also the variables and pa-

rameters for the SSSC models denoted by subscript se, 
are substituted for the STATCOM ones denoted by sub-
script sh. The pu variables and parameters are given in 
(19). The coefficients of the TD models in pu for 12, 24 
and 48-pulse topologies are given in Appendix B. 

TD
sh puu

4. Simulation Results 

In order to assess the effectiveness and precision of the 
24 and 48-pulse VSC models, comparison using the SF 
and TD models, and simulations carried out in Mat-
lab/Simulink® are presented. Comparison is given for the 
SSSC SF and TD models only. Since SF and TD models 
represent the behavior of multi-pulse VSC’s and the dif-
ference between the FACTS devices presented in this 
paper is in their connection to the power system, gener-
alization about the SF and TD models performance for 
the STATCOM is possible. 

Simulations are carried out using the SSSC circuit shown 
in Figure 5 with the following parameters: R = 10 Ω, L = 
700 mH, C = 2200 µF and three phase peak line voltages vs 

= Vm 30º and vr = Vm 0º, Vm = 230 2 3  kV, for a 

utility system frequency of 60Hz, resistances and in-
ductances of the three phases are equal to R and L, re-
spectively. The simulations presented suppose that the 
transient response has already passed and the steady state 
remains. No control is included in the system; in order to 
maintain the dc voltage magnitude, the appropriate VSC 
phase angle is used. The simulations consider dc capaci-
tor voltages of approximately 25 kV and 12.5 kV for the 
24 and 48-pulse VSC’s, respectively, and are carried out 
in the capacitive operating mode, which is the normal 
operating mode for a SSSC. All harmonic components 
are normalized in magnitude and frequency by the 60 Hz 
fundamental component. 

The SSSC 24-pulse arrangement output and capacitor 
voltages are shown in the upper and lower graphs of Fig-
ure 7, respectively. It can be noticed that signals ob-
tained using Matlab/Simulink®, as well as the SF and TD 
models show good agreement between them, and appro-
priately represent the switching behavior of the converter 
and its harmonic content. This is corroborated in Figure 
8 where the harmonic components are depicted in the 
upper and lower graphs, respectively, for the SSSC out-
put and capacitor voltages shown in Figure 7. The har-
monic components and its magnitudes are comparable 
between them, which confirms the similarity of the out-
put and capacitor voltage waveforms. 

In the upper graph of Figure 7 harmonic distorted out-
put voltage waveforms are shown that correctly represent 
the harmonic content present. In the lower graph of Fig-
ure 7 SSSC capacitor voltage waveforms are depicted, 
where the simulations using Matlab/Simulink®, as well 
as the SF and TD models are comparable between them, 
hence, properly representing the switching behavior of 
the SSSC. 

The SSSC 48-pulse arrangement output and capacitor 
voltages are depicted in the upper and lower graphs of 
Figure 9, respectively. As in the case of the 24-pulse ar-
rangement, the signals obtained using Matlab/Simulink®, as 
well as the SF and TD models show good agreement  
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Figure 7. 24-pulse output and dc voltages 
 

 

Figure 8. Harmonics of 24-pulse of output and dc voltages 
 

 

Figure 9. 48-pulse output and dc voltages 
 
between them. Figure 10 exhibits the harmonic compo-
nents for the SSSC output and capacitor voltages shown 
in Figure 9, in the upper and lower graphs, respectively, 
which corroborates the similarities of the voltage wave-
forms. The harmonic components depicted in Figure 10 
and its magnitudes are comparable between them. 

Although signals using Matlab/Simulink® as well as 
the SF and TD models are very similar, the difference 
between them arises from variations in the simulations, 
e.g., in the SF and TD models, the turn-off devices and 
transformers are assumed to be ideal and lossless, unlike 
the components in Matlab/Simulink® where a small 
transformer reactance has to be included; discrepancy in 

tween the signals. Furthermore, since the TD representa-
tion is a reduced order model, differences with the de-
tailed simulations are expected; however, the TD models 
still correctly represent the harmonic components present 
in VSC signals. 

Now, dynamic sim

the numerical methods also contributes to disparity be-

ulations comparing waveforms us-
in

 PI control systems are 
us

tions are carried out in a system similar to 
th

g the SF and TD models in pu system are carried out in 
order to assess the performance of the reduced TD mod-
els against the detailed SF ones. 

For these dynamic simulations
ed in order to regulate active power flow over a trans-

mission line. 
The simula
e one illustrated in Figure 5, except that the impedance 

of each phase in composed of two branches in parallel, as 
depicted in Figure 11. The test circuit shows the ar-
rangement for phase a where R1 = R2 = 0.0378 pu, XL1 = 

XL2 
= 0.9978 pu, vs = Vsm 30° pu and vr = Vrm 0° pu, 

Vsm = Vrm = 0.5774 2 . Phases b and c are similar to a, 
except for phase shifted voltages. The frequency is 60Hz 
and the dc capacitor value is XC = 0.005pu. Simulations 
are carried out as follows; at the start of the simulation 
both impedance branches are connected, the dc capacitor 
voltage is zero and the reference value of the active 
power which the system has to reach is Pref = 0.52 pu. At 
t = 0.5 s one of the branches is disconnected from the 
system, leaving only R1 and XL1

 connected. At t = 1 s the 

missing branch is reconnected, returning the system to its 
initial configuration. Finally, at t = 1.5 s the reference 
val- ue of the active power changes to Pref = 0.72 pu. 

The PI control gains are chosen as kp = 50 and Ti = 1 
because of the fast response produced. 
 

 

Figure 10. Harmonics of 48-pulse output and dc voltages 
 

 

Figure 11. Test circuit of SSSC connected to a transmission line 
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The output and dc voltages of the 24-pulse converter 
ar

cted 
in 

or the 24-pulse converter, the output and dc volt-
ag

e power through the 
tra

sented show that in steady, as well 
as

e exhibited in Figure 12 for the SF and TD models. It 
can be seen from the waveforms that both simulations 
show comparable results. In order to compare these sig-
nals in more detail, a close-up is taken on two intervals 
of each waveform. Again, the waveforms show good 
agreement between them as illustrated in Figure 13. 

Current and active power through the line are depi
Figure 14, for the 24-pulse converter. The waveforms 

of the SF and TD simulations are comparable between 
them. Close-up intervals are also shown for both signals 
in Figure 15 which exhibit good agreement between 
them. 

As f
es of the 48-pulse device are exhibited in Figure 16 

for the SF and TD models. Again, close-up intervals are 
shown in Figure 17 for both signals resulting in compa-
rable results between waveforms. 

In addition, current and activ
nsmission line are depicted in Figure 18, for the 

48-pulse converter SF and TD models. The waveforms of 
both simulations are comparable between them, which is 
confirmed in the close-up intervals presented for both 
signals in Figure 19. 

The simulations pre
 in transient state, the SF and TD models show good 

agreement between them, and can correctly represent the 
 

 

Figure 12. 24-pulse output and dc voltages 
 

 

 

Figure 14. 24-pulse current and active power 
 

 

Figure 15. Close-up of 24-pulse current and active power 
 

 

Figure 16. 48-pulse output and dc voltages 
 

 

Figure 17. Close-up of 48-pulse output and dc voltages Figure 13. Close-up of 24-pulse output and dc voltages 
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Figure 18. 48-pulse current and active power 
 

 

Figure 19. Close-up of 48-pulse current and active power 
 

itching behavior of the multi-pulse converter ar-

oteworthy to mention that as the number of 
pu

f a SSSC device is used 

 a dc voltage 
so

el 
A

phase a 
is used as a synchronization signal to coordinate the GPP  

sw
rangements. 

Also, it is n
lses in the VSC configuration becomes higher, the TD 

modeling results in an A matrix with less elements, as 
opposed to the SF representation. Therefore, the TD is a 
much less complex modeling than the SF one in terms of 
calculation requirements. Since the SF is a detailed more 
complex representation, while the TD is a less complex 
one that still correctly represents VSC signals, the deci-
sion to use the SF or TD models is in relation to the level 
of detail and calculation requirements of the desired si-
mulation. 

5. Experimental Results 

A laboratory implementation o
for comparison of real and simulated signals in order to 
assess the SF and TD models performance. 

The converter implementation consists of
urce, a GPP generator, two 6-pulse inverters, and a 

MCC. The implementation is divided in three stages: GPP 
generation, voltage inversion and output voltage develop-
ment. Details of each stage are presented in Figure 20. 

The GPP generation stage is based on an Atm
T90S2313 microcontroller running at 10 MHz. 
As depicted in Figure 20(a) the line current of 

 

Figure 20. Diagrams of the (a) Gate pulse pattern generation, 
(b) Voltage inversion and (c) Output voltage development stages

verter, phases b and c have a similar behavior, except 

h the line current; in order for the syn-
ch

ifting consisting of 12 switching signals, ac-
co

t signal of phase a from a current 
se

 one generating a set of three phase ac 
vo

three phase IGBT bridge, along with reverse diodes. 
As shown in Figure 20(b) the two 6-pulse inverters 

 
 
of the commutating devices, and since it is a balanced 
in
that are phase shifted 120º and 240º, respectively. Due to 
this, the switching signals for phases b and c are also 
phase shifted. 

The SSSC needs its output voltage synchronized in 
quadrature wit

ronization to take place, the line current signal goes 
through a zero crossing detection sub-stage, which syn-
chronizes the switching signals of the converter a branch 
with the line current of phase a. Once these signals are 
synchronized, the switching pattern can be phase shifted 
with respect to the synchronizing signal so as to have the 
desired performance. This synchronization is applied 
directly to one of the 6-pulse inverters; the other one has 
to be phase shifted 30º from the first one in order to gen-
erate the right 6-pulse voltages needed for the 12-pulse 
device. 

Finally, the stage delivers a GPP with the correct 
phase sh

mmodated in two sets of six signals apiece, one for 
each 6-pulse VSC. 

From a practical viewpoint the GPP generator stage 
acquires the curren

nsor. This current signal enters a comparator circuit 
which sends an indication of the zero crossing events and 
its slope to a microcontroller. Once the slope and the 
occurrence of the zero crossings are determined, the mi-
crocontroller generates GPP’s like the one shown in Fig-
ure 2, with a delay time proportional to the phase shift 
angle desired. 

The voltage inversion stage consists of the two 6-pulse 
inverters, each

ltages with the appropriate phase shift between them. 
The three phase inverter bridges are accomplished using 

Powerex PS21353-GP modules. Each module consists of a 
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ha

odules 
us

of

 ar-

ve two inputs each one. The first input is a GPP, con-
sisting of six switching signals coming from the GPP 
generation stage; the second one is a dc voltage. 

Each inverter employs the appropriate gate signals to 
achieve three phase 6-pulse ac voltages using the dc voltage 
source. Both 6-pulse converters share the dc voltage source. 

The GPP sets are fed to the 6-pulse inverter m
ing optocouplers in order to optically isolate the logic 

and power circuits. Figure 21 depicts the prototype test 
system where two 6-pulse inverters are shown, each one 

 them has the configuration exhibited in Figure 1. 
The output voltage construction stage consists of two 

three phase transformers arranged in the correct configu-
ration. One of the transformers has a delta configuration 
with a turn ratio of 1:1, the other one has a star

rangement with a turn ratio of 1:1 3 . The secondary 

sides of the two transformers are connected in series be-
tween them and with the test circuit transmission line. 
Figure 21 shows the arrangement of the MCC trans-
formers and their connection with the test system. 

As shown in Figure 20(c), the inputs of this stage are 
the two sets of three phase 6-pulse ac voltages generated 
by the voltage inversion process which using the MCC 
are combined to achieve three phase 12-pulse voltages 
th

nding and receiving end 
th

here V = 0.577

at become the SSSC outputs. 
The test circuit of the SSSC prototype is depicted in 

Figure 21 and is similar to the one from where the SF 
and TD models were derived. The circuit is comprised of 
two voltage sources named se

ree phase nodes. The angle of the two nodes is phase 
shifted to enable power transmission. A resistance, R, 
and an inductance, L, are included in order to represent 
test circuit line impedance. The three phase sinusoidal 
voltage source inserted in series with the line represents 
the SSSC voltage injections. 

The test power system parameters are, R = 0.0165pu, 
XL = 0.1714 pu, the three phase ac voltages of the send-
ing and receiving end nodes are respectively, vs = 

Vm 30°, and v = V  0°, wr m m 4 2  pu. 

tude with those of an actual 
de

tio

pre-
viously established. The comparison is accomplished in 

th

how comparable results. This helps 
to

 

The system frequency is 60 Hz and the SSSC dc capaci-
tor value is XC = 0.0014 pu. 

The base values considered for power and voltage are, 
Pbase = 25 W and Vbase = 220 V, respectively. 

Although the ratings of this laboratory implementation 
are not comparable in magni

vice, the system provides a basis from which to predict 
the behavior and performance of a much bigger installa-

n. Furthermore, the verification of the SF and TD mod-
els can be directly applicable to higher rating devices. 

Actual signals obtained from the laboratory prototype 
are compared with simulated signals achieved using the 
SF and TD models. All simulations are carried out using 
the test power system described with the parameters 

e capacitive mode of operation, since it is the normal 
operating mode for a SSSC. The current and voltage sig-
nals are all in per unit system. 

The systems from which the actual SSSC and simu-
lated signals are obtained suppose that the transient re-
sponse has already passed and that the steady state re-
mains. For the experiment, the magnitude of the SSSC dc 
voltage is 0.2045 pu. 

The SSSC phase a line current and phase a output 
voltage are exhibited in Figure 22, in the upper and 
lower graphs, respectively. It can be noticed that the 
simulations using the SF and TD models, as well as the 
actual SSSC signals s

 assess the effectiveness of the SF and TD models, 
since they adequately represent the switching behavior of 
the commutating devices in the power converter. 

Besides, from the lower graph of Figure 22, each 
commutation in the multi-pulse simulated and actual 
 

 

Figure 21. Prototype circuit of SSSC connected to a trans-
mission line 
 

 

Figure 22. SSSC phase a line current and output voltage 
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waveforms show good agreement; therefore, switching of 
devices needed to achieve the output voltage are cor-
rectly represented. 

The actual and simulated waveforms do not match ex-
actly which can be due to several reasons. First of all, it 
is reasonable to think that simulated and experimental 
signals differ. Leaving aside the obvious, which are the 
assumptions made to derive the models and the differ-
ences in parameters, among the possible causes are the 
following. Since a 12-pulse SSSC configuration is bal-
anced, differences in the values of the elements in each 
phase cause imbalance. Discrepancies in the magnetic
c  

simulated 12-pulse voltage for which 
it 

 based VSC devices, such as the SSSC
an

 the VSC signals. 

ls lik
24

than the SF models. 

-pulse SF and TD models in 
 performance. The comparison of the 
ate results. 

 using self-commutated 

 E. Stacey, T. Lemak, L. 

uder, “The unified power flow controller—A 
,” IEE Colloquium: Flexible AC 

Transmission Vol. 1998, No. 500, 
pp. 7–12, Nov

 
oupling of each phase cause imbalance as well. The

imbalance causes the converter not to work properly and, 
for instance, the MCC could not be achieving the exact 
construction of the 

was designed. 
Although the SF and TD models verification is made 

with a laboratory device rated at very small magnitudes 
compared to actual converter installations, the results 
obtained with the experiment can be extended to those 
higher rated systems. 

Once the models have been validated, these can be in-
cluded in simulations containing a diversity of equipment 
which would be hard to test or use in a laboratory. Also, 
several tests can be conducted in simulations using the 
models, which due to laboratory constraints would be 
very hard to perform in an actual experiment. 

The SF modeling offers an accurate method of simu-
lating multi-pulse  

[4]

d STATCOM, for studies in which the nature of the 
analysis demands it. However, although the TD repre-
sentation is not a detailed model, but a reduced order one, 
it is accurate enough to correctly represent the harmonic 
components present in

The prototype is a 12-pulse VSC due to a higher to-
pology signifies an increase in the device elements, like 
components or transformers, which represents much 
higher cost. 

Although the models verified are 12-pulse ones, the 
results can be extended to higher pulse mode e the 

IEEE Transactions on Power 
Systems, Vol. 11, pp. 1937–1943, November 1996. 

[8] K. R. Padiyar and A. M. Kulkarni, “Design of reactive 
current and voltage controller of static condenser,” Elec-
trical Power & 

 or 48-pulse SF and TD models in order to predict their 
precision and performance. 

6. Conclusions 

The paper presents the derivation of multi-pulse VSC 
based SF and TD models. The models are then compared 
with Matlab/Simulink® simulations showing good results. 

The SF models are intended to represent in detail the 
behavior of multi-pulse VSC devices, maintaining a 
compromise between complexity and accuracy. On the 
other hand, TD models are reduced representations that 
enable good performance of multi-pulse VSC based 
FACTS, combined with less calculation requirements 

A laboratory prototype was constructed to compare the 
signals generated with the 12
order to assess their
signals shows adequ

Since the effectiveness and precision of the models 
have been verified and show good results, these can fur-
thermore be included in power system studies where de-
tailed representations of SSSC and STATCOM devices 
are needed. 
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Appendix A 

12, 24 and 48-pulse SF models coefficients 
12-pulse SF model coefficients. 

12
14a    , 12

41 1Y-Yi
a gs    

12
24a    , 12

42 3Y-Yi
a gs    

12
34a    , 12

43 5Y-Yi
a gs    

where i=1. 
24-pulse SF model coefficients. 
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48-pulse SF model coefficients. 
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The superscripts 12, 24 and 48 denotes 12, 24 and 
48-pulse SF models coefficients, respectively; subscripts 
Y-Y and Δ-Y correspond to the configuration of the cou-
pling transformer of each VSC in the multi-pulse con-

figuration as detailed in [15, 16], and the coefficients 
elements are given by, 
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 tan 24 3  ,  tan 16 3   

 tan 48 3   

Appendix B 

12, 24 and 48-pulse TD models coefficients 
12-pulse TD model coefficients. 
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Coefficients a41, a42 and a43 have the same structure as 
a14, a24 and a34, respectively, except that constants k0

14, 
k0

24 and k0
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24-pulse TD model coefficients. 
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Coefficients a41, a42 and a43 have the same structure as 
a14, a24 and a34, respectively, except that constants k0
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48-pulse TD model coefficients. 
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where, 
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ABSTRACT 

This paper introduces an energy-analysis of the flow of electrical charges and magnetic flux in addition to the flow of 
heat into a thermodynamic system. The analysis depends on the results of a held experiment on a magnet that attracted 
iron balls and a Faraday’s discovery as well as similarities between the laws characterizing the flow of electric charges, 
magnetic flux and heat. As the electric charge and magnetic flux produce entropy changes in some applications as 
magnetic hysteresis and capacitive deionization, we may express the electric charges and magnetic flux in terms of en-
tropy changes times their corresponding potentials by analogy to expressing heat as a product of temperature and en-
tropy changes. Introducing such postulates into the held energy-analysis; a new fundamental equation of thermody-
namics that embraces the flow of electric charges and magnetic flux in terms of the electric and magnetic potentials was 
derived. The derived equation proved its truth in numerous studies of general energy interactions. Such postulates help 
also in defining the electric charge and magnetic flux as categories of electromagnetic waves of assigned electric or 
magnetic potentials and offer plausible explanations of newly discovered phenomena in the fields of electromagnetism 
and thermodynamics as Kerr effect and magnetic expansion. 
 
Keywords: First and Second Laws of Thermodynamics, Electromagnetic Waves, Heat Flux, Electric Charge, Magnetic Flux 

1. Introduction 

A simple experiment was run on a control mass that en-
closes a permanent magnet immersed in a water basin. 
The magnet was allowed to attract iron-balls moving 
steadily toward the magnet along an inclined plane. The 
results of such experiment show a reduction in the tem-
perature of the water. Such decrease in temperature or 
internal energy of the magnet and the system is consid-
ered as a result of a work done by the magnet on the 
moving balls. So, it is possible to postulate the magnetic 
flux as a form of energy or electromagnetic waves simi-
lar to the heat emitted from a hot body. Reviewing Fara-
day’s discovery when inserting dielectric slabs between 
the plates of a condenser, the energy stored in the ca-
pacitor circuit decreased by the same ratio of increase of 
the electric charge on the condenser plates [1]. Such re-
sult proves also that the electric charge transferred to the 
dielectrics increases by the same ratio the stored energy 
of the inserted dielectrics.  

According to Maxwell’s comments regarding his 
equations [2], electricity and magnetism were supposed 
to be of a wave-like nature as the electromagnetic waves 
since an oscillating electric field generates an oscillating  

magnetic field and the oscillating magnetic field in turn 
generates an oscillating electric field, and so on. In for-
mer researches [3,4], it was discussed also common fea-
tures of the magnetic flux and electric charges. In this 
article, it is reviewed the similarities between laws char-
acterizing electric charges, magnetic flux and heat flow 
to prove, analytically, their identity as special categories 
of electromagnetic waves. The processing of substances 
in magnetic refrigeration cycles led to a defined descrip-
tion of the produced magnetic-hysteresis in terms of in-
crease of the system’s entropy and temperature [5]. 
Similarly, thermodynamic work required to separate so-
lutions during capacitive deionization processes is fully 
expressed in terms of decrease of the system’s entropy 
[6]. According to such conclusions; it is possible to pos-
tulate the magnetic flux and electric charges in terms of 
entropy change times a corresponding potential by anal-
ogy to heat flux which is expressed in terms of tempera-
ture, as a thermal or heat potential, and the corresponding 
change of entropy. Introducing such postulates into the 
first law of thermodynamics led to a fundamental equation 
that embrace electric charge and magnetic flux as mecha-
nisms of energy transfer and that proved its “trueness”. 
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Many references defined the time’s arrow as a prop-
erty of entropy alone [7]. According to such definition, 
the time coordinate in Maxwell Equations and solutions 
was fuzzily substituted by entropy. Accordingly; the ar-
eas bounded by the oscillating electrical and magnetic 
potentials in the electromagnetic waves could represent 
the electrical and magnetic energy imparted by such elec-
tromagnetic waves. Such approach helped in postulating 
the electric charges and magnetic flux as special catego-
ries of electromagnetic waves of assigned potentials. 
Such postulates offer many plausible explanations for 
phenomena in the fields of thermodynamics and electro-
magnetism [8] as the magnetic expansion [9], Kerr effect 
[10] and the phenomena of discharge of clouds, colours 
of charges and magnetic dipole moments. 

2. Experimental Analysis of the Magnetic Flux 

As an approach to prove similarity of the heat emitted 
from a hot body and the magnetic flux emitted from a 
magnet; a permanent magnet was immersed in an in-
sulted water basin and was allowed to attract polished 
iron balls of along an inclined smooth glass plane, Fig-
ure 1. The temperature of water was recorded. As the 
magnet performed a mechanical work, a decrease in the 
water temperature was measured by a digital thermome-
ter. By applying the first law of thermodynamics on the 
magnet-water closed-system [11], we get the following 
equation: 

FC sb

t
n m g s in







        (1) 

where CF is the flask’s heat capacity, n is the number of 
attracted balls along the inclined plane per unit time, mb 
is the mass of any iron ball, g is the gravity acceleration, 
s is the length of the path of the irons ball along the in-
clined smooth plate; φ is angle of inclination of the 
smooth plate and ∆t is the change of temperature during 
the time interval “  ”. 

(Experimental data: thermal capacity of the flask = 
1.26 kJ/ deg, mass of each iron ball = 0.3 kg, number of at-
tracted balls per minute = 42 balls, s = 20 and  = 30 deg.) φ

Figure 2 shows the results as calculated from Equa-
tion (1) and as recorded during the attraction process. As 
a conclusion, there is a loss of the magnet’s internal en-
ergy during attraction of the iron balls. Such energy was 
substituted by decrease in the temperature or internal 
energy of the system. Such conclusion proves the behav-
ior of a magnet emitting magnetic flux is similar to a hot 
body emitting heat or electromagnetic radiation. So, the 
magnetic flux may be considered as a form of energy or 
electromagnetic waves. 

3. Analysis of Electric Flux 

According to the Faraday’s discovery [1], when the space 

A Bar 
Magnet

Direction of motion of an iron ball 
under the action of a magnet.

An iron ball

A Glass Flask Containing 
water and a bar magnet 

Probe of a Digital 
thermometer

 

Figure 1. Measurement of magnet’s work during attraction 
of iron balls 
 

 

Figure 2. Measurement and calculation results of the system 
temperature 
 
between the capacitor plates was filled by a dielectric 
material, the capacitance of the capacitor increased by a 
dielectric constant   defined as follows: 

airC = C                   (2) 

Faraday found also that the addition of such dielectric 
material between the plates increased the initial charge 
on the plates of a capacitor,  to a final value iq fq  

defined by the equation [1]: 

=f iq q                    (3) 

By comparing the initial and final energies stored in 
the capacitor’s circuit,  and , it was found that 

the initial energy decreased by the same coefficient 
iU fU

  
according to the equation [12]: 

= i
f

U
U


                   (4) 

According to Equations (3) and (4); the coefficient κ 
equals the ratios of increase of the electric charge on the 
capacitor plates and the decrease of the internal energy of 
the capacitor circuit due to insertion of the dielectric mate-
rial. Such result shows that the loss of the stored energy in 
the capacitor circuit is absorbed as an electric charge on 
the capacitor plates. According to the energy – conserva-
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tion principles; the electric charge can be considered as a 
form of energy that is transferred to or from the dielectrics 
and causes the simultaneous increase of the capacitor 
charge and decrease of the internal energy of its circuit. 

4. Maxwell Waves 

Regarding the origin of the electromagnetic wave equa-
tions; Maxwell combined displacement current with 
some of the other equations of electromagnetism and 
obtained a second-order partial differential equation that 
describes the propagation of electromagnetic waves 
through free space or a medium. The homogeneous form 
of such equation is written in terms of the electric field E 
and the magnetic field B as follows [12]: 

2
2

2 2

1
0

c t


  ( )E                  (5) 

2
2

2 2

1
0

c t


  ( )B                  (6) 

where c is the speed of light in the free space (c = 
299,792,458 m/second), and t is the time. 

The general solution of such electromagnetic wave 
equation is a linear superposition of waves of the form 
[13] 

E( , ) = ( ( , )) = ( )r t g φ r t g ωt k.r       (7) 

B( , ) = ( ( , )) = ( )r t g φ r t g ωt k.r       (8) 

Virtually, both forms represent a well-behaved func-
tion “g” of dimensionless argument “ ” where 

ω : is the angular frequency (in radians per second), 
and  

k: is the wave vector (in radians per meter). 
In addition, for a valid solution, the wave vector and 

the angular frequency are not independent; they must 
adhere to the dispersion relation [13]: 

2π
= = =

ω
k k

c λ
                  (9) 

where: k is the wave number and λ  is the wavelength. 
Maxwell commented the results of his solutions as fol-

lows; the agreement of the results seems to show that 
light and magnetism are affections of the same substance, 
and that light is an electromagnetic disturbance propa-
gated through the field according to electromagnetic laws 
[12]. Such comment considers magnetism of the same 
substance as electromagnetic waves. Similarly, Maxwell 
derived a wave form of the electric and magnetic equa-
tions, revealing a wave-like nature of electric and mag-
netic fields. According to Maxwell [13], electricity and 
magnetism were considered of a wave-like nature as 
electromagnetic waves, since an oscillating electric field 
generates an oscillating magnetic field and the magnetic 
field in turn generates an oscillating electric field, and so 

on. Finally; according to Maxwell comments electric 
charge and magnetic flux may be considered also as 
forms of electromagnetic waves or energy as they are 
components of such waves. 

5. Similarity of Fluxes 

Energy is restricted in this research to the heat radiation 
propagating as electromagnetic waves or, according to 
quantum mechanics, as photons. Similarities between 
such forms of energy as heat, electric charge and mag-
netic flux are primarily found into their common quanti-
zation and conservation properties. The energy is gener-
ally quantized into photons of quanta  v, where h is the 
Planck’s constant [13,] which is conserved according to 
principles of energy conservation. The electric charge is 
quantized and conserved too. The elementary charge of a 
single electron or proton is found experimentally as fol-
lows [12]: 

e = 1.60 × 10- 19 Coulomb, 

It is found that any positive or negative charge q show 
has a quantized value that is expressed as follows [12]; 

q = ne, where n = ±1, ±2, ±3,…(n Z∈ )      (10) 

The fact that electric charge is quantized may be con-
sidered as one of the most profound mysteries of the 
physical world. However, considering the charge as a 
form of energy, which are naturally quantized, removes 
such mystery. Similarly, it is found that the charge is 
conserved as the net charge in a system or object is pre-
served too. 

The magnetic flux is also quantized into quanta ex-
pressed generally as [12]:  

e
h

Φ = n , where n =
2e

±1, n = ±2, n = ±3 (n Z)  (11) 

It is also found that many laws characterizing energy 
transfer, as heat, are similar to the laws that characterize 
the transfer of electric charges and the magnetic flux. 
The heat transfer by conduction is expressed as [14]: 

  1
.

1 2 1 2

Q
T T T T

A /
   
 
k

x k x
      (12) 

Similarly, the charge transferred is expressed by 
Ohm’s law as [11]:  

1e
1

Q
I (V

A R
  

。

2V )                 (13) 

Equations (12) and (13) show an analogy between the 
energy transfer by heat and electricity. Heat transfer in 
the first equation is driven by the difference in tempera-
ture and in the second equation the charge transfer is 
driven by the difference in electrical potentials. However, 
the laws concerning the transfer of magnetic flux are not 
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yet formulated, but there is an approach to its formula-
tion as a magnetic flux emergence in the sun is directly 
traced on the solar surface (in visible-white light) by the 
presence of dark, mainly round-shaped areas, called 
sunspots, surrounded by brighter regions of higher mag-
netic potential called plagues [15]. Measurements of 
magnetic fields at the solar surface shows that sunspots 
tend to be grouped in pairs, one with positive and one 
with negative magnetic polarity which may be character-
ized by flow of magnetic flux according to similar equa-
tions as Equations (12) and (13). Such similarities be-
tween heat, electric charge and magnetic flux prove they 
are forms of energy or electromagnetic waves. 

6. A Fundamental Energy Equation 

The first and second laws of thermodynamics may lead 
to a fundamental equation of thermodynamics in the 
form [14] 

= - + + Ω+ i idU T dS p dV E de σ d μ dn    (14) 

where: 
dU : Change in internal energy of a T.D. system; 
T dS : Thermal Energy imparted to a system repre-

sented as the product of the temperature and the change 
of entropy; 

p dV : work of expansion of volume ( ) under the 

pressure p; 

dV

σ d

d

: energy imparted by new surface area forma-

tion  at the surface tension ; σ

i iμ dn : work of chemical change  at given 

chemical potential 

idn

iμ . 

However, Equation (14) does not include the magnetic 
energy that may be transferred to any system. In addition, 
its R.H.S. includes the term “E de” that corresponds to 
the electric energy imparted to the system. This term 
assumes the parameters “E” and “e” are properties that 
define the state of a general thermodynamic system and 
de is an exact differential or a differential of a property. 
According to former analysis, the electric charges “e” 
transferred to the system represent energy in transfer of a 
similar nature as heat and it should not be considered as 
a property of a thermodynamic system. So, Equation 
(15) is incorrect according to the principles of thermo-
dynamics. 

Introducing the electric charge, magnetic flux and heat 
flux as mechanisms of energy transfer to a thermody-
namic system; a modified form of Equation (14) can be 
written as follows: 

mag + +th elect i idU Q Q p dV σ d μ dn          

(15) 

The processing of substances in magnetic refrigeration 
cycles leads to a defined description of the produced 
magnetic hysteresis in terms of an entropy increase and 
the system temperature [4]. So, temperature and entropy 
changes were actually achievable by the flow of mag-
netic flux into a system. In this context, the fact that the 
working material displays hysteresis [16], calls for a bet-
ter physical understanding of the role of irreversibility in 
the magnetization process. Such understanding can be 
based on describing the magnetic flux by similar terms as 
heat flux, i.e. in terms of magnetic potential times a cor-
responding entropy increase. Such representation re-
moves the ambiguity found in Bill queries [9]. Similarly; 
revising the work of Biesheuvel in the thermodynamic 
cycle analysis of capacitive deionization, [6], where the 
thermodynamic work required in solutions separation 
during capacitive deionization processes was fully util-
ized to decrease the entropy of the system. Such analysis 
implements also the expression of the electric charge in 
terms of the product of electric potential times the corre-
sponding entropy increase.  

According to the second law of T.D., the flow of heat 
into a system generates an entropy increase of such sys-
tem expressed by the relation [10]: 

thermal thermalQ T dS 

Q E dS

            (16) 

According to the previous analysis and the derived 
similarities, the electric charge can be expressed by a 
similar expression as follows.  

elect electric             (17)  

where Qelect is electric charge imparted to a system, E is 
the electrical field intensity or potential, in analogy to 
temperature as the thermal potential, and dSelectric is the 
entropy increase associated by such transferred electric 
energy or charge.  

According to modern literatures [12], the term “B” 
represents the magnetic flux density. However, such 
density can be assumed proportional to the magnetic 
field intensity, H, according to the following relation (in 
free space) [12]:  

0B H                    (18) 

where  is called permeability of free 

space or magnetic space constant. Such direct propor-
tionality allows introducing the magnetic field intensity 
to replace the magnetic flux density in Maxwell’s solu-
tion which is analogous to the electric field intensity. 

-7( 4π 10 ) 0

So, the magnetic flux can be expressed as follows:  

mag magneticH dS              (19) 

where mag  is the magnetic flux imparted to a system, 

H is the magnetic field intensity and  is the magneticdS
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generated entropy by the transferred magnetic flux. By 
substituting Equations (16), (17) and (19) into Equation 
(14); a modified fundamental equation of thermodynam-
ics can be expressed as follows: 

 

  
= ( ) ( ) ( )th el mag

i i

dU T dS E dS H dS

p dV σ d μ dn

)thS ( )el

 (20) 

where , (T d E dS ( )magH dS and  correspond 

to the thermal, electric and magnetic energies imparted to 
the system, respectively, and ,  and ( )thdS (dS )el ( )magdS  

represent the entropy productions by the corresponding 
transferred thermal, electric and magnetic energies. The 
main corollary of such fundamental equations is the pos-
sibility of representing the electric charges transferred or 
imparted to a system into an E-s diagram and the mag-
netic flux imparted to a system into an H-s diagram 
similar to the T-s diagram that represent the heat trans-
ferred to such system. 

7. Maxwell Equations 

The arrow of time is found as property of entropy alone 
[7]. Accordingly; time in Maxwell Equations (5) and (6) 
may be replaced by entropy. Such transformation leads to 
modified solutions of Maxwell equations that may be 
stated as follows: 

( , ) = ( ( , ))E r t s φ r s                   (21) 

( , )= ( ( , ))H r t s φ r s                    (22) 

Accordingly, the electromagnetic waves can be repre-
sented in E-s and B-s planes by replacing the time axis in 
Figure 3 by entropy. In such representation; the areas 
enclosed by the oscillating fields, electric or magnetic, 
represents the imparted electric and magnetic energies as 
postulated in Equations (17) and (19). 

Searching for a plausible answer of a frequently asked 
question: If the electromagnetic waves are considered, 
according to the quantum mechanics, as photons; then, 
how the photon can have a charge or a magnetic polarity 
[14]? The answer implements a modified solution of 
Maxwell Equations which is not identical to that stated 
by Equations (7) and (8). In the following solution it is 
assumed a non-zero initial electrical potential “ iE ” in 

the electric component of the electromagnetic wave. 
Hence, the following solution may satisfy the postulated 
Maxwell’s Equations (21) and (22), where the time is 
replaced by entropy: 

( , )= ( ( , )) +/ ΔE r t s φ r s E             (23) 

( , )= ( ( , ))H r t s φ r s                   (24) 

Such solution assumes some categories of electro-
magnetic waves whose electric potential is oscillating 

around a specified value of non-zero electric potential 
but its magnetic potential is oscillating about a zero 
magnetic potential. The graphical representation of such 
solution is seen in Figures 4 and 5, where Figure 4 
represents a positive charge and Figure 5 represents a 
negative charge. 

The net charge in each imparted sinusoidal wave has a 
value which may be positive or negative according to the 
sign of the charge found by the following integral in a 
complete wave: 

2

0elect electQ E dS


               (25) 

The given integration may represent an electric charge 
of a positive or negative potentiality according to the 
direction of the wave oscillations if it is around positive 
or negative values of E . 

 

 

Figure 3. Electromagnetic waves in E-s and H-s planes 
 

 

Figure 4. Graphical representation of a positive electric charge 
 

 

Figure 5. Graphical representation of a negative electric charge 
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Similarly, it is assumed in the following solution a 
non-zero initial magnetic potential “ H ” in the mag-

netic component of the electromagnetic wave. So, the 
following modified Maxwell’s solution may represent 
flow of magnetic flux: 

travelled in straight lines, produce a shadow when ob-
structed by objects and the rays could pass through thin 
metal foils without disturbing them (Tested by New Zea-
lander Ernest Rutherford using gold foil [15]). Hertz 
maintained it also was a wave. Hence, the introduced 
definition of electric charge as a flow of modified EM 
waves offer more plausible explanations of the found 
characteristics of the Cathode rays as a form of electro-
magnetic waves. 

( , )= ( ( , )) +/ ΔH r t s φ r t H          (26) 

( , )= ( ( , ))E r t s φ r t                  (27) 

Such solution is represented graphically in Figure 6 
where the net bounded area has a non-zero magnetic po-
tential. So, the net magnetic flux in each imparted sinu-
soidal wave has the value: 

2

0 magH dS


                   (28) 

So, the postulated solutions of Maxwell Equations and 
the introduced definitions of electric charges and heat 
flux assign definite potentials for such fluxes in terms of 
(ΔE ) and (ΔH ), with definite polarity or direction. The 
units of the electric charge or the magnetic flux are stated 
as forms of energy in Joules. Hence the units of dSelect 
and dSmag will be in Joule/Volt and Joule/Oersted respec-
tively in analogy to the units of dSthermal in Joule / K [6]. 
Such definitions remove confusions in the units of mag-
netism and electricity. 

Similarly, the introduced definitions of the electric 
charges and the magnetic flux as special categories of 
electromagnetic waves find plausible explanations to the 
“Kerr Effect” [9]. Such phenomena detect effects of 
electric and magnetic fields on the flow of electromag-
netic waves. In case of electric fields, a quadratic elec-
tro-optic effect (QEO effect) is detected. In case of mag-
netic fields, a magneto-optic Kerr effect (MOK effect) is 
detected. The QEO effect is identified by a change in the 
refractive index of all materials when they are crossed by 
electromagnet waves in the presence of an applied AC or 
DC electric fields. Similarly; MOKE effect may be rec-
ognized, in some cases, by rotation of the plane of po-
larization of the transmitted light under the influence of 
magnetic field [9]. According to the introduced defini-
tions, the light gains by the applied electric or magnetic 
fields the potentials differences ( ΔE ) or ( ΔH ), that 
converts the light waves into electric charges or magnetic 
flux of different index of refraction or rotated plane of 
polarization.  

8. Reviewing the Introduced Fundamental 
Equation Replacing the time axis by an entropy axis in the 

Maxwell’s solutions and considering the propagating EM 
waves as propagations of electric and magnetic energies 
of limited entropy production and energy quanta proves 
the description of photons as tiny bundle of electric and 
magnetic fields [18]. 

As previously mentioned, the definitions of the electric 
charge and magnetic flux, as modified forms of EM 
waves, can be directly concluded from Maxwell’s state-
ments and the similarity of the laws governing such enti-
ties. However, such definitions introduce also plausible 
explanations to many discovered phenomena. The defini-
tion of the electric charge as electromagnetic waves ex-
plains the behavior of the cathode rays as waves in the 
famous Crookes tube [15], where the cathode rays, de-
fined previously as flow of electric charges or electrons,  

Introducing entropy, as a probability measure of dis-
order [18], to replace the time in Maxwell equations lead 
to a probabilistic Maxwell’s solution that is analogous  
to probabilistic wave solution Ψ(x, t) of the Schrod-
inger’s equation. The introduced fundamental equation 
can be valuable in studies that apply Poisson-Nernst- 

 Planck theory to investigate ion permeation and related 
transport processes [19]. 

 

Assigning a value of a definite electric potential for the 
charge, according to the stated definitions of electric 
charges, is similar to the assigned thermal potential, 
temperature, for the heat. Such electrical potential ex-
plains the phenomena of colored charges where each 
charge may have a different potential [8] and explain the 
phenomena of charging of clouds [12]. 

9. Conclusions 

Reviewing experimentally and analytically the similarity 
and analogy between heat, electric charges and magnetic Figure 6. Graphical representation of magnetic flux 
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flux, the electric charge and magnetic flux were proved 
as special categories of energy or modified forms elec-
tromagnetic waves that have electrical or magnetic po-
tentials. Previous analysis served also in expressing the 
magnetic flux and electric charges in terms of entropy 
change times a corresponding potential by analogy to 
heat flux. Introducing such postulates into the first law of 
thermodynamics led to a modified fundamental equation 
that embrace electric charge and magnetic flux as 
mechanisms of energy transfer. Considering time’s arrow 
as a property of entropy alone [7], the time in the Max-
well equation is replaced by entropy such that the areas 
bounded by the oscillating electrical and magnetic poten-
tials represent the electrical and magnetic energies im-
parted by the electromagnetic wave. Such representation 
helps in expressing the qualities or potentials for the 
electric charge and the magnetic flux in analogy to the 
heat quality (temperature). The offered postulates lead to 
modified definitions of electric charge and magnetic flux 
in addition to plausible explanations of newly discovered 
phenomena in the fields of electromagnetism and ther-
modynamics as Kerr effect and magnetic expansion. 
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ABSTRACT 

The electromagnetic linear momentum and the energy balance in an infinite solenoid with a time-dependant current are 
examined. We show that the electromagnetic linear momentum density and its associated force density are balanced by 
the hidden momentum density and its associated hidden force density respectively. We also show that exactly half the 
energy delivered by the power supply appears as stored magnetic energy inside the solenoid. The other half is lost 
against the induced electromotive force that appears in the windings of the solenoid during the time through which the 
current is building up towards its final value. This energy loss, which is found in other analogue situations, is necessary 
to transfer the system from an initial non-equilibrium state to a final equilibrium one. 
 
Keywords: Electromagnetic Linear Momentum, Energy Balance, Hidden Momentum 

1. Introduction 

The electromagnetic Poynting vector has long been of 
considerable interest over the years [1–9]. This is so be-
cause it is directly related to the electromagnetic (EM) 
energy flux and the electromagnetic linear momentum. In 
recent years, the role of EM linear momentum in total 
momentum balance has attracted the attention of many 
authors [10–16]. Furthermore, the EM energy flux car-
ried by the Poynting vector has been the subject of many 
workers in the context of energy conservation in elec-
tromagnetic systems [17–21]. In recent years, it was 
shown that when a charged capacitor is connected to an-
other uncharged identical one, exactly half the stored 
energy disappears after the equilibrium state is achieved. 
This also happens when a capacitor is charged by a bat-
tery, where only half the supplied energy is stored in the 
capacitor. This pedagogical problem has been a topic of 
interest by several authors [22–27]. When dealing with 
energy conservation in EM systems, one has to consider 
all the possible channels through which energy is trans-
ported through as the system transforms from an initial 
non-equilibrium to a final equilibrium state. For example, 
it was shown [23] that when charging a capacitor half the 
work done by the power source is stored in the capacitor 
while the other half is carried by the Poynting vector 
which crosses the surface of the connecting wires. The 
purpose of this paper is to shed some light on the dy-

namics of the electromagnetic momentum and the energy 
needed when an electromagnetic system transforms from 
non-equilibrium to equilibrium states. This gives a fruit-
ful and an illustrative example to students in electrody-
namics course and helps them for a deep understanding 
of basic concepts in the subject. To that end, we consider 
an infinitely long solenoid which is fed by a current that 
varies linearly in time for a time period T after which it 
reaches its final constant value. The paper is organized as 
follows: In Section 2, we consider the electromagnetic 
momentum. In Section 3, we examine electromagnetic 
energy. Section 4 is devoted for conclusions.  

2. Electromagnetic Momentum for an Ideal 
Solenoid 

We consider an infinitely long solenoid (ideal) of radius 
R and with number of turns per unit length n. The pur-
pose is to examine the dynamics of the linear momentum 
balance during a time period, say T, through which the 
current is linearly increasing towards its final constant 
value, say I0. Our system is assumed to be force-free 
which means that the total linear momentum (mechanical 
momentum and electromagnetic momentum) is constant, 
which could be taken to be zero. Therefore, we assume 
that the battery connected to the solenoid gives a 
time-dependent current  given by: )(tI
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Faraday’s law of induction suggests an induced elec-
tric field whose value satisfies its integral form 

 
dt

d
ldE


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where E


is the induced electric field and  is the mag-

netic flux inside the solenoid. 
Choosing a circular loop of radius r inside the solenoid, 

and using ztnIB ˆ )(0


, for the magnetic field inside 

the solenoid, one gets 
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The Poynting vector inside the solenoid, during the 
time T, is given by 
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and therefore the electromagnetic linear momentum den-
sity is 
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The total electromagnetic linear momentum, totalP


, 

can be computed as follows: writing , 

we get 
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since the   integral vanishes. Equation (6) gives a 

force density  
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which gives a vanishing total force once the integration 
over   is carried out. This force density is needed to 

bend the current in its circular loops that, due to induc-
tive inertia, otherwise would move in a straight line. As 
we will see in a moment, the reaction force density (hid-
den force density as we will see shortly) to the above 

force density causes the radius of the circular loop to 
increase. So our result shows that during the period T, 
through which the current is increasing, the total elec-
tromagnetic momentum and the total force are both zeros 
but yet they have non-vanishing density values that are 
directed towards the axis of the solenoid. This result 
needs explanation since initially (for ) the system 
has no momentum density. We show below that the elec-
tromagnetic linear momentum density is exactly bal-
anced by hidden momentum density that arises during 
the time period T. Assuming the solenoid has a radius R 
with its axis aligned along the z-axis and the current 

flows counterclockwise (+  direction), then following 

Babson et al. [28], the hidden momentum (which is of 
relativistic origin) is given by 
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where m


is the magnetic dipole moment of the current 

loop(s) and E


is the electric field. Now, for a length  
of the solenoid, the number of turns is  and thus the 

magnetic dipole moment . Using 

Equation (4) for the induced electric field, with 
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where we used . Therefore, the hidden mo-

mentum density is 
0
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which exactly cancels the electromagnetic linear mo-
mentum density at the loops of the solenoid, as can be 
seen from Equation (6) with Rr  . Back to the force 
density given in Equation (8), this force density is related 
to the pressure gradient. As it was shown in [28], the 
relativistic relation between the force density and the 
pressure gradient is 

Pf  2 


                      (12) 

where is the usual Lorentz factor. It is interesting to 

note that the time derivative of the hidden momentum 
density (given in Equation (11)) gives the so-called the 
hidden force density which is exactly the negative of the 
force density evaluated at the surface of the sole-
noid,

2

Rr  ( see Equation (8)). Therefore, at any time t 
during the time period T, the electromagnetic force den-
sity is exactly canceled by the hidden force density.  

2. Energy Considerations 

The purpose of this section is to examine energy balance 
which is involved in the process of establishing a current 
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in an infinite solenoid. It is well-known that the stored 
magnetic energy in a length  of an infinite solenoid 
that carries a current 


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where we used Equation (1) and the self-inductance 

, for a length  of the solenoid. When the 

current reaches its final value , at , the stored 

magnetic energy becomes 
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The question to be answered is how much work is 
needed to be done by the power supply in order to store 
the magnetic energy given in Equation (14). During the 
time – period T, the electromagnetic power per unit area 
that crosses the surface of the solenoid is given by the 

Poynting vector S


evaluated at the solenoid's surface. 
Thus using Equation (5) with Rr  , we get 
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The electromagnetic energy that is transmitted 

inside a length  of the solenoid is 
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which has the same magnitude as the stored magnetic 
energy given in Equation (14). Therefore, the energy that 
was carried by the Poynting vector has been stored as 
magnetic energy inside the solenoid. To see other forms 
of energy involved in the process of establishing the cur-
rent in the solenoid, the time-dependence of the magnetic 
field gives an induced electromotive force ( ).This in-
duced electromotive force is given by Faraday's law, 
namely 
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The power done by this induced electromotive force is 
thus 
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and therefore, the work done is 
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The above Equation clearly shows that the work done 
by the power supply against the induced electromotive 
force (which is the negative of Equation (19)) is exactly 
equal to the stored magnetic energy given by Equation 
(14). Therefore, the total energy delivered by the power 
supply is twice the stored magnetic energy. It should be 
emphasized that the work done against the induced elec-
tromotive force is necessary for the current to reach its 
final equilibrium value. So our result shows that the 
stored magnetic energy (which is exactly half the work 
done by the power supply) comes from the Poynting 
vector that crosses the surface of the solenoid. The other 
half of the work done is the price that one must pay in 
order to achieve a final equilibrium state for the current. 
This other half of the work done finds its way as work 
done against the induced electromotive force in the 
windings of the solenoid.  

This is exactly analogue to the case of charging a ca-
pacitor by a power supply, in which it was shown [23] 
that the stored electric energy in the capacitor comes 
from the energy carried by the Poynting vector that 
crosses the plates of the capacitor, and this energy is ex-
actly half the energy delivered by the power supply. 
While the other half is carried by the Poynting vector that 
crosses the connecting wires. Another analogue case is 
the two capacitor problem: When a charged capacitor is 
connected to an uncharged one with the same capaci-
tance, exactly half the stored energy disappears after the 
charge transfer is completed. In these analogue cases, it 
was noted in earlier work that if the presence of nonzero 
resistance in the circuit is assumed, the amount of Joule 
heat loss in the resistor becomes exactly the same as the 
missing energy [29]. Others [25,27,30] used supercon-
ducting wires and have tried different mechanisms to 
explain this energy loss and they arrived at the same 
conclusion. Another example in mechanics: if a particle 
collides, in a completely inelastic collision, with another 
stationary particle of the same mass then exactly half the 
initial kinetic energy will be lost in the collision. Our 
solenoid problem is another one, but here the energy loss 
is due to the work done against the induced electromotive 
force. Therefore, regardless of the nature of the mecha-
nism, the amount of the energy loss should always be 
exactly half the supplied energy of the power supply. It 
must be emphasized that this energy loss, in all the above 
cases and possible similar ones, is necessary (or the price 
that one must pay) to transform the system from an initial 
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non-equilibrium state to a final equilibrium one [23,26]. 
We must note that our results do not change if one 
chooses a different function for the current, in which case 
the reader can easily verify this. 

4. Conclusions 

We considered an infinite solenoid which is fed by a 
current that increases linearly in time over a time period 
T, after which the current reaches its final value. Our 
results showed that during that period, the electromag-
netic linear momentum density is exactly balanced by the 
hidden momentum density. In other words, the electro-
magnetic force density is exactly balanced be the hidden 
force density. This keeps the total linear momentum den-
sity and the total force density zeros at any time during 
that period.  Which is consistent with the situation be-
fore the current is turned on. It was also shown that the 
stored magnetic energy inside the solenoid is exactly half 
the energy delivered by the power supply.  This stored 
magnetic energy is just the energy which is carried by the 
Poynting vector that crosses the surface of the solenoid. 
The other half is consumed against the induced electro-
motive force which is needed to transfer the system to a 
final equilibrium state. The system we considered is 
analogue to other systems: In the process of charging a 
capacitor by a power supply, half the energy delivered by 
the power supply appears as electric energy in side the 
capacitor. In the two capacitor problem, half the initial 
energy is lost (when the capacitances of the two capaci-
tors are the same). In mechanics, the completely 
in-elastic collision is another example, in which half the 
initial kinetic energy is lost when an incident particle 
collides with another stationary similar particle. In our 
present solenoid problem and in all the above mentioned 
systems, the missing energy is necessary in order to 
transfer the system from an initial non-equilibrium state 
to a final equilibrium state. 
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ABSTRACT 

This paper presents the results of exact solutions and numerical simulations of strongly-conductive and 
weakly-conductive magnetic fluid flows. The equations of magnetohydrodynamic (MHD) flows with different conductiv-
ity coefficients, which are independent of viscosity of fluids, are investigated in a horizontal rectangular channel under 
a magnetic field. The exact solutions are derived and the contours of exact solutions of the flow for magnetic induction 
modes are compared with numerical solutions. Also, two classes of variational functions on the flow and magnetic in-
duction are discussed for different conductivity coefficients through the derived numerical solutions. The known results 
of the phenomenology of magnetohydrodynamics in a square channel with two perfectly conducting Hartmann-walls 
are just special cases of our results of magnetic fluid. 
 
Keywords: Magnetic Fluid, Variational Function, Conductivity Coefficient, Strongly-Conductive, Weakly-Conductive 

1. Introduction 

The first classical study of electro-magnetic channel flow 
was carried out by Hartmann in the 1930s [1]. Hart-
mann’s well-known exact solution can be applied to very 
closely related problems in magneto-hydrodynamics 
(MHD) to appreciably simplify physical problems and 
give insights into new physical phenomena. 

In magnetic fluids, the fluid dynamic phenolmena with 
magnetic induction create new difficulties for the solu-
tion of the problems under consideration. The classical 
Hartmann flow can be further generalized to include ar-
bitrary electric energy extraction from or addition to the 
flow. In general, classical MHD flows are dealt with us-
ing the exact solution of the Couette flow which is pre-
sented when the magnetic Prandtl number is unity [1]. 

 The exact solutions of appropriately simplified 
physical problems provide estimates for the approximate 
solutions of complex problems. In view of its physical 
importance, the flow in a channel with a considerable 
length, rectangular, two-dimensional, and unidirectional 
cross section, which is assumed steady, pressure-driven 

of an incompressible Newtonian liquid, is the simplest 
case to be considered. In such a flow, taking into account 
the symmetrical planes 0y  and 0z  and an exact 

solution is obtained by using the separation of variables. 
The solution indicates that, when the width-to-height 
ratio increases, the velocity contours become flatter away 
from the two vertical walls and that the flow away from 
the two walls is approximately one-dimensional (the de-
pendence of  on  is weak) [2]. xu y

If all walls are electrically insulating, 0w , Shercliff 

(1953) has investigated principle sketch of the phenome-
nology of Magnetohydrodynamics (MHD) channel flow of 
rectangular cross-section with Hartmann walls and side 
walls [3]. For perfectly conducting Hartmann walls, 

 , Hunt (1965) gave velocity profile and current 
paths for different Hartmann number. They found that the 
current density is nearly constant in most of channel cross 
sections, the velocity distribution is flat, and the thickness 
of the side layers decreases with increasing intensity of , 
i.e. increasing Hartmann number [3]. Recently, Carletto, 
Bossis and Ceber defined the ratio magnetic energy of two 

B
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aligned dipoles to the thermal energy , 

and their theory well predicts the experimental results in a 
constant unidirectional field [4]. Further results can be 
found in reference [5]. 

kTHa /2
0

22
0 

Other flow configurations in basic MHD may include 
Hele-Shaw cells. Wen et al. [6,7] were motivated to visu-
alize the macroscopic magnetic flow fields in a square 
Hele-Shaw cell with shadow graphs for the first time, 
taking advantage of its small thickness and correspond-
ing short optical depth. Examples of applications of 
MHD include the chemical distillatory processes, design 
of heat exchangers, channel type solar energy collectors 
and thermo-protection systems. Hence, the effects of 
combined magnetic forces due to the variations of mag-
netic fields on the laminar flow in horizontal rectangular 
channels are important in practice [8–10]. 

In the present study, we consider the characteristics of 
magnetic fluids in a horizontal rectangular channel under 
the magnetic fields and use the flow equations with a 
conductivity coefficient. The exact solutions of the 
strongly-conductive and weakly-conductive magnetic 
fluids are considered using the series expansion tech-
nique in order to obtain the relationship between the flow 
and magnetic induction. Also, a quadratic function on 
flow and magnetic induction is studied to verify the 
characteristic of flow field using the obtained solutions. 

2. The Exact Solution of the Magnetic Fluid 
Equations 

The configuration of the flow geometry is illustrated in 
Figure 1. The problem considered in this study is an in-
compressible steady flow in the positive x-direction with 
a magnetic field applied in the positive z-direction. The 
cross-section of the channel is given by the flow region 
2  and 2  while the channel length is 2 c . The system 
of basic magnetic fluid equations is given as follows [5] 

a b

0U                   (1) 

HM )( BjU
U

p
Dt

D 2    

  FHM              (2) 

 
 

xu j

b2

a2

0B

c2

y
x

z

 

0

 

Figure 1. Illustration of flows in a rectangular channel 

The Maxwell’s equations in their usual form 

,
t




B
E ,

0K
e E      (3) B 

with the relation equations and the Ohm’s law given as 

0 0( mμ μ )   B H M H             (4) 

)σ( BUEj                        (5) 

where 
0  is the permeability of free space, m is the 

magnetic susceptibility (H/m),  is the conductivity, 
is the magnetic induction,  is the magnetic field 

(A/m), and  is the magnetization (A/m). 
B H

M
We choose the x  axis such that the velocity vector 

of the fluid is )0,0,xuU (  and from the continuity 

Equation (1), we have . We also choose ),( zyuxux 
bBB  0 = , where  is a constant repre-

senting magnetic induction. 

)0B,0,( xb 0B

Applying the Maxwell’s equation 0 B  and 
0/x  xb , we have . To simplify our 

presentations, the following assumptions are made for 
related variables: 

),( zybb xx 

0)0,,( xuU ,            (6) )(0, zy j,jj

)(0 zy E,E,E ,    (7) )0(0 0x B,,b bBB

),0,( 0x HHH                      (8) 

),0,( 0x MMM ,          (9) )0,0,( xFF

And 0 E , Equation (3) is satisfied. As there is no 
excess charge in the fluid, then, by using (5), j  is ob-

tained as follows 

    )),((0,)0( z0xyzy EBuEj,j,  j

)
μ

1
,

μ

1
(0,

00 y

b

z

b xx








              (10) 

z

E

y

E yz







                        (11) 

The magnetic fluid boundary conditions considered 
here are 

0xb at by  ,  az 
0xu at by  ,  az 

We shall also assume that all quantities are independ-
ent of time t , that is to say, the fluid we consider here is 
in a steady state. 

2.1 The Strongly-Conductive Fluid 

The magnetic fluid is called strongly-conductive if the 
term )( HM   appears [8]. Under the condition of 

strongly conductive, the coefficient is much )( HM 
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larger than the Kelvin force density  so that 

 is considered while  is neglected. Us-

ing the steady-state assumption, i.e., , Equation 
(2) can be written as follows 

HM )( 

0/  t

BJ HM )( 

x

fp

z

u

y

u




(
2

 x)
01(  









(

)
2
x

2

2
x

0y
2 ) Bj

0 )( mm    

(12) 

xzbj
y

p





                        (13) 

xybj
z

p





                       (14) 

where . Note that Sutton and Sherman 

[1] gave an incorrect result in their equation (10.85) 
which should be the above Equation (14). 

22/1 xmHpp 

For Hartmann flow, it is feasible to replace  by yE

0xBuK  for a simple model, then =yj )- xx uu(Kσ 0B  

where 
a

xa

1
( , )u y z

p(
4

b

x b
u

ab  
   dydz

xfx  /)

.  

The axial pressure gradient  is taken 

to be K

0x

 if the gravitational field is neglected, and 

, where  is 

the viscosity of magnetic fluid. Combining Equations 
(12)–(14) yields 

/ f x
12 ) 0 )(  m01(  m

0K 
μ

)(
0

0












z

bB

z

u

y

u x
2
x

2

2
x

2

      (15) 

2 2

0 0 2 2
( ) 0x 

z y z
x xu b

B  
  

 
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b
          (16) 

Let 

1

0μ
x

x

b
u u


 


, 2 xu u

0μ
xb


 


    (17) 

then Equations (15) and (16) are reduced to 

0K1 
z

u11










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a

ηηH
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u
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     (18) 
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1
22 







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a

H

z

u

y

u a
2

2

2

2 
    (19) 

where the Hartmann number  is defined as 

1
0

 aBHa .  

The solution for  is obtained by expressing 1u K  

over the range  as a cosine Fourier series, bb  y 
n

0

n 0

4 ( 1) (2n 1)
cos

2

y

b


K

2n 1

k 



 


          (20) 

where  is a constant. The solution for  is then 

written 
0k 1u

2 n

1 3 3
n 0

16 ( 1)
[1

(2n 1)

Kb
u






 

 
1 2m z m z

2 1

1 2

e sin e sin
]

sin

hm a hm a

h(m m )a




 

(21) 
where  and  are given as 1m 2m

1 2 2 1 2 2

1, 2

(2n 1) π

2
a aH b b H a

m
ab

        


2

  (22) 

It should be pointed out that the solution for  is 

just the same function as  in which  and  are 

displaced by  and , respectively, which are given 

by 

2u

2m1u

4

1m

3m m

1 2 2 1 2 2

3, 4

(2n 1) π

2
a aH b b H a

m
ab

       


2

 

(23) 

2.2 The Weakly-Conductive Fluid 

If the fluid is weakly-conductive and the field  is not 
time-dependent, the term  will disappear as 

shown in equations (104) [8]. Considering Equation (2) 
through (4) and making use of the assumptions men-
tioned above, the following relations are obtained, 

E
)( HM 

0
)(

)( Bj
x

fp

z

u

y

u
y

x
2
x

2

2
x

2












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xzbj
y
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


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                        (25) 

xybj
z

p





                       (26) 

Replacing  with yE 0K Bux , we have  = yj 0 (K xB u  

)x- u  as well as in Subsection 2.1. Then, as the axial 

pressure gradient xfp x  /)(  is taken to be K , 

where 
n

0

n 0

4 ( 1) (2n 1)π
cos

2n 1 2

k y
K

b





 

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where  is a constant. Let 0k

0
1

μ
x

x
b

uu  , 
0

2
μ

x
x

b
uu   (28) 

Thus, the solution of Equation (28) for  as in (17) 

is also obtained 
1u

2 n

1 3 3
n 0

16 ( 1)
[1

π (2 n 1)

Kb
u






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2.4 The Solutions, Flow Field and Discussions 1 2m z m z
2 1

1 2

e sin e sin (2 n 1)π
] cos

sin ( ) 2

hm a hm a y

h m m a b

 



  (29) 

In the present study, the flow fields and their associated 
functions are presented in the flow region with 1a , 

1b

0

. Since  ranges from 10 to 100 in most practi-
cal problems, the initial magnetic induction is taken to be 

aH

10B (kg.s-2.A-1), (H/m), 7
0 104   50aH  and 

the constant 100 k . 

where  and  are as follows 1m 2m

2 2 2 2 2

1, 2

(2n 1) π

2
a aH b H b a

m
ab

   
        (30) 

Note that the solution for  is the same function as 

 in which  and  are given as follows 
2u

1u 1m 2m Figure 2 depicts the solutions for 02.0 , 0.2 and 

1.0, where  1  is the conductivity coefficient. 

The velocity contours are displayed in Figure 2(a) for 
different values of the conductivity coefficient. It is 
shown that the velocity gradients become larger gradu-
ally near four vertical walls as the conductivity coeffi-
cient increases for different magnetic fluids. On the con-
trary, in the region of (0,0), the velocity gradients lower 
gradually as the conductivity coefficient increases. For 
the case of a constant Hartmann number, the magnetic 
fluid are shown in Figure 2(b) for different values of the 
conductivity coefficient, and as indicated, the strength of  

2 2 2 2 2

3, 4

(2n 1) π

2
a aH b H b a

m
ab
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        (31) 

For a weak-conductive fluid, its solution is simply the 
solution of the conductive fluid with a conductive coeffi-

cient 0.11     (for 00  ). We find that 

 1  2)m00 (1  m   which is obviously 

independent of the fluid viscosity.  

2.3 Unidirectional Two Dimensional Flow  
without a Magnetic Field 

magnetic induction dampens horizontal away from the 
plane 0z  and the walls 1z  as the conductivity 
coefficient increases. On the contrary, near the 
walls 1y , the magnetic induction becomes gradually 

low as the conductivity coefficient increases. For con-
ductivity coefficient 02.0 , the flow contours are 
similar to those in the reference[10] for the magnetic 
Rayleigh number 0.0Ram  and the Rayleigh num-
ber 0001，Ra . Our analysis shows that the flow field 
changes with different conductivity coefficients. 

Here we only consider a unidirectional two dimensional 
flow without a magnetic field, so that , Equa-

tions (18) and (19) are reduced to 

0aH

0K
2

2

2

2









z

u

y

u xx                     (32) 

The boundary conditions are as follows 

0x 



y

u
 at                      (33) by 

0



z

ux  at az                       (34) Figure 3 shows the velocity fields for steady, unidi-
rectional flows in a rectangular channel and K  is a co-
sine Fourier series of  and conductivity coefficient y

0 . The velocity contours are similar to those given by 
Papanastasiou et al. for the width-to-height ratio 1:1 [2]. 

0xu  at , by  az                   (35) 

In order to obtain an exact solution of Equation (32), 
comparing with our above results, we have 

In Figures 4(a) and 4(b), the development of the ve-
locity profile in y and  directions are shown for 

various values of the conductivity coefficient 

z
 . For the 

symmetry, we only consider two cases: (a) by 0 , 

aza  ; and (b) az 0

y

, . Several in-
teresting observations are readily made from the results. 
The cooperate process of and 

byb 

z  is shown in the 
above analysis.  In order to clearly show the 
self-governed process of and y z , the contours of the 

velocity versus coordinate , and the velocity versus 
coordinate  are given. It is clear that the velocity gra-
dients increase quickly near the boundary walls 

y
z

az   
and by   as   is increased. On the other hand, the 
exact solutions are multiple hyper-cosine functions of , 
and cosine functions of . Therefore, the velocity gra-
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where  is a constant. The problem consisting Equa-

tion (32) and its conditions are solved similarly using the 
separation of variables, which has the solution as follows 
[9] 
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where 
π

(2 1)
2na n  ,                (38) ,2,1n
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(a)                                 (b)                                    (c) 
Figure 2. The distribution of flow field and magnetic induction. (a) Velocity contours ; (b) Magnetic induction distributions xu

xb ; and (c) The velocity composition function F . (1) , 50aH 020. ; (2) , 50aH 20. ; and (3) , 50aH 01.  

 
dient is larger near the boundary walls  than that 

near the boundary walls 

by 
az   for a given . 
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For a given Hartmann number, comparing Figure 2 of 
this paper with Figures 3.2, 3.3 and 3.4 of Reference [3], 
current density distribution magnetic fluid and magneto-
hydrodynamics (MHD) are the same. Comparing Figure 
2 of this paper with Figure 3.1 of Reference [3], the ve-
locity profile of the phenomenology is also same for 
magnetic fluid and MHD. Of course, magnetic fluid 
and MHD have different equations and formulations of 
the Hartmann number. For magnetic fluid, the constitu- 
tive equation is MHB   , the Hartmann number 

1
0B  aHa

 and conductivity coefficient   are 

introduced in our work. The flow and magnetic induction 
Figure 3. Velocity field with a cosine Fourier series K  of 

 for conductive coefficient y 0  
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(1)                                (2)                               (3) 

Figure 4. The development of the velocity profile (a) The vs y-axis; (b)  vs z-axis. (1) , xu xu 50aH 02.0 ; (2) 

,50aH 2.0 ; (3) , 50aH 0.1  

 
change with different  . Differently, in MHD, Shercliff 

and Hunt considered the induction equation 
t





B

 

21
( ) ( ) V

B


    V B B B  and used only the linear con-

stitutive equation H  with Hartmann number 

 /0LBHa  . They gave velocity profile and current 
paths for different Hartmann number. 

3. Two Class of Variational Functions on the 
Flow and Magnetic Induction 

For many years the variation techniques have been effec-
tively applied to problems in the theory of elasticity. 
However, they are rarely used in fluid dynamic problems. 
The great utility in elasticity problems are due to the fact 
that they can be conveniently applied to linear problems. 
This, of course, explains why they are not frequently 
used in fluid dynamics since most such problems are 
nonlinear [10,11]. 

For the conductive fluid problems of the type being 
considered here, we recall the governing Equations (15) 

and (16) which are linear for and  and the varia-

tion technique may be tried. Firstly, consider the follow-
ing integral [12] 

xu xb

dydzbuzyFbuI
s

xxxx  ),,;,,();,(     (39) 

where F  is some given function of , ,xu xb  . Clearly, 
the value of the integral depends on the choice of the 
functions ),,( zyux , ),,( zybx  and  . Now, let us 

pose the following   problem: to obtain functions , 

 and 
xu

xb   to minimize the value of I . As is well 
known from variational calculus, the necessary condi-
tions that ,  and xu xb   for minimized I  are the 
Euler equations: 
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3.1 Decomposition and Composition Functions 
on the Flow and Magnetic Induction 

Simply, let the parameters be fixed at  , then 
],[ aas  [ , ]b b  . According to  and  in the 

Equation (17), we only considered the function of , 

and 

1u 2u

xu

xb   in order to minimize the special function as 
follows 
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where where ),,( ),,( zyuu xx   and ),,( zybb xx 

y

 are con-

sidered as the function of , z  and 

210

1 , 

, ,  and a byb za    . 

Let 2/)~(2/1 xxa bcuuu  ,  2 / 2bu u ( xu   

2/)~
xbc , then x a bu u u  . The expressions of  and 

 are called the velocity decompositions of the mag-

netic induction 

au

bu

xb  and the flow field xu  with a vari-

able coefficient c~  of the flow and the magnetic induc-

tion, where c~ 1
0( )μ   . From Figure 5, it is easy to 

show that , , and / 2a xu u / 2b xu u F 2 / 2 xu  

as , where 0xb  F  is the velocity composition of the 

flow field and the magnetic induction. 
It is also easy to know that ),,( zyFF   has the 

same variation characteristic as the following function 
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~ 2 2
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The differential of F
~

 on   is given by 

~
F  ,
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2( )x
x x x x
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It is obvious that λF
~

 is a nonlinear function of  , 

and is very complex to study the variation characteristics 

of F
~

 by using the method of mathematical analysis. 
With Equation (45), the variation characteristics of the 

function F
~

 is determined by flow and magnetic induc-
tion as a function of  . 

3.2 A Total Energy Variational Function on the 
Flow and Magnetic Induction  

Based on the above analysis of Equation (17), let 

1 xu u  xbc~ , 2 xu u  xbc~  with ~c 1
0(μ )  , we 

call xbc~  the velocity of magnetic fluid flow, which is 

equivalence to the velocity of magnetic fluid flow 
evoked by magnetic force. A total energy function is 
defined by 

21 eee  = 2

2

1
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2

1
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where  is the kinetic energy,  is the magnetic en-

ergy.  
1e 2e

By the calculus of variations, we have 
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Figure 5. The sketch map of the composition function F of 
flow and magnetic induction 

As  and b  are nonlinear functions of xu x  , it is 

very complex to study the variational characteristics of 

e  by using the method of mathematical analysis. 

3.3 Numerical Calculations and Discussions 

As seen in Figures 2(a) and 2(c), in a region of (0,0), the 
contour of the function F  is more similar to that of the 
flow for 02.0 . Furthermore, the gradient of flow 
which is larger than that of magnetic induction, the dis-
tribution value of F  is largely affected depending on 
the flow. On the contrary, for 0.1 , the gradient of 
magnetic induction is larger than that of flow as F  is 
largely affected depending upon the gradient of the 
magnetic induction. 

It is observed that the difference of flow and magnetic 
induction are almost the same for 2.0  in a region of 
(0,0), where the distribution of the function F  is de-
termined by the gradients of both the magnetic induction 
and the flow in this region. Furthermore, near 1y  

and 1z  for any  , the difference of flow is acute 
singularly and the function F  is also changed singu-
larly. It is noted that F  has only one limit point for 

2.0 , and F has two limit points for 2.0 . 
As seen in Figure 6, the gradient of the total energy is 

decided by the kinetic energy in the region (0,0) for dif-
ferent values of  , and near  and 1y 1z  for 

02.0 . That is to say, the gradient of the magnetic 
energy is very large near 1z  for 02.0 , and its 
value is very small which does not affect the gradient of 
the total energy. Then, the gradient of the total energy 
will be affected by the magnetic energy near 1z  for 

2.0  and it will be affected by the magnetic energy 
near 1y  and 1z  for 0.1 . 

4. Concluding Remarks 

1) For magnetic fluid of this work and Magnetohydro-
dynamics (MHD) of Reference [3], the constitutive equa- 

ux ub
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Figure 6. Illustration of energy function (a) The kinetic energy ; (b) The magnetic energy ; and (c) The total energy . 

(1) , 
1e 2e e

50aH 02.0 ; (2) , 50aH 2.0 ; (3) , 50aH 0.1  

 
tions are different, the Hartmann numbers are also dif-
ferent. For magnetic fluid, conductivity coefficient   
is an important coefficient to analyze the flow and the 
current. For MHD, Hartmann number a  is the con-
trolling coefficient, Shercliff and Hunt studied velocity 
profile and current paths for different Hartmann num-
ber [3–5]. 

H

2) For conductivity coefficient 0 , the velocity 
contours for steady unidirectional flow is shown in a rec-
tangular channel with K  a cosine Fourier series function 
of . Our result is in agreement with published findings. y

3) A velocity decomposition and composition function 

F , and a total energy variational function , on the flow 
and magnetic induction are considered. The variational 
characteristics of 

e

F  are analyzed only using the charac-
teristics of the resultant flow field and the magnetic induc-
tion, and the number of its limit points changes as   
changes. It is shown in numerical simulations that the gra-
dient of total energy  is affected by the kinetic energy 
and the magnetic energy as 

e
  changes. 

4) Theoretically, the strongly-conductive and weakly- 
conductive magnetic fluid flows are studied on different 
conductivity coefficients which are independent of fluid 
iscosity in a horizontal rectangular channel. v     
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Table 1. Nomenclature  

a  channel length aH  
Hatmann number 

b  channel height K  dimensionless variable 0/ BuE xy  

c  channel width 0k  
constant 

B  magnetic induction M  magnetization (A/m) 

0B  
initial magnetic filed 0M  

initial magnetization 

xb  
magnetic induction of x -direction xM  

magnetization of x -direction 

c~  ~tcoefficien c 1
0( )μ    

xu  
velocity of x -direction 

E electric field with respect to Lab. xu  
average velocity 

e  total energy 1u  
first exact solution 

1e
 

kinetic energy 2u  
second exact solution 

2e  
magnetic energy m

 
the magnetic susceptibility 

F  velocity composition function 0
 

the magnetic susceptibility 

F force on a particle   conductivity 

H  magnetic field(A/m)   viscosity of fluid 

0H  
initial magnetic field   the correctional viscosity of fluid 

xH  
magnetic field of x -direction   conductive coefficient  1  
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ABSTRACT 

This paper presents a new analysis method for locating the focus and estimating the size of the focus of the backscatter 
light of a Lidar system. The formula for calculating the uncertainty of the location of the focus of backscatter light of a 
Lidar system is given, and the estimation of the size of the focus is also presented. This calculation coincides with the 
analysis result of ZEMAX software. By the analysis, the experiment to exactly locate the focus of the backscatter light of 
Lidar is carried out. 
 
Keywords: Backscatter Light, Focus, Telescope 

1. Introduction 

In traditional Lidar systems without optical fiber applica-
tion and not eye-safe, the low-optical efficiency is due to: 
1) The weak optical signal, especially, the Raman return 
signal; 2) The background noise. In eye-safe Lidar sys-
tem, the active area of infrared detector (infrared photo-
diode) is very small, compared with photomultiplier-tube 
(PMT), only several millimeters [1]. Therefore, to focus 
the backscatter light completely on the active area of the 
detector and remove the background noise becomes very 
important. The size of the field stop (aperture) of tele-
scope at the location of the focus defines the field of 
view (FOV) of the telescope, dominates the background 
noise. Smaller field stop greatly reduces the active area 
of the primary mirror of a telescope [2]; Therefore, the 
smaller field stop reduces the amount of the Lidar return 
signal reaching the detector and results in the ineffi-
ciency of the Lidar system. Field stop coupling with the 
size of focus of backscatter light can optimize the optical 
efficiency of a Lidar system. 

Optical fiber has been conveniently and widely used in 
Lidar measurements. For instance, optical fiber is used in 
conical-scanning time-correction Lidar system to easily 
measure wind speed in different directions [3]. Recently, 
the optical fiber is well used in multi-wavelength Ra-
man-Lidar system for aerosol measurements in the tro-
posphere. The existing fiber to telescope match is dis-

cussed in reference [4] in detail. In Lidar measurements, 
especially, optical fiber-based Raman Lidar measure-
ments, how to improve the Signal to Noise Ratio is a 
critical issue which has been investigated by many re-
searchers. A novel rotational Raman and Rayleigh Lidar 
system incorporate a fiber-based optical element to ana-
lyze the narrow Raman spectral feature [5]. For non-
coaxial Lidar system, how to match the telescope to optic 
fiber is analyzed in reference [6]. 

The combination of the Numerical Aperture (NA) (NA 
defines the maximal acceptance cone of the optical fiber 

as 2
max 1 2sinn n   2n , where  is the refractive 

index of the fiber core, and  is the refractive index of 
the fiber cladding) of optical fiber and the size of the 
focus of a telescope can dominate the field of view (FOV) 
of a telescope, therefore, the maximal couple efficiency 
of the optical fiber and the telescope can be obtained. 
Reversely, the Numerical Aperture (NA) of optical fiber 
can also be designed by the size of focus of telescope.  

1n

2n

Therefore, accurately locating the focus of the back-
scatter light of the Lidar system and estimating the size of 
the focus will contribute to the improvement of the optical 
efficiency in traditional Lidar system, and in optical fiber 
coupled telescope Raman or wind Lidar system, as well as 
in the infrared Lidar system with infrared photodiode. 

In general, the researchers estimate the size of the fo-
cus of the backscatter light of a Lidar system by the 
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limitation of the diffraction (airy disk) of the primary 
mirror of the telescope to collimate backscatter light of 
Lidar to the active area of the detector or the optical fiber. 
Actually, the size of the focus of the backscatter light is 
much larger than the airy disk. In this case, much energy 
of backscatter light will be lost. To locate the focus of a 
telescope, researchers have considered pointing the tele-
scope to the moon; however, it is not convenient [7]. 
Furthermore, the location of the focus is not accurate and 
the observed focus is blurry. 

This paper presents a new analysis method and relative 
experiment to accurately locate the focus of the back-
scatter light of a Lidar system and to estimate the size of 
the focus. 

2. Theoretic Analysis for Locating the Focus 
and Estimating the Size of the Focus of the 
Backscatter Light of a Lidar System 

Theoretically, the size of the focus of the backscatter 
light of a Lidar system is identical to the airy disk, rela-
tive to the wavelength of the backscatter light and di-
ameter of the primary mirror of a telescope (the size of 

airy disk is defined as 1.22
f

x
d


 , where  is the 

diameter of the primary mirror, 

d

  is the wavelength of 
backscatter light, f  is the focus of telescope). Actually, 

the blurry of image (or image error) of telescope optical 
systems always occurs. The divergence of incident light 
is not zero; therefore, the field of view of a telescope is 
not zero. The size of the focus of a telescope is much 
larger than the size of airy disk; therefore, we cannot 
regard the actual focus as an airy disk. This paper ana-
lyzes the location uncertainty of backscatter light’s focus 
and the uncertainty of the focus size, according to the 
image optical path of a telescope. 

For easy discussion, the optical path of Newtown tele-
scope is shown in Figure 1. The refraction index of the 
object space and the image space is n; the object space 
and image space of Newtown telescope overlap com-
pletely; the propagation direction of incident light in ob-
ject space reverses in image space. Figure 1 shows that 

the image distance variation is 'x  and the image 

height variation is  from the variation of incident 

angle . 

'dh

du 'x  and will be close to zero when  

is close to zero. Variation 

'dh du

x  ( 'x x  ) is introduced 
for easy discussion. From Figure 1, Equations (1) and (2) 
can be easily deducted as follows: 

' 'du x dh                     (1) 

 ' ' ( )du s x dh                 (2) 

 

Figure 1. Analysis of optical path of telescope ( : the object 

height, : image height, : incident angle, : the angle 
in image space corresponds to  in object space, du : 
variation of incident angle, du : corresponds to du  in 

object space, 

h

'u'h u
u

'

s : object distance, 's : image distance, 'x : 
variation of image distance, x : variation introduced for 
easy discussion) 

 
Equation (3) can be obtained from the combination of 

Equations (1) and (2): 
' ' 'dh du s dh                    (3) 

's  is the image distance. 
The refraction index in object space is identical to that 

in image space, Equation (4) exists. 
' 'hu h u                        (4) 

Combine differential calculation of Equations (4) and 

(3), Equation (5) or (6) is obtained at  ' 'h u s
' ' ' ' ' '

' ' ' '

dhu hdu du s u dhu h du

hdu dhu h du

   

  
    (5) 

' '
'

h
dhu hdu hdu dh h du '

s
          (6) 

Take ,dh sdu h us   into account, Equation (7) can 

be obtained: 

' '
'

(2 ) ( )
s

h h du h h du
s

             (7) 

where s  is the object distance,  

'h h                         (8) 

  is amplification ratio of the image.  

Equation (9) is obtained from the combination of (7) 
and (8). 

'

1
2

1
du du








                  (9) 

when the object distance is very large, the amplification 
ratio of the image very small and we can assume it is 
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zero. In this case, 

1
2

1








 occurs. It can be seen in 

Equation (9) that is identical to a certain value when 
 is very small. (Incident beam is parallel.) It means 

that the parallel beam will be focused by telescope.  

'du
du

Equation (10) can be obtained by (2):  
' '( )du s x sdu                  (10) 

(11) is obtained with consideration of (9):  

' 1
1

2
x s s






  


                (11) 

Combine Equations (1) and (11), we get Equation (12):  

' ' '

1
2

(
1

dh du x s s du




   


)

' )

    (12) 

From the geometrical relationships of Figure 1, we 
have: 

' ' '(xdu x u du                 (13) 

According to Equations (9–13), we have Equation (14): 

'

'
'

' '

1
2

1
( )

1 12

1
2

1

1

s s d

xdu
x

u du

u du

 





 




 



  

 




u

    (14) 

According to the above equations, we build the curve 

showing the relationship between 'x , the divergence, 
and the object distance, as well as the relationship be-

tween , the divergence, and the objective distance. 

Figure 2 shows the relationship between 

'dh
'x  and the 

divergence. The uncertainty of image distance 'x  is 
proportional to the divergence of the incident beam; as a 
result, 'x  becomes larger when the divergence of the 
incident beam becomes larger. And 'x  is also relative 
to object distance. 'x  becomes smaller at larger object 
distance. When object distance is 1000m (assume it is 
possible that the axis of the incident beam is parallel to 
the axis of telescope)，uncertainty of image distance 

'x  is 1 millimeter at divergence of 1 mrad; if object 
distance is larger than 1000m, 'x  is less than 1 milli-
meter. 'x  is close to zero at object distance at  . 
Figure 3 shows the relationship between the uncertainty 

of the size of image disk ( ) and divergence of the  'dh

 

Figure 2. The relationship between 'x  and divergence of 
incident beam 
 

 

Figure 3. The relationship between  and divergence 'dh
 

incident beam.  is relative to object distance and is 

proportional to divergence of incident beam.  be-
comes larger at larger divergence of incident beam and 
becomes smaller at larger object distance. 

'dh
'dh

3. Focus Size of Backscatter Light of a Lidar 
System 

According to Equation (14), we can assume that the axis 
of the incident beam is parallel to the axis of the tele-
scope in the case of 0u  ,  is the divergence of the 
incident beam. In the case of large object distance (  is 

close to infinite), we put 

du
s

's

s
   into (14) to obtain 

0x  . This indicates that the location of focus does 
not vary with the variation of divergence of incident 
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m

beam. In this case, we obtain  by Equation 

(12), the uncertainty of the size of focus is double of fo-
cal length times divergence of incident beam. The size of 
focus is 0.3 millimeter at divergence of 0.1 mrad 
(mili-radian) at . According to diffraction limi-

tation (airy disk), the diffraction angle is about 10-5 rad 
(radian) if the diameter of laser beam is 10 millimeter, 
and the radius of the airy disk is about 0.015 milimeter. 
The actual size of focus is much larger than that of the 
airy disk; it is about 10~200 times of the airy disk.  

' 2dh fdu

1.5f 

Figure 4 presents the uncertainty of the location and 
the size of the focus. Figure 5 corresponds to Figure 4, it 
is image disk at different image distance analyzed by 
ZEMAX software which is powerful, accurate and af-
fordable software for all aspects of optical system design. 
The middle image disk 3 TSA (min) (Transverse spheri-
cal aberration) corresponds to the focus of the laser beam 
[5]. Compared Figure 3 to Figures 4 and 5, Figure 3 is 
analysis result by the above optical path, it shows the size 
of image disk relative to object distance; the image disk 
is smaller if the object distance larger; the smallest image 
disk is the size of focus, corresponding to object distance 
at infinity. From Figures 4 and 5, we can see that the 
image disk 3 is smaller than image disk 1, 2, 4, and 5; the 
image disk 3 correspond to the smallest Transverse 
spherical aberration, the focus spot. Figure 3 coincides 
with Figures 4 and 5 analyzed by ZEMAX software. 
 

 

Figure 4. The optical path distribution near TSA 
 

 

Figure 5. The image disks near TSA analyzed by ZEMAX 
software 

4. Experiment 

According to above analysis, the focal spot is the small-
est image disk. In principle, the location of the focus of 
backscatter light of a Lidar system can be decided by 
focusing one laser beam with telescope, but it does not 
provide enough accuracy. We use three identical parallel 
laser beams that distributed in one circle symmetrically 
to accurately locate the focus of the Newton telescope. 
The design is shown in Figure 6. The He-Ne laser 
(Melles Griot company) beam is separated to three 
beams by two beam splitters (with about 50% transmis-
sion, about 50% reflection) and two reflect mirrors, the 
three beams are reflected respectively by three 45o reflect 
mirrors and transmit down vertically, the three 45o reflect 
mirrors distribute in one circle symmetrically. Figure 7 
shows the experimental setup: the He-Ne laser, the beam 
splitters, and the reflect mirrors are all fixed on an optical 
table with 50 cm length and 45 cm width, and the center 
of all mirrors and beam splitters are all at identical height 
to the optical table. The He-Ne laser beam was aligned to 
make all separated beams incident at the center of these 
optical components. The laser beams reflect at 45o inci-
dent angle and then transmit down vertically through the 
 

He-Ne Laserbeam splitter

reflect mirror

reflect mirror

450 reflect mirror

450 reflect mirror

450 reflect mirror

beam splitter

 

Figure 6. Schematic diagram for three parallel beams generation 
 

 

Figure 7. Experimental setup for three parallel beams gen-
eration 

Copyright © 2010 SciRes.                                                                               JEMAA 



 A New Analysis Method for Locating the Focus and for Estimating the Size  187 
of the Focus of the Backscatter Light of a LIDAR System 

pinhole of the optical table. After finely beam alignment, 
the optical table with these optical components is fixed 
directly above the telescope at the height of 10 meters 
from the center of the primary mirror. The three beams 
transmit downwards vertically to the primary mirror of 
the telescope and focus at the focal points of the tele-
scope. 

5. Alignment of the Three Parallel Beams 

In order to ensure the three beams are parallel to each 
other and transmit down vertically, we performed the 
alignment as follows. The optical table with the experi-
ment setup is fixed at the top of a tower at the height of 4 
meters. Figure 8 is the setup of the tower fixed on the 
big optical table in the laboratory. We first aligned the 
He-Ne laser beam and the angle of the 45o reflect mirror 
to make the three beams transmit downward vertically by 
the pinhole of the optical table. The three beam spots on 
the big optical table in the laboratory should distribute in 
one circle. Then we performed the fine alignment. At the 
bottom of the tower, we put reflect mirror at the beam 
spot on the big optical table in the laboratory, to reflect 
the laser beam and make the beam transmit reversely on 
the optical path. We can observe the beam spot in the 
incident path and the beam spot in the reflect path by 
using lens paper in the optical path. We then finely aligned 
the optical components, and tried to move the lens paper 
along the optical path, to make the incident beam spot 
overlap with the beam spot in the reflect path, as shown 
in the Figure 9. It means that the incident beam overlaps 
with the reflect beam completely; in other word, the laser 
beam transmit downward vertically; We aligned the other 
two laser beams in the same way. It ensures the three 
beams are parallel to each other and transmit downward 
vertically. 

After the alignment, the three laser beams are parallel 
to each other and transmit downward vertically. In this 

 

 

Figure 8. The tower for the three parallel beams alignment 

incident beam spot reflect beam spot

lens paper

45o reflect mirror

reflect mirror

4 meters

 

Figure 9. Schematic diagram for parallel beams alignment 
 
case, fix the optical table on the roof directly above the 
telescope 10m high to the center of the primary mirror. 
The cavity length of the He-Ne laser is: L = 30 cm, and 
the wavelength is 0.6328 m  . According to the di-

vergence calculation equation [8]: 2
L




 , the di-

vergence angle is calculated as . Thus, 
the diameter of the incident beam spot on the surface of 
primary mirror of the telescope is about 20 millimeters; 
the diameter of airy disk should be 0.0286 milimeter (if 
the focal length is 1.5 meter). Actually, according to the 
above analysis, the size of the focus is 3 millimeters, as 
shown in Figure 3, which is much larger than the size of 
the airy disk. The three laser beams transmit downward 
vertically, reflected by the primary mirror and secondary 
mirror of the telescope, and then focus at the focal spot 
of the telescope. The beam spot can be detected by using 
lens paper in the optical path, and distance between the 
three beam spots varies with the lens paper movement: 
the distance between the three beam spots becomes 
smaller while the lens paper moving toward the focus 
spot, eventually, the three beam spots exactly overlap at 
the focus spot. According to this experimental result 
(three beam spots overlap at the focus spot), we can lo-
cate the focus of backscatter light of a Lidar system. 

32.0 10 rad 

6. Conclusions 

According to this theoretic analysis, the uncertainty of 
focus location is close to zero when the backscatter light 
is from infinity; and the size of focus is relative to object 
distance and divergence of incident beam (corresponding 
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to the field of view of telescope). The relationship be-
tween the size of focus and divergence of backscatter 

light can be quantificationally described as  

which coincide with the analysis in reference [6]. Com-
pared with the analysis result by ZEMAX software, this 
calculation is also quite reasonable. Therefore, we can 
exactly locate the focus and obtain the size of the focus 
of backscatter light of a Lidar system by combination of 
this calculation and experiment. 

' 2dh fdu

7. Discussion (Future Plan for Experiment 
Modification) 

1) In the experiment of alignment of three parallel beams 
(shown in Figures 8 and 9), in order to make the reflect 
mirror on the big optical table in lab perfectly horizontal 
to the earth surface, we are going to use an oil cup in-
stead of the reflect mirror to ensure the three beams ex-
actly parallel and transmit down vertically. 

2) According to the calculation in above paragraph, the 
divergence angle of He-Ne laser is about 2 mrad; to im-
prove the beam quality of He-Ne laser, a beam expender 
should be housed in the optical path in front of He-Ne 
laser (shown in Figures 6 and 7) to reduce the diver-
gence angle of He-Ne laser beam to increase the experi-
mental accuracy. 
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ABSTRACT 

Based on the development demand of electric vehicles, this paper studies the communication network in electric vehi-
cles based on CAN bus after analyzing the LCD (liquid crystal display) in electric vehicles and the status quo of re-
search and development trend about communication network. This system uses TMS320LF2407 DSP as the controller 
of the control system about central signals. It has also developed the LCD system based on CAN bus and the experiment 
platform which is applied pure electric vehicles. 
 
Keywords: CAN Bus, DSP, Electric Vehicle, LCD System, SCI 

1. Introduction 

Field bus is one hot topic in the developing technology in 
the automatic field. It is praised as Regional Network of 
Computers in the automatic field. Its appearance pro-
vides powerful technical support for DCS (Distributed 
Control System) to realize real-time and reliable data 
communication between each node. CAN (Control Area 
Network) belong to the category of field bus. It was de-
veloped by Germany BOSCH Company in early 1980s to 
solve data interchange between numerous control and 
test instruments in vehicles. Because of its outstanding 
reliability, real-time and flexibility, CAN bus is approved 
and applied in the industry. And it became the interna-
tional standard and industry standard formally in 1993 
[1]. It also is praised as one of the most promising field 
buses. The application of bus technology with CAN as 
the representative in vehicles not only reduces the har-
ness of the car but also increases the reliability of the car.  

Motor meter is the alternation interface between the 
user and the vehicle. It can provide necessary informa-
tion such as operating parameters, warning and mileage 
for drivers. Therefore, motor meter is the requisite part. 
However, traditional meter can only provide a small 
number of necessary data information for drivers. This is 
far from the requirement of new technology and high 
speed in modern vehicles. Motor meter should not only 
display information simply but also control all kinds of 
operation conditions of the vehicle through the monitor-
ing of parameters in every part in the vehicle. With the 
development of modern electron technology, meter with 

multifunction, high accuracy, high sensitivity, direct and 
reliable reading and picture display has been applied in 
the vehicle gradually. Therefore, electronic instrument 
will replace conventional electromechanical instrument 
gradually.  

This paper applies CAN bus technology in the control 
system of electric car and combines it with LCD system. 
It has realized to improve the performance of the control 
system in the electric vehicle. 

2. The Application of Can Bus in Electric 
Vehicles 

CAN bus which belongs to the category of field bus is a 
kind of serial communication network which supports 
distributed control or real-time control effectively.  

Currently, many existing auto network standards have 
different emphasis about their functions. SAE traffic 
network committee classified the data transmission net-
work into three kinds including A type, B type and C 
type for convenient study, design and application, design 
and application [2]. A type turns towards Low Speed 
Network controlled by sensors or actuators. The bit rate 
of data transmission usually is only 1~10kb/s. They are 
mainly used to control the electric windows, seat adjust 
and lamplight illumination. B type turns toward the 
moderate speed network of data sharing between inde-
pendent modules. The bit rate usually is 10~100kb/s. 
They are mainly used in systems such as information 
centre of electronic vehicle, fault diagnosis, instrument 
display and air bag to reduce redundant sensors and other 
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electronic units. C type turns toward the multipath trans-
mission with high speed and real-time closed-loop con-
trol. The highest bit rate is 1Mb/s. They are mainly used in 
systems such as suspension control, traction control, ad-
vanced motor control and ABS to simplify the distributed 
control and the harness further. As so far, only CAN proto-
col satisfy the demand of C type in the auto control LAN. 

3. Design of the Vehicle Communication 
System Based on Can Bus 

3.1 Schematic Diagram of the System 

This system is mainly made up of control modules, mo-
tor drive module, BMS module, service module and me-
ter display module. TMS320LF2407 is the processor [3]. 
Because there is a controller of CAN, only one trans-
ceiver of CAN is needed. The information channel be-
tween each module will be realized through CAN bus. 
Except for the sending and receiving of instructions, the 
basic status information of vehicles is the requisite data 
obtained by most control modules. Control modules send 
data to the bus using broadcast mode. If all control units 
send data to the bus at the same time, it will cause data 
collision in the bus. Therefore, CAN bus protocol pro-
posed the bus arbitration which used identifier to identify 
the priority of data. Table 1 presents data types that will 
be received or sent by ECU in electric vehicles and the 
sharing of other units about these information. 

3.2 CAN Bus Design 

3.2.1 CAN Bus 
The gross structure of CAN bus shows as Figure 2. There 
are two resistances with the value of 120 Ω in each side 
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Figure 1. Schematic diagram 

Table 1. Data types sent or received by ECU 

Signal type 

Cen-
tral 

signal 
control

Motor 
drive 

control 

Battery 
man-
age-
ment 

module 

Service 
facilities 

inside 
cars 

LCD 
unit 

Motor speed R&T T   R 

Motor  
temperature

R&T T   R 

Regenerative 
braking 

 In    

Motor error R&T T   R 

Forward 
/reverse 

T R    

Speed R&T T   R 

Remaining 
battery 
power 

R&T  T  R 

Battery 
charging 

status 
R&T  T  R 

Temperature 
inside cars 

R&T   T R 

LCD  
switching 

T    R 

 

 

Figure 2. Structural diagram of CAN bus system 
 
of the bus. They are resistances matching the bus. They 
can increase the stability and the capacity of resisting 
disturbance of bus transmission and reduce the error rate 
in the process of data transmission [4]. The node struc-
ture of CAN bus can be classified into two kinds: the first 
is to connect the CAN adapter with PC machine to real-
ize the communication between the host computers and 
CAN bus; the other is made up of microcontroller, CAN 
controller and CAN actuator. It transmits data with CAN 
bus as one kind of node. In this system, CAN controller 
is SJA1000 produced by Philips as the send and receive 
buffer to realize the data transmission between the main 
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controller and the bus [5]; CAN transceiver is 
PCA82C250 chip which is the interface of CAN control-
ler and physical bus. It can provide differential send abil-
ity for the bus and differential receive ability for the 
CAN controller. 

3.2.2 CAN Bus Transceiver PCA82C250 
PCA82C250 is the interface of CAN protocol controller 
and physical bus. It can provide differential send ability 
and receive ability of the bus. Different operation modes 
can be chose through pin 8 (RS): high speed, slope con-
trol and stand by. In the operation mode of high speed, 
the output transistor of the transmitter conducts or cuts 
off as soon as possible. In this mode, no measure is 
needed to limit the rising and descending slope. UTP 
(unshielded twisted pair) or parallels can be used as the 
bus in the situation of lower speed or shorter bus. The 
rising and descending slope should be limited to reduce 
RF interference. And they can be controlled by the earth 
resistance in pin 8. The operation mode of slope is used 
in this system. In the network made up of PCA82C250, 
when the input in the TXD side of PCA82C250 is high 
level, its output sides CANH and CANL are all in 
high-impedance state in which PCA82C250 has no in-
fluence on the whole network. Then, this node is in con-
cession state; when the input of TXD is low level, CANH 
and CANL output high level and low level respectively. 
Then this node decides the nature of the transmission 
data in the whole network. The output level of RXD in 
PCA82C250 is consistent with the level of RXD which 
plays the dominating role in the network. 

The circuit of CAN interface is shown as Figure 3. 
In this figure, B0505LD is the Power Isolated Module 

which can isolate the power in the bus from the power 
supply of DSP and play the role of protection. In the auto 
environment, voltage often changes instantly. If there is 
protection measure, it is very possible that electronic 
devices can be destroyed by the instant change of the 
voltage. In order to suppress the instant change of volt-
age, capacitance can be added between CAN bus and the 
ground wire to filter out noise and make signals more 
stationary.  

4. Design of Color LCD 

4.1 Main Display Function and Plan 

Comprehensive display interface: set the state of speed, 
mileage, alarm message, battery state, whole power of 
batteries, whole voltage of batteries and SOC [6]. 

Combined transformation interface: in order to display 
the information of electric motor and battery, both inter-
face of motor state and interface battery will be set. They 
will display information of the two modules respectively 
in detail and give alarms.  

Information display methods include analog display 
(change and trend), digital display (direct and correct), 

graphic symbol display (vivid) and text display (implica-
tion) [7].  
Expected display interface of comprehensive informa-

tion is shown as Figure 4: vehicle speed, motor speed, 
remaining power of batteries and fault information will 
be displayed in this interface. At the bottom of the screen, 
the interface will be switched to information interface of 
battery, electric motor and service facilities respectively. 

4.2 Program Design of Serial Communication of 
LCD Module 

LCD adopts standard RS232 communication interface 
and works in serial interface mode. The receiver and 
transmitter of SCI is double buffering. Each has its sepa-
rate enabling and interruption flag bit. Both can work 
alone in the full-duplex mode at the same time. SCI uses 
even parity check, overtime detection and error frame 
detection to ensure correct transmission of data. Two 
external pins of SCI including SCITXD and SCIRXD 
can be used as common I/O when they are not used in the 
communication. The subprogram of serial communica-
tion is shown as Figure 5. 

After disabling all interruptions and clearing interrupt 
 

 

Figure 3. Interface circuit of TMS320LF2407 
 

 

Figure 4. Display interface of comprehensive information 
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Figure 5. Flow chart of serial communication subprogram 
 
identifications, the procedure will start the initializer of 
SCI which includes the setting of communication con-
troller SCICCR of serial communication interface. For 
example, one stop bit, disable parity check, idle line and 
multiprocessor mode and 8 bits character. After the ini-
tializer, SCI interruption INT5 will be enabled. When the 
interruption is coming, judge the value of the register 
PIVR of the interrupt vector. If PIVR is 6, then receiving 
interruption happened and receiving service program will 
be executed; if PIVR is 7, transmitting interruption hap-
pened and transmitting service program will be executed. 

5. Experiment Results 

The physical connection diagram on the test bench is 
shown as Figure 6 in which the upper is the LCD; the 
left is the BMS module; the right is the control system 
about central signals with DSP as the core chip; the UTP 
between the two modules is the CAN bus. 

The node of the host computer is made up of CAN in-
terface card, PC machine and monitoring software. 
Among them CAN interface card is one kind of unintel-
ligent adapter of CAN developed by Beijing Run Quan 
scientific and technological company. It is a kind of unin-
telligent adapter connecting CAN communication protocol 
with PC machine. Besides, it can satisfy the requirement 
of high real-time of the network. Meters with CAN com- 
munication interface and controlling equipments in indus-
trial field can be monitored through CAN card.  

The data received by CAN bus can be displayed on the 
color LCD in real time. The color LCD can dynamically dis-
play information such as the speed, mileage, whole power of 
batteries, temperature of the battery, remaining power and 
battery state in real time. The result is shown in Figure 7. 

To get the information of EV in detail, the system in-
terface will be available by pressing button , the dis-
play interface is shown as Figure 8. 
 

 

Figure 6. Test system connection 
 

 

Figure 7. Information in the dashboard 
 

 

Figure 8. Liquid crystal display of communication system 
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In this experiment, some analog signals are given to 
the controller (DSP) in the control system about central 
signals. Through SCI communication, they are all shown 
in the LCD successfully as shown in Figure 8.  

The Dashboard interface will be available again by 

pressing button .  
The battery interface will be available by pressing but-

ton “Battery”, the display interface is shown as Figure 9 
and Figure 10. 

As shown in Figure 9 and Figure 10, there are 20 
batteries in EV. The monomer battery voltage can be got 
through A/D sampling. Because the battery current will 
not change frequently, the current information will be 
only shown in the dashboard interface. This is realized 
successfully shown as Figure 10. However, the dump 
power is unable to obtain currently. In the future, it can 
be obtained through some algorithms.  

Similarly, the motor interface and service interface 
will be available by pressing button “Motor” and “Ser-
vice” respectively. The display interface is shown as 
Figure 11 and Figure 12 respectively. 

Similarly, the dashboard interface will be available 

again by pressing .  
 

 

Figure 9. Battery information 1 
 

 

Figure 10. Battery information 2 

 

Figure 11. Motor information 
 

 

Figure 12. Service information 
 

Currently, how to dispose some information about 
light and switch, charger status and door switch is still in 
the study. 

6. Conclusions 

This paper introduced the features of CAN bus and its 
application in electric vehicles and designed the nodes of 
control system in the whole electric vehicle based on 
CAN bus. Finally it displayed the state information of the 
vehicle using liquid crystal display.  

This paper also did corresponding experiment design on 
the electronic control system in the whole vehicle. Besides, 
it record and analyzed the results of the experiment. The 
results proved that this system was stable. The output 
waveform is stable of each node in CAN bus and the 
communication with electric motor and battery is normal. 
The information can be displayed on the liquid crystal 
screen. These satisfy the demands of the experiment. 
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