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Abstract 
 
A dual-band characteristic of stacked rectangular microstrip antenna is experimentally studied. It is a probe 
fed antenna for impedance matching with 50Ω coaxial cable. This antenna works well in the frequency range 
(2.86 to 4.63 GHz). It is basically a low cost, light weight medium gain antenna, which is used for mobile 
communication. The variations of the length and width (1mm) of the stacked rectangular patch antenna have 
been done. And it is found dual resonance with increasing lower resonance frequency and almost constant 
upper resonance frequency with increases of the length & width of rectangular microstrip antenna. The input 
impedance and VSWR, return loss have been measured with the help of Network analyzer. 
 
Keywords: Microstrip Antenna, Stacked Patch Antenna, Dual-Band Antenna, Network Analyzer, Bandwidth 
 
1. Introduction 
 
The demand for application of microstrip antenna in 
various communication systems has been increasing 
rapidly due to its lightweight, low cost, small size, ease 
of integration with other microwave components [1–4]. 
Microstrip antenna gained in popularity and become a 
major research topic in both theoretically and experi-
mentally. However one of main disadvantages of micro-
strip antenna is their narrow band width. It is well known 
that the multilayer structure is useful method to improve 
these problems. The researcher have investigated their 
basic characteristics and extensive efforts have also been 
developed to design of electromagnetically coupled two 
layer elliptical microstrip stacked antenna [5], stacked 
square patch antenna for Bluetooth application [6] and 
analysis of stacked microstrip rectangular microstrip 
antenna [7]. Several methods have been presented in the 
last years to improve it, s such as: thicker substrate [8] 
reactive matching network [9], and stacked patches 
[10–12]. Microstrip patch antenna elements with a single 
feed are used in many popular for various radar and 
communication system such as synthetics aperture radar 
(SAR), dual-band, multi-band, mobile communication 
system and Global Positing Systems (GPS) [13]. It may 
be mentioned that the bandwidth can also be improved 
by stacking a parasitic patch on the fed patch [14]. 
Therefore in this present paper, we observed on an elec-
tromagnetically stacked rectangular microstrip antenna 

with number of parasitic elements. By using two stacked 
patches with the wall at edges between the two patches, 
one can obtained enhance impedance bandwidth. Ex-
perimental work is carried out to study the effect of 
stacking on various parameters of antenna. 

2. Antenna Design Calculation 

The transmission line model is used to design rectangular 
microstrip antenna which is stacked one by one. Rectan-
gular microstrip antenna (RMA) is designed by using 
following procedures.  

2.1. Patch Width and Patch Length 

The first to design the patch is choosing a suitable di-
electric substrate of suitable thickness. For rectangular 
microstrip antenna, the width W and the length L de-
pends on the resonant frequency 

rf  and the parameters 

of the substrate employed [1]. 
To design the rectangular patch width of the antenna is 

given by  
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where C= velocity of light 
W = width of the microstrip patch 

r = Dielectric constant of the substrate Length of the 

resonant element is given by  
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where, h is the thickness of the substrate. 
The driven patches were designed to operate at a reso-

nant frequency of 3.0 GHz, their length and width were 
calculated to be L= 23.01mm and width W= 30.01mm 
respectively. The remaining five patches were designed 
with the differences of 1mm in the length and width with 
increasing mode. They are stacked in the manner shown 
in (Figure 1). 

2.2. Feeding Design  

The feeding point was designed for lower patch to match 
the (50 Ω) coaxial cable feed and the patch. The feeding 
point was fabricated along the length of the patch. The 
input conductance of the patch fed on the edge slot will 
be twice the conductance of one of the edge slots as 
suggested by Harrington and given by [15]. 
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k  0  Wavelength of free 

space  
So the input impedance of the patch is given by  
R1= 1/2G (Ω), where G is radiation conductance. 

So the upper patch is parasitic and the lower patch is fed 
with a co axial probe at the position (X0, Y0) where X0= 

6.40 mm and Y0= 15.725 mm. All the designed patches 
have been stacked one over the driven patch. 
 
3. Experimental Measurements 

The rectangular microstrip antenna was measured using 
network analyzer [Agilent E8363B A.04.06]. For ob-
taining the desired dual-frequency behavior the lower 
patch conductor of the coaxial feed is allowed to pass 
through a clearance hole in the lower patch and is then 
eclectically connected to the upper patch as shown in 
(Figure 1). The rectangular microstrip consists of one  
driven patch and five parasitic patches designed for 3.0 
GHz. The variation of length and width with design fre-
quencies of antennas are shown in the Table 1. The 

 Upper Patch 

W1 

Lower Patch 

L1 

h 

h 
Lower Patch 

Upper patch 

Ground plane  

Coaxial feed 

Substrate 

 

Figure 1. The dual-band electromagnetically coupled stack- 
ed antenna. (a) Upper patch and Lower patch; (b) Cross 
section. 

 
Table 1. variation of length and width with design frequencies of patches. 

 
 
 
 
 
 
 
 
 
 
 
 

Patches in mm 
 

Dimension of patch Length and width (mm) Design frequency in GHz 

Antenna 
(Driven patch) 

23.01 x 30.15 3.0 

Patch 1 24.01 x 31.15 3.0 

Patch 2 25.01 x 32.15 3.0 

Patch 3 26.01 x 33.15 3.0 

Patch 4 27.01 x 34.15 3.0 

Patch 5 28.01 x 35.15 3.0 
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Table 2. Variation of upper and lower resonance frequencies and their ratio (f2/f1) with return loss in dB. 

Patches 
in mm 

Lower 
resonance frequency 

f1  (GHz) 

Upper 
resonance frequency 

f2  (GHz) 

Ratio of resonance 
frequencies 
f2 / f1 (GHz) 

Return loss(dB) 
for f1  (GHz) 

Return loss(dB) 
for f2 (GHz) 

 
Patch 1 2.868 4.585 2.868 -9.99 -12.24 
Patch 2 2.904 4.625 2.904 -11.85 -14.24 
Patch 3 2.903 4.593 2.903 -10.89 -12.65 
Patch 4 2.917 4.624 2.917 -13.26 -14.46 
Patch 5 2.917 4.636 2.917 -13.80 -14.45 

variation of upper and lower resonance frequencies and 
their ratio (f2/f1) with increasing patch length and width 
are shown in the Table 2. In order to study the perform-
ance of the development rectangular microstrip antenna 
return loss, resonance frequencies and VSWR were 
measured experientially with different number of para-
sitic antenna shown in the Table 2. The broad band width 
is achieved about 45% with the stacking of the antenna.  

4. Design Parameters  

The various design parameters of the antenna are as fol-
lows: 

Substrate material used Glass Epoxy 
Thickness of the dielectric substrate h = 1.59 mm  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 2. (a) Variations of input impedance with frequency 
for patch dimension 24.01x 31.15; (b) Variations of input 
impedance with frequency for patch dimension 25.01x 32.15; 
(c) Variations of input impedance with frequency for patch 
dimension 26.01x 33.15; (d) Variations of input impedance 
with frequency for patch dimension 27.01x 34.15; (e) Varia-
tions of input impedance with frequency for patch dimen-
sion 28.01x 35.15. 
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(a) 

 
(b) 

 
(c) 

 

(d) 

 
(e) 

Figure 3. (a) Variations of VSWR with frequency for patch 
dimension 24.01x 31.15; (b) Variations of VSWR with fre-
quency for patch dimension 25.01x 32.15; (c) Variations of 
VSWR with frequency for patch dimension 26.01x 33.15; (d) 
Variations of VSWR with frequency for patch dimension 
27.01x 34.15; (e) Variations of VSWR with frequency for 
patch dimension 28.01x 35.15. 

 

Relative permittivity of the substrate r = 4. 
Design frequency f = 3.0 GHz 
Thickness of the patch t = 0.0018cm 
And designed values were calculated using the stan-

dard equations, which are given below. 
The width of the rectangular patch (Driven Patch) W1 = 
30.15 mm. 

The length of the rectangular patch (Driven Patch) L1 
= 23.01 mm. 

The variation of length of the patch (Parasitic Patch) L 
= 24.01 mm to 28.01 mm. 

The variation of width length of the patch (Parasitic 
Patch) W = 31.15 mm to 35.15 mm. 

5. Discussion of Results 

1) The variation of input impedance with frequency for 
rectangular dimensions (Patch 1 to Patch 5) is shown in 
Figures 2(a) to 2(e). It is observed that stacked patch an-
tenna shows dual resonance in which lower resonance 
frequency increases with increasing patch dimensions 
frequencies increase with increasing the patch dimensions.  

2) The variation of VSWR with frequency for rectan-
gular dimensions (Patch 1 to Patch 5) is shown in Fig-
ures 3(a) to 3(e) It is observed that the value of VSWR 
corresponding to lower resonance frequency is decreases 
from 1.96 to 1.54 with increasing patch dimensions 
where as at the upper resonance frequency the value of 
VSWR is also decrease from 1.66 to 1.47.  

3) The variation of resonance frequencies with different 
dimensions of the antenna (Patch 1 to Patch 5) are shown 
in the Figure 4, It is observed that both resonance fre-
quencies increase with increasing the patch dimensions. 

4) The variation of resonance frequency ratio f2/f1 with 
dimensions of the antenna (Patch 1 to Patch 5) is shown 
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R. K. VISHWAKARMA  ET  AL.                                         89 
 

Copyright © 2010 SciRes.                                                                       ENGINEERING 

in the Figure 5. It is observed that both ratios of reso-
nance frequencies are all most constant with increasing 
the patch dimensions. 

5) The variation of different dimensions of the antenna 
(Patch 1 to Patch 5) with real part of input impedance is 
shown in Figure 6. It is observed that the real part of in-
put impedance is decrease from 91.27 to 71.20 at lower 
resonance frequency and increases as 31.87 to 34.78 with 
increasing the patch dimensions. 

6. Conclusions 

This paper has investigated the effect of introducing di-

mensions variation of parasitic patches on the perform-
ance of an electromagnetically coupled stacked rectangu-
lar microstrip antenna. The dual-band operation is achi- 
eved. It is observed from the experimental result that the 
resonance frequencies ratio all most constant (2.86 to 2.91 
GHz) with increasing the patch dimensions. The broad 
band width is also achieved 45% of the rectangular mi-
crostrip antenna by stacking the patches. Therefore the 
proposed antenna can be used for mobile communication. 
where as upper resonance frequency is almost constant 
with increasing the patch dimensions.
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Figure 4. Variation of resonance frequencies with different patch dimensions. 
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Figure 5. Variation of ratio resonance frequencies with different patch dimensions. 



90 R. K. VISHWAKARMA  ET  AL.                                        
 

30

40

50

60

70

80

90

2 3 4 5
 Dimension of patches (mm) 

R
ea

l p
ar

t o
f 

in
pu

t i
m

pe
da

nc
e 

(o
hm

)

6

R_part (f1) 

R_part (f2) 

 

Figure 6. Variations of patch dimensions with real part of input impedance. 
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Abstract 
 
In this paper a design of single layer rectangular notch microstrip antenna for dual-band is proposed and ex-
perimentally investigated. This antenna is excited by microstrip line. Direct microstrip coupling with proper 
matching transformer has been used. Design is made for optimized notch dimension for two resonant fre-
quencies. These resonance frequencies change with the variation in length and width of the notch. The input 
impedance and VSWR have been measured with the help of Network analyzer. It is found that the input im-
pedance and VSWR depends variation in length and width of the notch microstrip antenna. 
 
Keywords: Microstrip Antenna, Notch Antenna, Dual-Band Antenna, Matching Transformer 

 
1. Introduction 

Microstrip antennas are receiving much attention at pre-
sent because they offer many practical advantages such 
as small size, lightweight, low cost and a low profile ease 
of fabrication and integration with RF devices [1]. In the 
recent years, radar, satellite communication wireless net-
works such as global positioning system (GPS), synthetic 
aperture radar (SAR), often require dual frequency patch 
antenna to avoid the use of two different antennas. An 
ideal dual-frequency antenna should have similar per-
formance in both operating modes. One of the principal 
disadvantages of such antenna is narrow bandwidth. Re-
cently several papers [2–4] have been published treating 
notch microstrip antenna to achieve dual band character-
istics. The major limitation of microstrip antenna lies in 
its limited bandwidth. Several methods have been re-
ported in the literature [5–7] to improve the bandwidth of 
the microstrip antenna such as thicker substrate use of 
parasitic elements, proximity coupling of the feed line, 
and stacked microstrip antennas. Recently Palit [8] et al 
has reported a microstrip antenna by properly cutting a 
notch inside the radiating element. This properly fields 
enough BW for dual band frequency and broadband op-
eration. In this case dual resonance is obtained by a dipole 
loaded notch antenna [9], notch loaded patch antenna [10], 
and notch triangular microstrip antenna [11] at the radiat-
ing edge of patch. The idea is extended by designing 
variation of length and width of the notch antenna. In the 
present work, and the effect of notch length and width on 

the resonance frequencies have been carried out.  
 
2. Feeding Network 
 
The microstrip line method is easy to fabricate simple to 
model and match by controlling the inset cut position in 
the patch in the (Figure 1). Matching transformers trans-
form the input resistance of patch to 50 ohm coaxial ca-
ble. The ratio W/h of the microstrip line used for feeding 
network can patch to found as to follows. The effective 
dielectric constant change with the ratio of strip width W 
to thickness h as [12] 
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where Z is the strip impedance. The formula for Z0 = for 
W/h 1 can be given as  
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We can find the impedance when W/h is known but most 
design problem required the otherwise i.e. give Z 
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Figure 1. The notch rectangular microstrip antenna. 

fin W/h, So Equations (1) and (3) or (4) in an interactive 
process are used to find W/h when W/h =1, We first find 
Z0 of W/h =1 and then eff and impedance are calculated 

as. 
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eff and a new value of 

. A good starting value for the iteration is found from 0Z
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Iteration method has been done from Equations 1 to 9 
and converges in a few cycles. 

3. Measurement Techniques 

The network analyzer is used to perform the measure-
ment. Glass epoxy substrate with thickness of h=1.59 
mm and approximate dielectric constant 5.4r  was 

used. Several patches were fabricated with the variation 
of notch length and width. The variation of lower and 
upper resonance frequencies with notch length and width 
are shown in the Figures 6(a) and 6(b). The variation of 
upper and lower resonance frequencies ratio (f2/f1) with 
notch length and width are shown in the Figures 7(a) and 
7(b). The resulting data are shown in Tables 1 to 2. 

4. Design Procedure and Design Parameters 

The actual dimension of the antenna designed is magni-
fied two times in order to achieve the desired accuracy in 
the final design. The antenna shape of enlarged dimen-
sion is taken times in rubylith film. This enlarge shape is  
photo reduced using a high precision camera to produce 
a high-resolution negative, which is later used for ex-
posing the photo resist. The laminate is cleaned to insure 
proper adhesion of the photo resist and necessary resolu-
tion in the photo development process. The photo resist 
is now applied to both sides of the laminate using a 
laminator. After wards, the laminate is allowed to stand 
to normalize to room temperature prior to exposure and 
development. The photographic negative is now held in a 
very close contact with the cover sheet of the applied 

Table 1. Variation of resonance frequencies with notch 
length for a given width =10mm. 

Length 
(mm) 

Frequency 
(f1) GHz 

Frequency 
(f2) GHz 

Frequencies 
ratio 

(f2/f1) GHz 
2 2.998 4.525 1.527 

3 2.993 4.606 1.613 
4 3.01 4.523 1.513 
5 3.01 4.619 1.609 

Table 2. Variation of resonance frequencies with notch 
width for a given length =2mm. 

Width
(mm) 

Frequency 
(f1) GHz 

Frequency 
(f2) GHz 

Frequencies 
ratio 

(f2/f1) GHz 
6 2.955 4.497 1.542 
7 2.930 4.522 1.592 
8 2.953 4.534 1.581 
9 2.962 4.535 1.572 
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photo resist, to assure the fine line resolution required 
with exposure to proper wave length light, polymeriza-
tion of the exposed photo resist occurred, making it in-
soluble in developer solution. The backside of the an-
tenna is completely exposed without a mask, since the 
copper foil is retained to act as a ground plane. The pro-
tective cover sheet of the photo resist is removed and the 
antenna is now developed in developer, which remove 
the soluble photo resist material. 

Then the antenna is etched. Visual inspection is used 
to assure proper etching. Then excess photo resist is re-
moved using a stripping solution. For stack antenna, the 
passive antenna are made with single side PCB same as 
done for active antenna. 

The various design parameters of the antenna are as 
follows:  

Substrate material used Glass Epoxy 
Thickness of the dielectric substrate h = 1.59 mm 
Relative permittivity of the substrate r = 4.5 
Design frequency f = 3.0 GHz 
Thickness of the patch t = 0.0018cm and designed val-

ues were calculated using the standard equations, which are  
The width of the rectangular patch W = 30.15 mm 
The length of the rectangular patch L = 23.04 mm 
The length of the notch L1=1.0 mm to 5 mm at fixed  
width = 10mm 

The width of the notch W1= 6 mm to 10 mm at fix-
edlength = 2 mm 

5. Discussion of Results 

1) The variation of input impedance with frequency for 
different notch length for a given width is shown in Fig-
ures 2(a) to 2(d). It is observed that notch microstrip an-
tenna shows dual resonance in which lower and upper 
resonance frequencies increases with increasing notch 
length from 2mm to 5mm. 

2) The variation of input impedance with frequency 
for different notch width for a given length is shown in 
Figures 3(a) to 3(d). It is observed that notch microstrip  

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2. (a) Variations of input impedance with frequency 
for notch length=2mm at width =10mm; (b) Variations of 
input impedance with frequency for notch length=3mm at 
width =10mm; (c) Variations of input impedance with fre-
quency for notch length = 4mm at width =10mm; (d) Varia-
tions of input impedance with frequency for notch 
length=5mm at width =10mm. 
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antenna shows dual resonance in which lower resonance 
frequency increases with increasing notch width from 
6mm to 9mm,where as upper resonance is all most con-
stant with varying notch width. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3. (a) Variations of input impedance with frequency 
for notch width = 6mm at length =2mm; (b) Variations of 
input impedance with frequency for notch width = 7mm at 
length =2mm; (c) Variations of input impedance with fre-
quency for notch width = 8mm at length =2mm; (d) Varia-
tions of input impedance with frequency for notch width = 
9mm at length =2mm. 

3) The variation of VSWR with frequency for differ-
ent notch length for a given width are shown in Figures 
4(a) to 4(d) It is observed that the value of VSWR cor-
responding to lower resonance frequency is decreased 
from 1.27 to 1.11 with increasing notch length where as  

 

(a) 

(b) 

Figure 4. (a) Variations of VSWR with frequency for notch 
length = 2 mm and 3 mm notch at width =10 mm; (b) 
Variations of VSWR with frequency for notch length = 4 
mm and 5 mm at notch width =10 mm. 
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corresponding to the upper resonance frequency the 
value of VSWR is increased from 1.10 to 1.69. 

4) The variation of VSWR with frequency for differ-
ent notch width for given length are shown in Figures 5(a) 
to 5(d). It is observed that the value of VSWR corre-
sponding to lower resonance frequency is decreased from 
1.12 to 1.08. 

5) The variation of resonance frequencies with notch 
dimensions is shown in the Figures 6(a) to 6(b). It is ob-
served that both resonance frequencies are increased with 
notch dimensions. 

6) The variation of resonance frequency ratio f2/f1 with 
notch dimensions is shown in the Figures 7(a) to 7(b). It 
is observed that both resonance frequencies are increases 
with notch dimensions. 

 
(a) 

 
(b) 

Figure 5. (a) Variations of VSWR with frequency for notch 
width = 6 mm and 7 mm at notch length =2 mm; (b) Varia-
tions of VSWR with frequency for notch width = 8 mm and 
9 mm at notch length =2 mm. 
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(b) 
Figure 6. (a) Variations of resonance frequencies with notch 
lengths for a given width; (b) Variations of resonance fre-
quencies with notch width for a given length. 
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Figure 7. (a) Variation of frequency ratios (f2/f1) with notch 
length for a given width; (b) Variation of frequency ratios 
(f2/f1) with notch width for a given length. 
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Abstract 
 
The hardness of cooked rice is one of the most important criteria which determine the rice quality. The 
commonly used near-infrared reflectance (NIR) method is still in argument due to its indirectness and possi-
ble error. In this paper, a mechanical method was proposed and its principle, automation, components and 
operative reliability were evaluated and compared with the NIR method. The results showed that the me-
chanical testing method can accurately detect the rice quality and were consistent with the NIR testing data. 
This new mechanical method can be effectively used in rice quality testing and branding with the advantage 
of simplicity, accuracy and reliability. 
 
Keywords: Rice Hardness, Measurement System, Stress-Strain 

1. Introduction 

Rice is one of the most important food crops in China, 
and China also is the biggest country of production and 
consumption of rice. The people’s requirement of high 
quality rice is increased with time [1]. The requirement 
of high quality rice will be substantially increasing in 
market demand. Therefore, the study and identification 
of rice eating quality will be more emphasized. 

The rice hardness is one of the important factors af-
fecting rice eating quality. The existing detection methods 
of rice hardness are sensory evaluation [2] and physi-
cal-chemical analysis [3]. The former has established a 
series of the evaluation standards, and these have some 
guiding effects to the rice quality testing. But it also has 
some uncertain factors and thus is lack of public reliabil-
ity and persuasion. Researchers are searching a conform-
able and scientific method to test the quality of rice and 
other organic solids. Procter (1955) have putted forward 
the standard of chew food, and use the human tactility to 
research the physical characteristics of food [4]. Procter 
and Szczeniak (1963) have confirmed the Texture Profile 
Analysis to describe the quality of food, and use the 
stress-time curve to show the food quality [5]. Recent 
years researchers use the Texture Analyzer and Instron 
Universal Texting Machine to test the cooked-rice quality 
especially the hardness and viscosity, but the method’s 
adaptability is few to testify. Meanwhile the Taste Ana-

lyzer has been developed to test the rice quality [6], 
which is based on the NIR (Near-Infrared Reflectance) 
technique, analyzes the rice quality components (protein, 
starch, oil, sugar and water etc), and finally indirectly get 
the appearance, hardness, viscosity, equilibrium degree 
and taste data of rice., This method obtains the result from 
conversion of a rage of experiential formulas, not through 
the press the rice directly to get the testing result, so its 
analysis result is not very precise. Besides, another tech-
nique is use the Image Reconstruction based on Analytic 
Method to test the brightness and glossiness of rice, to be 
brief is through the appearance to judge the eating quality 
of cooked rice [7]. 

Therefore, the establishment of a new method and 
technique to reflect accurately the rice hardness and 
other characteristic parameters is very important for rice 
grade identification and quality breeding through modern 
genetic engineering. 

2. The Measurement and Analysis of Rice 
Hardness  

2.1. The Rice Hardness and Stress Analysis  

The rice hardness means the resistance of the cooked rice 
to external-introduced pressure. When people chew the 
rice, they can intuitively feel its hardness or softness. 
When the external pressure reaches a critical value, the 
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rice will break thoroughly, and this critical value that can 
be used to characterize the rice hardness is usually be-
tween 0~150g force and the strain is between 0~3mm, so 
the key point is to get the stress-strain relationship of the 
rice. 

2.2. The Basic Ideas of Measurement 

Now there is still not a mature and reliable method and 
technique for micro-stress and displacement measure-
ment. Based on analysis of existing methods and tech-
nology of food testing [8–10], correct understanding and 
grasp of rice relationship between the material properties, 
machinery mechanics measurement techniques were 
used to establish a measurement of rice stress-strain, ac-
cording to the characteristics of small size, displacement 
and force. The method developed in this study could 
measure the rice force which could be conversed to ex-
press the rice hardness. 

2.3. The Basic Principles of Measurement 
 

The basic principles of measurement are the double can-
tilevers stress and strain measurement techniques as 
shown in Figure 1(a). The rice to be measured is put on 
the pallet between the double cantilevers, external force 
push the indenter, which fixed on the up-cantilever, to 
oppress the rice, then the rice will press the down-canti-
lever. There are 8 resistance strain gauges (BHF350- 
3AA type) in Figure 1(b), and the Figure 1(c) shows that 
the strain gauges 1~4 are linked with differential circuit 
to detect the double cantilevers relative deformation that 
is the strain of rice; meanwhile, the strain gauges 5~8 are 
linked with another differential circuit to detect the force 
of down-cantilever that is the stress of the tested rice. 
Then through the data wire transfer the stress-strain sig-
nal of rice, which acquired by the data acquisition board, 
then analysis the data to obtain the rice hardness finally. 

3. The Measurement System 

Figure 2 shows the basic ideas and principles for the  
 

measurement of the rice, and the automatic system used  
to measure the rice hardness.  
 
3.1 The Machinery of Automatic Force  
Application 
 
The rice automatic measurement system is composed by 
motor, transmission shaft, cam, guide rod and spring etc. 
as shown in Figure 3. The principle is that when the mo-
tion control system sends a signal to the motor, the motor 
drives the cam to rotate through the transmission shaft, 
the cam presses the up-cantilever through the guide rod, 
meanwhile press the rice. The loading stroke decided by 
the size of the rice (usually is the 85% of the rice), and the 
maximum loading stroke is the net volume of the cam. 
The control program detects the deformation of the rice to 
judge whether it reaches the loading stroke. When the 
deformation reaches the stroke, the motor will stop load-
ing and drive the cam to reverses to the initial position. 
 
3.2. Measurement and Date Acquisition System 

 
In order to get the measured value of micro-stress and 
strain of different materials, the double cantilevers’ high  

 
Figure 1. Schematic diagram of measurement principle.

Drive 

pressure 

The machinery of 

automatic force 

application 

Motion 

control 

system 

Force sensor 

Deformation 

sensor 

Differential 

circuit 

Data 

acquisition 

system 

Data 

analysis 

system 

Module 

manage system 

 
Figure 2. The components of automatic measurement system. 
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ratio of length and width is 200:15:1 determined prelimi-
narily. Besides, we choose the AAA resistance strain gauge, 
and the requirements of patch, substrate and cure are very 
strictly designed, and measurement accuracy is ensured by 
means of the differential circuit and compensation (Figure 
1(c)). The deformation signals of the double cantilevers are 
collected by the special data acquisition board, and then 
through the data wire linked to the computer. 

3.3. Data Analysis System 

Language Delphi 7 is used to compile the program of data 
analysis system, draw the “stress-strain”, “stress-time” 
and “strain-time” curves, and to calculate the maximum 
stress and eigenvalue, record and save the data of the rice 
(Figure 4).  

4. The System Operation and Test Verification 

4.1. The Initialization of the Measurement  
System 

Figure 5 shows that the automatic measurement system 
designed and manufactured by ourselves, composed by 
automatic measurement equipment, data wire and com-
puter. 

4.1.1. Stress-Strain Parameter Calibration 
In order to get the relationship between stress-strain, mi-
cro-force and deformation, and to ensure the accuracy 
before the first time to run the system, we demarcate both 
force signal and strain signal. The force signal of the 
up-cantilever is demarcated by the spiral micrometer, it 
presses the up-cantilever 0.2mm each time, and the strain 
signal of the down-cantilever is demarcated by weights, 
they press the down-cantilever 10g each time. The demar-
cation value of force and strain signal is listed in Table 1 
and Table 2. The average of the three demarcation values 
is used as the basis. According to the Table 1 and Table 2 
the linearity of the demarcation values is good, the data 
acquisition system can meet the requirement. 

4.1.2 System Self-Check 
After demarcating, the system must self-check. Accord-
ing to the theory, without the test object, the double can-
tilevers are rigid connection, when the machinery of 
automatic force application press the double cantilevers 
the relative deformation should be zero, and the stress- 
strain curve is straight line of which the angle is 45° with 
the coordinate axis, meanwhile the curves of loading and 
unloading should be coincident in Figure 6 which shows 
that the system is accurate and reliable. 

4.2. The Preparation of Test 
 
4.2.1. Testing Scheme 
According to the evaluation standard of the rice quality, 

in order to verify the adaptability, reliability and accu-
racy of the rice hardness test system, we establish the 
testing scheme as follows: 

Firstly, aiming at the same variety rice using the dif-
ferent types of indenters to test the rice, and analysis the  
 

 

Figure 3. The machinery of automatic force application. 
 

 

Figure 4. The interface of data analysis system. 
 

 
Figure 5. Automatic measurement system. 
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Table 1. Force demarcation. 

 
Table 2. Strain demarcation. 

 

 
Figure 6. The graph of system self-check. 

consistency of the rice under the same indenter; 
Secondly, aiming at the varied rice varieties, using the 

same type of the indenter to test the stress-strain, and 
verifying if the test system can discriminate the differ-
ence of varied rice varieties; 

Thirdly, using one of the indenters to test the same va-
riety at different time, and verifying if the test system 
could discriminate the change of the results with differ-
ent time. 

We select the five rice varieties randomly, and take the 
average of the test results as the measured value of the 
rice. 

4.2.2. Preparation of Need Checking Sample 
1) Preparation of the test rice 

According to the standard cooking method [11] to pre-

pare the test rice: 1) use the electronic balance to weigh 
30g rice; 2) wash the rice four times, and add the 
1.33-times water; 3) immersing the rice 30 minutes, then 
cooking 30 minutes; 4) after the rice cooked standing it 
10 minutes, then cooling it 20 minutes in the cooling 
equipment; 5) extract the sample to test during which the 
sample is stirred to maintain uniformly. 

Standard 
force 
（g） 

Force 
signal 
equivalent 

Standard 
force 

（g） 

Force 
signal 
equivalent

0  0.0 90 1033.3 
10 86.0 100 1166.7 
20 255.0 110 1213.3 
30 335.3 120 1350.0 
40 465.7 130 1500.0 
50 563.3 140 1636.7 
60 686.7 150 1716.7 
70 813.3 160 1843.3 
80 920.0   

2) Preparation of the indenters 
For the requirement of the test, at the beginning of the 

scheme establishment we use the different indenters to 
test the rice hardness, in order to get the suitable one. We 
prepare the Φ2mm and Φ3mm spherical indenter, Φ2mm 
and Φ3mm plane indenter, Φ10mm and Φ15mm cylin-
drical indenter, 10mm×1mm tool form indenter, respec-
tively, while the cylindrical indenter is used to test the 
rice-flour dough mainly. 

Standard 
strain 

（mm） 

Strain signal 
equivalent 

Standard 
strain 
（mm） 

Strain signal 
equivalent 

0 0.0 1.6 175.3 
0.2 22.5 1.8 197.0 
0.4 42.7 2.0 219.0 
0.6 65.8 2.2 241.0 
0.8 86.0 2.4 262.0 
1.0 112.7 2.6 280.0 
1.2 131.7 2.8 301.3 
1.4 153.7 3.0 322.0 

4.3 Measurement Results and Analysis 

1) Choose the first class rice (according to National Stan-
dard), and use the different indenters to test it, the meas-
ured results are showed in Table 3. We can educe that the 
stresses are different with the different indenters, and the 
average stresses exhibit a obvious difference. But the slope 
of the stress-strain curves has a good consistency. There-
fore, we could use the slope to express the hardness of the 
cooked rice, and the big slope indicates a high hardness. 

Note: the average is the ratio of maximum force to 
area of the indenter  

2) Table 4 shows data of using the Φ3mm plane in-
denter to test the first class rice and the data of Baoying 
lake organic rice at the different time is also listed in 
Table 4. The all listed results show that the testing sys-
tem can distinguish the difference of the hardness of the 
rice at the different time. 

3) Table 5 shows data of using the Φ10mm cylindrical 
indenter to test the six different breed rices. We can see 
that the testing system could distinguish the variance of 
the rice hardness. 

4) Comparison with the Japanese taste analyzer 
According to the test results of hardness which is 

tested through the Taste Analyzer STA 1A indirectly, we 
use the rice under the same cooking standard to test, the 
results are in Table 5. The hardness of the same variety 
exhibits the consistency between the automatic testing 
system and the Japanese taste analyzer, which prove the 
correctness of the system. 

5) Analysis of system measuring error 
According to the test scheme, every variety repeats 5 

times. Take the first class rice as example, use the Φ3mm 
plane indenter to test, under the cooking standard the test 
values are in Table 7. The absolute error is 0.2691, and 
the average of the relative error is 1.35%, which shows 
that the error and the reproducibility of the measuring 
system can meet the test requirement. 
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Table 3. The data of the same breed rice with different pressure head. 

 
 
 
 
 
 
 
 
 
 

Table 4. The data of the same rice variety at different time. 

Time First class according rice Baoying lake organic rice 

0 hour 19.7433 20.7861 

1 hour 19.7503 21.1354 

2 hour 19.9474 21.4977 

6 hour 20.3053 21.8576 

Table 5. The data of contrast experiment. 

Auto-test system Taste analyzer 
Rice breed 

The slope Hardness 

Daoya rice 21.5191 8.1 

Baoying lake organic rice 21.0686 7.9 

San’an rice 20.9645 7.6 

Yueguang rice 20.8404 6.8 

Xinxie rice 20.3684 6.5 

The first class rice 20.3248 6.3 

Table 7. The data of error analysis. 

No. 1 2 3 4 5 Average 

Test values 19.7433 19.9509 19.9876 20.0124 19.9473 19.9283 

Absolute error 0.2691 Relative error 1.35% 

 
5. Conclusions 

A mechanical automatic testing system is established to 
quantitatively characterize the rice quality such as its 
hardness. Through test the deformation of the rice, we 
can use the slope of the curve to express the rice hard-
ness as the evaluation standard of the rice. The test re-
sults show that the automatic testing system could detect 
the hardness difference of varied rice varieties, and it 
also could detect the change of one variety hardness with 
time, the testing errors and reproducibility are in accor-
dance with the demand of the rice identification. The test 
results are in consistent with that of the Taste Analyzer. 

This automatic testing method based on mechanical 
theory is feasible, it can provides a convenient, accurate 
and reliable method to quantitatively obtain the rice pa-
rameters, and is important for studying and characteriz-

ing the quality of organic solid substance. Further im-
provements are still needed in testing precision, reducing 
testing error, and using in other parameter measurement 
of rice. 
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Abstract 

By elastic mechanics, the deformation of single throttle-slice for shock absorber was analyzed, the formula of 
its deformation was established. According to the relation of the deformation of multi-throttle-slices with the 
pressure on each slice, the analytic formula of equivalent thickness of multi-throttle-slices was established. 
Followed is a practical example for the computation of the equivalent thickness of multi-throttle-slices, com-
pared the computed results with that simulated by ANSYS. The results show that the computation method of 
equivalent thickness of multi-throttle-slices is accurate enough. 

Keywords: Twin-Tubes Shock Absorber, Multi-Throttle-Slices, Equivalent Thickness, Analytic Computation 

1. Introduction 

With the improvement of automobile technology, the 
velocity also improves, and there is a higher request to the 
smoothness and the security [1,2]. The characteristic of 
shock absorber influences driving smoothness and secu-
rity of vehicles, nevertheless, it depends on the quality of 
the design and manufacture of shock absorber [3]. The 
telescopic twin-tubes shock absorber is widely used for 
vehicles. Nevertheless, it is still a puzzling problem for 
the throttle valves parameters design to calculate accu-
rately the equivalent thickness of muti-throttle-slices. At 
present, both in domestic and abroad, in despite of many 
scholars analyzed the computation of equivalent thickness 
of multi-throttle-slices mostly by the finite element 
methods, they given out some qualitative conclusions 
only. This situation is un-accommodated to highly devel-
oped technology of automobile and affects the design 
quality of shock absorber. For the parameters design of 
throttle valves, there is not any analytic method yet, only 
with the experience of designer, testing and modification 
repeatedly [4,5]. It is said that the design for parameters 
of multi-throttle-slices, firstly a parameter value is guess-
timated on experience, then testing and modification time 
and again; at lastly, the design value is fixed. While one 
parameter changing, other parameters would also change. 
Therefore, this method is inaccurate, the parameters of 
multi-throttle-slices could not been designed reliably. The 
traditional method of the equivalent-thickness of multi-th- 

rottle-slices is only a numerical simulation value [6,7], 
but it is unable to offer an analytic formula used to design 
the parameters of multi-throttle-slices. 

In this paper, the analytic computation method of 
equivalent thickness of multi-throttle-slices was resear- 
ched, the formula of equivalent thickness was established, 
and the results computed were tested with software 
ANSYS. 

2. Deformation of Single Throttle-Slice 

2.1. Mechanics Model of Single Throttle-Slice 

Figure 1 is the mechanics model of elastic throttle slice. 
The boundary conditions of throttle slice are fixation 
restriction at the inner radius, and free restriction at the 
outer radius. 
 

 
Figure 1. Mechanics model of elastic throttle-slice. 
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where, ra is the inner radius, rb is the outer radius, h is the 
thickness, p is the pressure, and fr is the deformation at 
radius r. 

2.2. Math Model of Throttle-Slice Deformation 

Being symmetrical about the z-axis, the load and the 
structure, according to the basic principles in the elastic 
mechanics, the differential equation of elastic throttle 
slice deformation [8] is established as 

22

2 2

d dd 1 d 1
( )( )
d d d d

r rf f
D p

r r r r r r
  

2

        (1) 

where, 3 /[12(1 )]D Eh  
[ , ]a br r r

; r is the any radius of 

throttle slice, ; E is the elasticity coefficient of 

material of throttle slice;   is Poisson rate; h is the 

thickness of throttle slice. So, the solution of (1) is as 
2 4

2 2

1 2 3 4 3

3(1 )
C ln C ln C C

16r

r p
f r r r r

Eh


         (2) 

where, C1, C2, C3, C4 could be defined by the boundary 
conditions of throttle slice. 

Therefore, analyzed the solution of the differential 
equation of slice deformation, the each items of it has the 
common factor of p/h3 that can be bringing forward from 
(2), and then the deformation of throttle slice at any 
radius r can be obtained. 

4
2 2

C1 C2 C3 C4 3

3(1 )
[K ln K ln K K ]

16r

r p
f r r r r

E h


       (3) 

where, KC1, KC2, KC3 and KC4 are the residual parameters 
after the common factor p/h3 is binging forward respec-
tively from C1, C2, C3 and C4. 

2.3. Formula of Throttle-Slice Deformation 

Define Gr as the deformation coefficient of throttle slice, 
it is as follow [9,10] 

4
2 2

C1 C2 C3 C4

3(1 )
K ln K ln K K

16 r

r
r r r r

E


    G  (4) 

The Gr is the inherent characteristic of throttle-slice 
deformation at radius r, denoting the deformation capa-
bility of throttle-slices. 

So, the analytic formula of throttle-slice deformation 
at any radius was written briefly as  

3r r

p
f G

h
                  (5) 

For example, one throttle slice’s Gr is shown as in 
Figure 2. 

3. Equivalent Thickness of Multi-Throttle- 
Slices Superposition 

3.1. Model of Multi-Slices Equivalent Thickness  

The sketch of the equivalent thickness of multi-throttle- 

 
Figure 2. Curve of throttle slice deformation coefficient vs. 
radius. 
 

 

 

h1

h2


hn

he

Figure 3. Sketch of multi-throttle-slices superposition. 
 
slices superposition is shown in Figure 3. 
 
3.2. Formula of Multi-Slices Equivalent  

Thickness 
 
The model of throttle-slices superposition with unequal 
thickness could be taken as the paralleled springs that 
have the equal length, unequal elasticity coefficient.  

The deformations of multi-slices are equal under same 
pressure. According to (5), it can be obtained such as 

1 2
3 3 3
1 2

..... n
r r r r

n e

pp p p
G G G G

h h h
   

3h
        (6) 

The forces on multi-slices are unequal, but the sum-
mation of theirs is equal to the total force, i.e. 

1 2 ... np p p p    .  

Form (19), the equivalent thickness he is written as 

3 33
1 2 ...eh h h h3

n                (7) 

If the each slice of multi-throttle-slices has multi- 
group thickness, i.e. h1, n2; h2, n2; … hn, nn, so, (7) can be 
expressed 

3 33
1 1 2 2 ...e nh n h n h n h    3

n          (8) 

If the thickness of multi-throttle-slices is be equal each 
other, i.e. h1=h2 …=hn, thus (7) can be written as 

3
1eh h n                 (9) 
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Figure 5. Deformation rottle slices super-
position. 

ices is p. The deformation of multi-throt-
3.3. Equivalent Computation of Multi-Slices 
 
According to (7), the equivalent thickness of multi-slices 
can be computed, and the curve of equivalent thickness 
vs. slices number was shown as in Figure 4. 

From (8) and Figure 4, it is known that the relations of 
the thickness of multi-slices with the equivalent thick-
ness are as follows 

1) The three power of the equivalent thickness is the 
sum of three power of each slice thickness. 

2) The equivalent thickness of unequal thickness 
multi-slices is larger than the maximum thickness, i.e. 

. e max[ ]ih h
3) The thickness of throttle-slice is standard, so, 

adapted to batch manufacture, and price depressed. 

4. Deformation of Multi-Throttle-Slices 
 
4.1. Deformation  

 
F
 

or multi-throttle-slices h1, h2, ... , hn, the equivalent 

 
 

Number of slices (n) 
Figure 4. Curves of equivalent thickness at different slices 
number. 

s r

curve of multi-th

thickness of them is he, the pressure loaded on muti- 
throttle-sl
tle-slices could be regarded as the deformation of the 
single slice of thickness he.  

According (5), the deformation of multi-throttle-slices 
can be expressed as 

r r

p
f G

h
                (10) 

e

Combining (10) with (7), so (10) is written as 

3 3 3
1 2 ...r r

nh h h

p
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From (11), it is known that the defor
slices is equal, as long as with different composing, but 
wi

’s thickness h is 0.3mm, 
3 and h2=0.1mm, n2=3, 

blished with the finite 
are ANSYS, meshing 

1 1

 

mation of multi- 

th the same equivalent thickness. 

4.2. Computation Example 

For example, if one single slice
the multi-slices h1=0.2mm, n1=
the equivalent thickness he is 0.3mm, the pressure 
p=3MPa. From (11), the deformation of multi-throttle- 
slices is equal to that of single slice of thickness he.  

For the multi-slices with different thickness, whereas 
the pressure is same, their deformation would be differ-
en

E
qu

iv
al

en
t t

hi
ck

ne
ss

 h
e(

m
m

) hi=0.2mm 

hi=0.15mm t. For example, the deformations computed by analytic 
formula of multi-slices with different equivalent thick-
ness are as shown in Figure 5. 

The computed deformation of throttle-slice is shown 
as in Table 1. 

 

hi=0.1mm

5. Simulation Certification 

The throttle slice model can be esta
element method by numeral softw
with 0.1mm, loading and simulating. 

The physical parameters of single throttle slice is as 
above, h=0.3mm; and the multi-slices is h =0.2mm, n =3 
and h2=0.1mm, n2=3, the equivalent he is 0.3mm. Under 
pressure 3MPa, the simulated results of deformation of 
single slice and multi-slices are as shown in Figure 6, 
and Figure 7, respectively. 

From Figure 6, it is known that the maximum defor-
mation simulated of single-slices is 0.126mm. 

p=3MPa 
n=1 ra=5.0mm 

Compared with Table 1, the maximum deformation of 
single slice computed is very close to that simulated of
multi-throttle-slices superposition, and their tolerance is 
only 0.03mm. It is shown that the computation method of 
single slice’s deformation is accurate enough. 
 
Table 1. Deformation of multi-throttle-slices at different 
adius r. r

Radius 
(mm) 

5.0 6.0 7.0 8.0 8.5 

Coefficien
0-22m6/N

t 
(1 ) 

0.000 1.350 4.207 7.467 0.909 

Def  
(mm) 

0.000 0.014 0.044 0.078 0.096 
ormation

rb=8.5mm 
E=200GPa 
μ=0.3 
h=0.2mm 

D
ef

or
m

at
io

n 
f r(

m
m

) 

n=2 

n=3 
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Figure 6. Deformation map simulated of single-throttle 
slices. 

 

 
Figure 7. Deformation map simulated of multi-throttle-slices 
superposed. 
 

  

nalytic computation and simulation certificatio
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lytic formula of equivalent thickness

With it, the equivalent thickness of multi-throttle-slices  
with different thickness can  computed accurately.  

The deformation comput  of multi-slices is close to 
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Abstract 

This paper presents a control strategy for maglev system based on the sliding mode controller with 
auto-tuning law. The designed adaptive controller will replace the conventional sliding mode control (SMC) 
to eliminate the chattering resulting from the SMC. The stability of maglev system is ensured based on the 
Lyapunov theory. Simulation results verify the effectiveness of the proposed method. In addition, the advan-
tages of the proposed controller are indicated in comparison with a traditional sliding mode controller. 

Keywords: Sliding Mode Control, Maglev System, Lyapunov Theory, Auto-Tuning 

1. Introduction 

Maglev (Magnetic Levitation) train is a late-model rail-
way vehicle with many good performances such as high 
speed, comfort, low environmental pollution, low energy 
consumption and so on. Lots of countries have started up 
the engineering study of maglev train [1,2]. 

The dynamic response of vehicle/guideway system 
affects the running safety, ride comfort and system costs 
heavily, which are crucial factors for maglev train com-
mercial application [3,4]. Due to open-loop instability 
and inherent nonlinearities associated with a volt-
age-controlled magnetic levitation system, a feedback 
control is necessary to achieve a stable operation. Re-
cently, quite a few control strategies have been devel-
oped and applied widely in the industrial field of maglev 
technology, such as bang-bang control [5], adaptive 
non-smooth control [6], hybrid control [7] and H  

control method [8], etc.  
Sliding mode control is a powerful robust approach for 

controlling the nonlinear dynamic systems [9]. The ad-
vantage of sliding mode control is robustness against 
parameter matched uncertainties and external disturbance 
and so on. In general, vehicle-guide vibration of maglev 
system is easily subjected to external disturbance. Even 
though the approach of sliding mode control is one of 
potential control candidates for maglev system, it has 
some limitations such as discontinuous control law and 

chattering action, which lead to the appearance of input 
chattering, the high-frequency plant dynamics and un-
foreseen instability in real application. In order to allevi-
ate the high-frequency chattering, control researchers 
have proposed many strategies, such as the boundary 
layer technique [10,11] and parameter identification 
mechanism with self-tuning [12,13]. In [14–16], using a 
modified hyperbolic tangent function as the activation 
function, the laws for tuning boundary layer thickness 
and control gain were proposed. 

In this paper, the sliding mode control technique with 
auto-tuning law is applied to a voltage-controlled mag-
netic levitation system. The task of the control system is 
to dynamically regulate control voltage which drives the 
magnet to adjust the magnetic force to maintain a desired 
gap. Firstly, to simplify the mathematical model of 
maglev system, we discuss a 4-D maglev system via al-
ternating physical variables of maglev system. In the 
following, with regard to this maglev system, four error 
variables are chosen to define the switching surface, and 
then a traditional sliding mode controller is designed 
accordingly [17]. In order to eliminate high-frequency 
control and chattering around the sliding surface, an 
auto-tuning neuron is introduced as an adaptive control-
ler to guarantee the convergence of all states for maglev 
system. Simulations results show the control perform-
ance of our proposed method.  
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The paper is organized as follows: In Section 2, we 
give a mathematical model of maglev system, and then 
choose four error variables to determine the sliding sur-
face. In Section 3, we design a general sliding mode con-
troller and a systematic sliding mode controller with 
self-tuning law respectively. Simulation results will be 
given to validate the effectiveness of our proposed con-
troller in Section 4. Conclusions are drawn in Section 5. 

2. Sliding Surface Design of the Maglev  
System 

The maglev system is a complicated system with ma-
chinery, controlling and electromagnetic elements inte-
grated together. Figure 1 shows its working elements. 

According to [3], m denotes the weight of the elec-
tromagnet; and  represents the absolute displacement 
of the electromagnet in the vertical.  is the resistance 
of the electromagnet. 

m
z

R
I  and ( )V t  are current and 

voltage of the electromagnet winding, respectively. The 
control current I  is driven by control voltage ( )V t  to 

maintain the air gap  at its nominal value. Define 

1 2 3
, then dynamical and electro-

magnetic equations of the system are given as 

z
, ,z z [ , , ] [Ty y y y ]I T

1 2

2
3

2 2
1

2 3 1 3 1
3

1

,

,

.
2 2

y y

yk
y g

m y

y y Ry y y
y V

y k k



 

  







        (1) 

where 2
0 0

1

4
k N S 0 ,   is the magnetic permeability 

in vacuum,  is the number of turns of coil, and  

is the effective pole area of electromagnet. 

N
0S

Note that this electromagnetic suspension system is 
unstable without control voltage . In closed-loop sys-
tem, gap sensor measures the relative interval between 
electromagnet and guideway while accelerometer meas-
ures the absolute kinetic acceleration of the electromag-
net. Based on feedback signals from sensors, the con-
troller can generate certain control voltage according to 
control algorithm. With the calculated control voltage, 
the electromagnet can produce suitable electromagnetic 
force to keep itself suspending under the guideway 
stably. 

V

In order to simplify the original nonlinear system (1), 
we choose the variable 
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Figure 1. Structure of the maglev system. 
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where  is the derivatives of 

. And the values of the state variables at 

the balance point are 

' * * * *
1 2 3 4( , , , )V x x x x

* * * *
1 2 3 4, , , )x x x(V x

*
0 0[ ,X z 0, ,0]mg

k
, where  

is a nominal value of the air gap . 

0z

z
Moving the equilibrium to the origin, letting 
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The system output is 1[1,0,0,0]Y X  . For conven-

ience, denote
2
3

1 32
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T , 

*
3x  represents electromotive force of the electromagnet 

winding which has actual physical meanings. Then the 
model (1) can be transformed as following: 

Even now, a control scheme is presented to stabilize 
the states of maglev system. Our control objective is to 
stabilize all states of (3) to zero, that is to design control 
input to maintain the air gap  at its nominal value. z

Similar to linear system, the sliding mode control of 
nonlinear system consists two relatively independent 
parts: firstly confirm that the motion on the sliding sur-
face is globally stable, and then design a sliding control-
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ler which causes the trajectories of the system to reach 
the sliding surface in finite time. 

Denote the error variables as 

1 1

2 2

2
3

3 1 3

3
4 1 4

,

,

2

2( ) .

e x

e x

kx kg
e f x

m m

kx kg
e f x

m m




   

   

,         (4) 

Then a switching surface is defined as 1 1 2 2 3 3 4s ce c e c e e   

3 2
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where  are selected to be positive constant 

numbers such that the polynomial  

is Hurwitz. The error dynamics in sliding mode are thus 
asymptotically stable. 

1 2 3, ,c c c

1c

The second step is to design a sliding controller such 
that the sliding surface approaches 0. And the control 
input  can be formulated as U
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where   is a positive constant. 

Theorem 1. Under the control (5), all states of (4) will 
asymptotically converge to zero. 

Proof. Select a Lyapunov function candidate: 
2

2
sV  . Differentiating V  and substituting (4)-(5) 

yield, 
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(6) 
For the controller (5), inequality (6) implies that the 

system can reach the surface, , in finite time. 0s    

represents the amplitude of related to the sign-function, 
which has a relationship to the velocity of reaching the 
sliding surface. Since  are selected to be posi-

tive constant numbers such that the polynomial 
 is Hurwitz,  and  will all 

converge to zero from any initial conditions. On the ideal 
sliding mode , that is ,  

will converge to zero too. 
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Then, we explain the vector 1 2 3 4[ , , , ]TX x x x x  will 

converge to 0 if . From (4), we get that 
 and  are stabilized. In practical 

application, the current 
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then *
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tion (3). It follows that 3x  has to converge to zero from 

the stability of 
2
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 e f . Similarly 

4x  will converge to zero if  is stabilized. Therefore, 

under the controller (5), the state variables of system (3) 
will all converge to the equilibrium point.  

4e

3. Adaptive Sliding Mode Controller Design 
 
In order to eliminate the chattering typically found in con-
ventional sliding mode control, we utilize the boundary 
layer technique [14,15,18]. If the control gain constant and 
the width of the boundary layer are fixed numbers, there is 
no guarantee for fast convergence. So we introduce an 
auto-tuning neuron to be the direct adaptive neural con-
troller. The structure of an auto-tuning neuron can be 
mathematically expressed as [14,15,18]: E   , 

where E represents the external input of neuron;   de-

notes threshold of bias, and   is the internal state of 
neuron. 

The auto-tuning sliding mode control law for system 
(3) is 
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where ( )   is a modified hyperbolic tangent function,  
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where  is the saturated level; and  is the slope value. 
Obviously, the shape of the nonlinear saturated function 
is governed by the values of both  and b . Figure 2 
gives the plot of (8), where two adjustable parameters  
and influence mainly the output range and the curve 
shape of the activation function. A larger  corresponds 
to a narrower boundary layer. Let 

a b

a
a

b
b

[ , , ]Ta b   repre-
sent the vector of adjustable parameters.  

In the following we will adjust   to achieve the con-
trol objective. The auto-tuning law is designed as 
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where ,   and   are positive constants used to ad- 
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Figure 2. Modified activation function for different a and b. 
 
just the convergence speed, and sign 1x

U




 determines 

the direction of the search for  . The accurate value of  
1x

U




 is not important since the maglev system output  

monotonically increases as the control input to the con-
trolled plant increases, that is system (3) is said to be 
positive responded [18]. Then the system direction is 
written as 1. Fortunately, there are many industrial proc-
ess control systems that possess the property of posi-
tive-responded or negative-responded. 

Theorem 2. Under the control (7) and (8), all states of 
the system (3) with the adaptation law (9) will aymtocally 
converge to 0. 

Proof. Consider the Lyapunov function candidate: 
2
1

1

2
V e . Differentiating V [14,15,18], we have 
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For convenience, denote the first term of the right 

hand side of (10) 1 1
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Substituting (7), (8) and (9) into (10) yield 
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where 1
1

x
e

U




 represents system output error contributed 

by the control input [18]. 

Since 0
V

t





 while , according to the 

Lyapunov stability theory,  will decrease to zero, so 
, and 

0V 

V
) 01 0e  ( 2,3, 4ie i   . Therefore, similarly to 

the last paragraph in the proof of Theorem 1, the states of 
system (3) will all converge to zero.  

 
4. Simulation and Results 
 
In this section, we give the numerical simulation results 
of maglev system. The parameters and initial conditions 
used in the maglev system are given by 0 0.010z m ,

500m kg , 4.4R   , 0.002k  , . 

The parameters and initial conditions of the controller for 

(0) ,0)Tx  (0.00458,0,1

simulation are 2 22.25,c   , , 0.1,     0 .1,   

(0) ( 0.1,0.2,0)T   , and time interval is  0.0001,t 
As we know, the learning rate , ,    play an im-

portant role in parameter learning process. For in-
stance, a larger learning rate can accelerate the system 
response, but may also cause the system to have a lar-
ger overshoot. In the design of switching surface, 

1 1 2 2 3 3 4s c e c e c e e   

1 2 3, ,c c c

1 21.75,c

, pole placement methodology 

[19] is often adopted to place the roots of the characteris-
tic polynomial in desired region of the complex plane. 
That is, the control system denoted by the characteristic 
polynomial should have suitable damp, fast system re-
sponse, short settling time and small overshoot. There-
fore,  are often chosen such that the three order 

polynomial has a pair of conjugate complex roots with 
negative real parts and a negative real root. When 

 2 22.25,c  3c 8 , the roots of the character-

istic polynomial are 2.5 1i   and -3. 
Our control object is to design the control input to 

regulate the air gap to the desired value. Figure 3(a) and 
(b) represent the performance of state 1x  and the con-

trol input  by using the traditional sliding mode con-U
0       
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trol, and it can be seen that the chattering around 1 0x   

have occurred. The control input is regulated with 
high-frequency, which is not expected in industrial field. 
Figure 4(a) and (b) show the results by using our pro-
posed method. Here, we choose 1 12,c  2 14,c  3 6c  . 

The state 1x  is asymptotically controlled to 0 and the 

control input  is modulated. In Figure 4(a), the regu-
lation time of state 

U

1x  is about 6 second and the over-

shoot is near to 0.6 mm. In Figure 4(b), the overshoot of 
control input is reduced to 2. These verify that better co 
ntrol performance of maglev system can be achieved by 
the proposed auto-tuning controller. 
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Figure3. (a-b) represent the control performance using the 
general sliding mode control. 
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Figure 4. (a-b) show the results using the auto-tuning sliding 
mode control with control parameters 1 12,c  2 14,c  3 6c  . 
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Figure 5. (a-b) show the results using the auto-tuning slid-
ing mode control with control parameters 1 4,c  2 6,c  3 4c  . 
 

In Figure 4, the regulation time and overshoot is not 
satisfying, so here some new parameters 1 4,c   

2 6,c  3 4c   by the proposed auto-tuning sliding mode 

control are chosen to accelerate system response and 
decrease the overshoot. In Figure 5(a), the convergence 
time of state 1x  slows to 3 second and the overshoot 

1x  falls to 0. In Figure 5(b), the overshoot of control 

input is reduced to 0. It accords with the theoretical 
analysis. Based on the demand of practical application, 
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we can regulate these parameters to get a better per-
formance. 
 
5. Conclusions 
 
In this paper, we discuss the problem of vibration control 
of maglev problem via a sliding mode control approach. 
In order to eliminate the high control activity and chat-
tering caused by the general sliding mode control, we 
present an auto-tuning law based on the Lyapunov stabil-
ity theory to guarantee the convergence of the system 
states. Simulation results verify the proposed auto-tuning 
controller is better than the traditional sliding mode con- 
troller. 

It should be pointed out that only three control pa-
rameters are chosen to achieve good performance for 
maglev system in this paper, but other factors also can be 
applied to sliding mode control in practice. Next plan is 
to combine with more state variables with elastic guide-
way conditions. The expected results should improve the 
suspension performance of flexible guideway with pro-
posed control algorithms. 
 
6
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Abstract 
 
This paper describes a general modeling and control approach for steering wheel variable rate liquid fertilizer 
applicator. An adaptive numerical modeling approach for describing the system input-output dynamics is 
proposed, and an optimal control that accounts for the control hardware limits is developed. Field tests have 
demonstrated the effectiveness of the theoretical development. 
 
Keywords: Adaptive Control, Variable Rate Fertilizer, Precision Agriculture, Optimal Control, Manure 
Spreader 
 
1. Introduction 

Based on a set of high-new technologies, such as the mo- 
dern information technology, the organism technology and 
the engineering technology, etc., the precision agriculture 
has become the important way of modern agricultural 
production. Compared with foreign developed countries, 
the intensive level is quite low in China. However, ac-
cording to the characteristics of the agricultural develop-
ment in China, the technological system of water-saving 
and variable rate fertilizer should be developed in the near 
future. The precision equipped agriculture can be imple-
mented firstly in the region where the equipped agriculture 
has been developed fast. For example, the big farms, 
which have large scales and high mechanization level, 
may carry on the practice of the precision agriculture. 

Fertilizer-saving precision agriculture can not only 
decrease costs, but also increase yields. Furthermore, 
accurately applying chemicals and fertilizers only where 
needed can reduce the potential for ground and surface 
water pollution. Manure produced by livestock contains 
valuable nutrients for crops. Additional fertilizers are 
often applied to increase the crop production. Excessive 
applied manure and fertilizer contributes to ground and 
surface water pollution and also increases the cost of 
crop production. So there is a need to develop an auto-
mated spreader in order to achieve consistent and precise 
application of crop nutrients.  

Straub et al. (1998) described a computer controlled 
manure spreader developed by John Deere Corporation 
in collaboration with the University of Wisconsin- 
Madison, and carried out field tests indicating that the 

control system worked well with lighter and dryer manure. 
One of the problems they faced is how to measure the 
manure discharge. In their control system, the weight of 
the spreader is measured over time and a finite difference 
method is used to compute the discharge rate. High-per-
formance controllers, including a supervisory control and 
a control with a Kalman filter and a Smith predictor for 
time delay, have been developed by [1]. Magnetic induc-
tive flow meters are used to measure the manure’s flow 
rate. Landry et al. [2,3] recently studied physical and 
rheological properties of manure and investigated the ef-
fectiveness of conveying systems for manure spreaders. 

The present study is on a system on-line identification 
algorithm. A numerical regression model is designed to 
describe the input-output dynamics of the spreader. The 
parameters of the numerical model are updated in real 
time to account for the time varying and nonlinear prop-
erties of the spreader dynamics.  

The remainder of the paper is organized as follows: in 
the section below, we describe the objectives of the re-
search and a description of the hardware and software 
system. Then we present a discussion of numerical mod-
elling of the input-output dynamics of the spreader and 
an experimental validation of the model. The adaptive 
optimal control for regulating the discharge rate of the 
spreader is subsequently developed. 

2. Research Objectives and System 
Description 

 
Because China has a large number of small and medium 
sized tractors, in order to increase output, the mulch 
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sowing and straw returning has been widely popularized. 
But this has caused some difficulties for variable-rate 
fertilization and deep fertilization of the liquid fertilizer. 
The general variables spraying method can’t adapt to this 
situation. With regards to this, we have designed a steer-
ing wheel variable rate manure spreader and the adaptive 
control system, which is more suitable for medium-small 
size tractors, variable-rate fertilization and deep fertiliza-
tion to the liquid fertilizer. A picture of the machine is 
shown in Figure 1. The auger speed and the gate opening 
size can be controlled. The objective of the control algo-
rithm is to regulate these two quantities for a pre-de-
termined spreading application density per unit area. As 
an example, the control task set for the present study is to 
attain a specified constant discharge mass per unit area 
from the spreader taking into account varying speed of 
the tractor and the material variability of the semi-solid 
animal wastes. This manure spreader used variable rate 
technologies (VRT) describes machines that can auto-
matically change their application rates in response to 
their position. 

The core of the VRT system is the flow rate controller. 
Essentially, the flow control system receives the set point 
flow rate from the application system (likely a GPS/GIS 
system) on-board the tractor and then manipulates a 
number of actuators in an attempt to adjust the actual 
flow-rate to match the set-point.  

To provide a specific illustration, consider the diagram 
of a relatively simple liquid sprayer VRA system as de-
picted in Figure 2. The following discussion is provided 
as one scenario for each component, but there may be 
alternative sensors and methods of control. A radar based 
ground speed sensor would be used to provide true 
ground speed to the computer/controller since applica-
tion rate is a function of speed. This system depicts the 
use of a direct injection sprayer, which is the direction in 

 
Figure 1. Schematic representation of the components of a 
VRT manure spreader. 

which sprayer technology is proceeding. With this type 
of sprayer, the operator does not mix the chemical(s) in 
the main tank, rather, the chemical(s) remains in a con-
tainer, where it may be pumped as needed into an injec-
tor where the chemical(s) is automatically mixed with 
water on-the-fly. There are many advantages to this sys-
tem as compared with tank-mixing, such as safety, man-
aging mixed chemicals, and automation. The injector 
pump may be designed to provide precise control of the 
injection rate of the chemical concentrate to the injector. 
The water tank may have a level sensor which will allow 
the computer/controller to determine the amount of water 
remaining in the tank in gallons. The total flow rate of 
the fluid going to the boom(s) will be controlled by the 
flow control valve, which in turn is controlled by the 
computer/controller. The actual total fluid flow rate will 
be monitored by the fluid flow rate sensor, and this in-
formation will be used by the computer/controller for 
fine adjustments in the flow control valve. The fluid flow 
rate and the vehicle position will be continuously re-
corded in the computer as the vehicle sprays to provide a 
historical record for the GIS about where and how much 
chemical was dispensed. The boom valve will be used to 
turn the boom on or off to provide fast accurate control 
of the application area.  

The controllers are very similar to those used on many 
sprayers, spreaders and other agricultural machines. On 
conventional machines, the operator controls the applica-
tion rate by selecting the desired rate from the console 
panel in the cab. It is assumed that the spreading width of 
the material is a constant. Note that the auger speed is 
adjusted by varying the swash plate angle of the  
 

 
Figure 2. The sketch map of liquid fertilizer sprayer. 
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hydraulic pump. In order to develop control algorithms to 
achieve the above objective, we must first develop a dy-
namic model for the spreader. Specifically, we need a 
relationship between the input, i.e. the auger speed and 
the gate opening size, and the output, i.e. the material 
discharge rate. Recall that the material is a highly inho-
mogeneous mix of liquids and solids with unknown per-
centage of each phase. The weight and viscosity of the 
material affect the dynamics of the hydraulic system that 
drives the auger. As the spreading proceeds, the amount 
of material remaining in the tank changed. All these fac-
tors attribute to a nonlinear and time-varying dynamics of 
the spreader. As discussed in Section 1, analytical mod-
eling of such a system is a difficult task. In this study, we 
propose to develop an on-line numerical model of the 
input-output relationship, known as the system transfer 
function. The controller of on-line model has an Atmel 
processor 89S51 with 33MHz frame rate. It communi-
cates with a laptop computer via RS232 at 9600 baud. 
This controller can interface with and control a wide 
range of equipment including variable rate applicators for 
precision agriculture. The on-line system model fits the 
experimental data to a pre-determined numerical model 
with undetermined coefficients. A very common numeri-
cal model can describe a large. 

3. On-Line System Modeling 

Class of dynamic systems is the autoregressive model 
with exogenous inputs (ARX) (Billings, 1986; Diaz and 
Desrochers, 1988; Ljung, 1987). It is given in a general 
form as 

1 ( 1) ( )

1 ( ) ( 1)

...

...
a a

k b k b

n n n n n

n n n n n n

y a y a y

b u b u
− −

− − − +

+ + +

= + +
           (1) 

The current output ny is assumed to be a function of a 
finite history of output values ( 1)ny −  to ( )an ny −  and the 
delayed input ( )kn nu −  to ( 1)k bn n nu − − + . The coefficients 

( 1,..., )i aa i n= and ( 1,..., )j bb j n=  are undetermined. 
The on-line modeling algorithm determines the coeffi-
cients and approximates the numerical model to the 
measured system dynamics in some optimal manner. 

Strictly speaking, the ARX model is valid for linear 
dynamic systems. The present spreader system is time 
varying and nonlinear. A properly identified ARX model 
will accurately represent the dynamics of the system over 
a short time interval and will not be valid for the entire 
history of the spreading task from a full tank to empty. 
Therefore the ARX model must be updated frequently 
during spreading. Efficient real-time adaptive algorithms 
will be needed for this task. 

3.1. Adaptive Algorithm 

In signal processing, the ARX model is also known as an 

infinite impulse response (IIR) filter (Haykin, 1991).A 
popular steepest gradient descent method known as the 
least mean square (LMS) algorithm (Widrow and Stearns, 
1985) can be used to adjust the coefficients of the ARX 
model and minimize the error between the prediction of 
the numerical model and the real measurement. The es-
timation error is k k ke d y= − , where kd  is the meas-
ured output and ky  is the predicted output. A perform-
ance index can be defined as 2( ) kJ k e= . We write the 
ARX model in a vector notation as  

T
k k ky w u=

r r                  (2)  

where T
kkwr is a vector consisting of the undetermined 

coefficients at the kth time step and kur  is a vector con-

sisting of both the past history of ky  and the control 
inputs. The LMS algorithm for updating the undeter-
mined coefficients in order to minimize ( )J k  is given by 

( 1)k k k kw w e uβ+ = +
r r r               (3) 

where β is an adaptation gain parameter. 
 

3.2. Experimental Validation of the LMS  
Algorithm 

 
We have selected a simple ARX model for the spreader 
given by 

1 ( 1) 2 ( 1) 3 ( 1)
s g

k k k ky a y a u a u− − −= + +           (4) 

where ( 1)
s
ku −  denotes the swash plate angle that regulates 

the auger speed and ( 1)
g
ku −  is the rear gate opening. We 

have carried out experiments to compare this simple 
model with more complicated ones, and found that this 
model describes the system with a good balance of accu-
racy and efficiency, and is sufficient for our work. A 
digital second order IIR low pass filter of bandwidth 2Hz 
programmed in the C language is used to block noise in 
the weight signal. The weight signal is sampled at a rate 
of 100 Hz in real time. During spreading, the gate posi-
tions are fixed for a period of time during which the 
swash plate is swept from being completely closed to 
being fully open to adjust the auger speed. The purpose of 
doing so is to create a set of data from one test run that 
excites as much of the system dynamics as possible. The 
model prediction is seen to be quite accurate. The pa-
rameter a1 is nearly equal to one. This is physically rea-
sonable since in the absence of the control, i.e. when the 
auger speed is zero and the gate is closed, the material 
remaining in the tank is unchanged. The parameters a2 
and a3 are negative. It is again physically reasonable that 
a2 and a3 are negative. When the control inputs are 
greater than zero, the material remaining in the tank yk 
decreases. The ranges of these coefficients are as follows: 
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max(a1)=1.0047, min(a1)=0.9881, average a1=1.0011; 
max(a2)=−0.0083, min(a2)=−0.0111, averagea2=−0.0094; 
max(a3)=−0.0045, min(a3)=−0.0080, average a3=−0.0063. 

4. Control Algorithm 

The control algorithm design depends on the system 
model. This section focuses on a discussion of the con-
trol algorithm design. The integration of the control loop 
and the parameter updating loop is natural and is coded 
in the software. 

4.1. Range Limited Optimal Control 

Lewis and Syrmos [4] have shown that after going 
through the steps of optimal control solutions and taking 
i=k and N=k+1, we obtain the unconstrained optimal 
control solution as 

* 1
1( ) ( )T

k k k k k ku R c c sN c sN a e G−= − + +       (5) 
We shall continue the study with the one step optimal 

control. Recall that the range of s
ku  and g

ku  is finite. 
The unconstrained optimal solution (5) is valid when the 
bound is not exceeded. To account for the bounds on the 
controls, we need to use the Pontryagin’s minimum prin-
ciple. This leads to the following in equality for deter-
mining the control *

ku : 

* * * *
1 1

1 1
2 2

T T T T
k k k k k k k k k ku Ru c u u Ru c uλ λ+ ++ ≤ +   (6) 

The inequality holds for all admissible values of ku . 
The optimal control can be found from the inequality by 
considering an auxiliary problem of minimization of the 
following quadratic form: 

1 1
1 1

1 ( ) ( )
2

T
k k k k k kw u R c u R cλ λ− −

+ += + +        (7) 

It can be shown that the ku  that minimizes w also 
minimizes the left hand size of the inequality (5). Let the 
lower and upper bounds of the control be denoted 
by

min

,s g
ku and

max

,s g
ku . Let ,s g

ku  denote the swash plate and 
gate opening control elements of the vector in Equation 5, 
i.e.: 

, 1 .
1[ ( ) ( )]s g T s g

k k k k k ku R c c sN c sN a e G−= − + +     (8) 

After several algebraic steps, we obtain the range con-
strained optimal control as 

min min

max

max max

, , ,

* , , , , ,

, , ,

,

,

,

s g s g s g
k k k

s g s g s g s g s g
k k k k k

s g s g s g
k k k

u U u

u U u U u

u U u

 ≤
= < <
 ≥

         (9) 

The middle branch of the solution is the same as that 
in Equation 5. In other words, when the system operates 
within the physical limits of the controls, the solution 
given by Equation 5 is optimal. Note that when the num-

ber of inputs is greater than the number of outputs, the 
matrix R cannot be zero, and has to be positive definite. 
 
4.2. Rate Limited Optimal Control 
 
The range limited optimal control problem implies that 
the controls can be instantly switched from one level to 
another. This is of course not realistic since a physical 
device always takes a finite time to change and has in-
herent delays. When the controller requires the system to 
change faster than the physical rate limit, rate saturation 
occurs. To account for the rate limits, we once again in-
voke the Pontryagin’s minimum principle and consider 
the increment 1ku −∆ such that 1 1k k ku u u− −= + ∆ as the 
control variable. Applying the Pontryagin’s minimum 
principle in terms of the control increment, we have an-
other inequality 

* * * * * * *
1 1 1 1 1 1 1

1 1 1 1 1 1 1

1 ( ) ( ) ( )
2

1 ( ) ( ) ( )
2

T T
k k k k k k k k

T T
k k k k k k k k

u u R u u c u u

u u R u u c u u

λ

λ

− − − − + − −

− − − − + − −

+ ∆ + ∆ + + ∆

≤ + ∆ + ∆ + + ∆
 

(10) 
The optimal control increment can be found from the 

inequality by considering an auxiliary problem of mini-
mization of the following quadratic form: 

)()(
2
1

1
1

111
1

11 +
−

−−+
−

−− +∆+∆+= kkkk
T

kkkk cRuucRuuw λλ  

(11) 
Define an increment by using Equation 8 as 

, , .
1

s g s g s g
k k kU U U −∆ = −              (12) 

By minimizing w with respect to 1ku −∆ , we obtain the 
optimal control increment as 

, ,
, max* ,

1 , , ,
max , max

| |
sgn( ) | |

s g s g
k i k ks g

k s g s g s g
k k i k k

U U u
u

U u U u−

 ∆ ∆ ≤ ∆∆ =  ∆ ∆ ∆ > ∆
   (13) 

where
max

,s g
ku∆  denotes the physically allowable maxi-

mum rate of change of the swash plate and rear gate 
controls over one sample interval. The top branch of the 
solution matches the range limited optimal control and 
the lower branch is the rate saturated control. By com-
bining Equations 5 and 13, we obtain the optimal con-
trol under both range and rate saturation limits. More 
discussions of such optimal control problems can be 
found in Kobs and Sun (1997). 

5. Discussions and Conclusions 

In order to attain the goal of saving fertilizer, cutting down 
production cost and protecting environment, the liquid 
fertilizer applicator was designed and tested in field trial 
based on its advantages of non-dust, non-smog and reduc-
ing environment pollution during the process of produc-
tion, usage and transportation. The optimized working 
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parameters by means of field trial were as follows: fertili-
zation depth of 60-100 mm, operation velocity of 1.3m/s 
and pump working pressure of 0.36 MPa. Let DA denotes 
the required mass per unit area (kg/m2). The spreading 
width is 1.5 m. A relationship between the discharge rate 
Dt per unit time (kg/s), the speed of the tractor v (m/s) and 
DA can be found as )/(167.4 skgvDD At = . Since the dis-
charge rate is constant when the tractor speed is constant, 
the material remaining in the tank is a linearly decreasing 
function of time. The actual measurement is in good 
agreement with the reference input. Note that there is 
significant noise in the measurement due to vehicle dy-
namics and electronic disturbances. The low pass digital 
filter designed for the weight sensor is quite effective in 
reducing measurement noise. 

We have presented a general modeling and control ap-
proach for precision agricultural applications by using a 
SYF-2 manure spreader as an example. The numerical 
input-output modeling approach can handle a wide range 
of variations in manure materials and the complicated 
nonlinear dynamics of the machine. The adaptive self- 
tuning optimal control algorithm can cope with various 
hardware limits. The theoretical development has been 
validated by extensive experimental results. The present 
approach provides a promising methodology for automat- 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ing machines for precision agricultural applications. 
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Abstract 
 
This paper deals with the position control of robot manipulators with uncertain and varying-time payload. 
Proposed is a set of novel N-PID regulators consisting of a linear combination of the proportional control 
mode, derivative control mode, nonlinear control mode shaped by a nonlinear function of position errors, 
linear integral control mode driven by differential feedback, and nonlinear integral control mode driven by a 
nonlinear function of position errors. By using Lyapunov’s direct method and LaSalle’s invariance principle, 
the simple explicit conditions on the regulator gains to ensure global asymptotic stability are provided. The 
theoretical analysis and simulation results show that: an attractive feature of our scheme is that N-PID regu-
lators with asymptotic stable integral actions have the faster convergence, better flexibility and stronger ro-
bustness with respect to uncertain and varying-time payload, and then the optimum response can be achieved 
by a set of control parameters in the whole control domain, even under the case that the payload is changed 
abruptly. 
 
Keywords: Manipulators, Robot Control, PID Control, N-PID Control, Global Stability 

 
1. Introduction 
 
It is well known that PID controllers can effectively deal 
with nonlinearity and uncertainties of dynamics, and 
asymptotic stability is achieved accordingly [1–3]. Hence, 
most robots employed in industrial operations are con-
trolled through PID controllers that introduce integral 
action by integrating the error. It is well known that inte-
gral-action controllers with this class of integrator often 
suffer a serious loss of performance due to integrator 
windup, which occurs when the actuators in the control 
loop saturate. Actuator saturation not only deteriorates 
the control performance, causing large overshoot and 
long settling time, but also can lead to instability, since 
the feedback loop is broken for such saturation. To avoid 
this drawback, various PID-like controllers have been 
proposed to improve the transient performance. For ex-
ample, PID controllers consisting of a saturated-P, and 
differential feedback plus a PI controller driven by a 
bounded nonlinear function of position errors [4], a lin-
ear PD feedback plus an integral action of a nonlinear 
function of position errors [5], a linear derivative feed-
back plus a PI term driven by a nonlinear function of 
position errors [1], a linear PD feedback plus double in-
tegral action driven by the positions error and the filtered 

position [6], a linear PD feedback plus an integral action 
driven by PD controller [7], and a linear PD feedback 
plus an integral action driven by NP-D controller [8], are 
presented recently. 

In this paper, we propose a set of new global position 
controllers for robots which do not include their dynam-
ics in the control laws. Motivated by the idea that is in-
troducing the nonlinear action of the position errors into 
PD-NI controller [5] and modifying the nonlinear inte-
gral action via injection of the required damping so that 
the transient performance of the closed-loop system may 
be improved, we develop a set of new N-PID-like regu-
lators consisting of a linear combination of the propor-
tional control mode, derivative control mode, nonlinear 
control mode shaped by a nonlinear function of position 
errors, linear integral control mode driven by differential 
feedback, and nonlinear integral control mode driven by 
a nonlinear function of position errors. The simple ex-
plicit conditions on the regulator gains to ensure global 
asymptotic stability are provided. 

Throughout this paper, we use the notation )(Am  
and )(AM  to indicate the smallest and largest eigen-
values, respectively, of a symmetric positive define 
bounded matrix )(xA , for any . The norm of vec-
tor 

nRx
x  is defined as xTxx  , and that of matrix A  
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is defined as the corresponding induced norm 

 AAA T
M . 

The remainder of the paper is organized as follows. 
Section 2 summarizes the robot model and its main 
properties. Our main results are presented in Sections 3 
and 4, where we briefly review some known PID-like 
control laws and present a set of new N-PID-like control 
laws, and then provide the conditions on the controller 
gains to ensure global asymptotic stability, respectively. 
Simulation examples are given in Section 5. Conclusions 
are presented in Section 6. 

2. Problem Formulation 

The dynamic system of an n-link rigid robot manipulator 
system [1] can be written as: 

uqgqDqqqCqqM  )(),()(           (1) 

where  is the  vector of joint positions,  is the 

 vector of applied joint torques,  is the 

symmetric positive define inertial matrix,  

is the  vector of the Coriolis and centrifugal 
torques,  is the  positive define diagonal fric-
tion matrix, and  is the  vector of gravita-

tional torques obtained as the gradient of the robot po-
tential energy  due to gravity.  

q

n

1n

n
(qg

)(q

u

)

C(

1n

nn
(qM

qqq ),

1
D n

) 1n

U

A list of properties [1] of the robot dynamic model (1) 
is recalled as follows: 

)()()(0 MqMM Mm             (2) 

  0),(2)(   qqCqMT          (3) nR

22
),(0 qCqqqCqC Mm       (4) nRqq  ,

where  and  are all positive constants. mC MC

For the purpose of this paper, it is convenient to in-
troduce the following definition and properties [5]. 

Definition 1: ),,( xF   with 01  , 0 , and 

denotes the set of all continuous differential in-
creasing functions, 

nRx

T
nxfxfxf )](,),([)( 1  such that 

|||)(||| xxfx     |:| xRx  

  |)(| xf    |:| xRx  

0)()/(1  xfdxd                    (5) 

where  stands for the absolute value. || 
Figure 1 depicts the region allowed for functions be-

longing to set ),,( xF  . For instance, the tangent hyper-

bolic function belongs to set  and the 

Arimoto sine function, whose entries are given as follows: 

),1),1(tanh( xF














2/1

2/||)sin(

2/1

)(





xif

xifx

xif

xf           (6) 

which belongs to set . ),1),1(sin( xF

The important properties of function  belonging 

to set 

)(xf

),,( xF   are now established. 

The function  satisfies for all , )(xfxT nRx

0)( xfxT                  (7) 

The Euclidean norm of  satisfies for all)(xf nRx , 
22 ||||||)(|| xxf                 (8) 

nxf ||)(||                 (9) 

Throughout this paper, we use the notation dqqq 

PK DK

, 

to indicate the position errors,  is the desired joint 

position, which is assumed to be constant; , , 

, , ,  and  are all positive define 

diagonal 

dq

SK PfK

n
IK

n
IPK IDK

  matrices. 

3. N-PID-Like Control Laws 

3.1. PID-Like Control Law Review 
 
To put our contribution in perspective, we will briefly 
review some known PID-like control laws, as follows: 

1) Semiglobally stable PID control law [1], 


t

IDP dqKqKqKu
0

)(  . 

2) Globally stable PD-NI control law [1], 

 
t

IDP dqKqKqKu
0

))(tanh(  . 

where )tanh(  is the hyperbolic tangent vector function. 

3) Globally stable PD-NPI control law [1], 

 
t

ISDP dqsKqsKqKqKu
0

))(()(  . 

 

 
Figure 1. ),,( xF   functions. 
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where  is the differential function of a class of ap-

proximate potential energy function. 

)(s

4) Semiglobally stable PI2D control law [6], 

 
t

IDP dqqKqKqKu
0

)]()([   . 

5) Semiglobally stable PD-IPD control law [7], 

 
t

IDIPDP dqKqKqKqKu
0

)]()([   . 

6) Globally stable PD-INP-D control law [8], 

 


t

IDIP

DP

dqKqK

qKqKu

0
)]())(tanh([  


. 

7) Globally stable SP-D-NPI control law [4], 

 


t

bI

bPfDP

dqfK

qfKqKqsatKu

0
))((

)()(




. 

where  is the normal saturated function and 

 is a bounded nonlinear function. 

)(sat

)(bf

8) Globally stable PD-NI control law [5], 

 
t

IDP dqfKqKqKu
0

))((        (10) 

where  is a continuous differential increasing 

bounded functions shown in Figure 1. 

)(f

Most of the present industrial robots are controlled 
through PID-like controllers above. Although these con-
trollers have been shown in practice to be effective for 
position control of robot manipulators, unfortunately 
most of them often suffer a serious loss of performance, 
that is, causes large overshoot and long settling time due 
to unlimited integral action.  

Based on the above fact, we get intuitively an idea that 
the transient performance of the closed-loop system may be 
improved if the nonlinear action of position errors is intro-
duced into the control law (10) and the damping is injected 
into its integrator. Following this idea, a set of novel 
N-PID-like regulators is developed in the next subsection. 
 
3.2. Our N-PID Control Laws 
 
The new nonlinear PID control laws are proposed as fol-
lows, 

 


t

IDIP

PfDP

dqKqfK

qfKqKqKu

0
)]())(([

)(

 


         (11) 

It is worthy to note that the control law above is con-
sisting of a linear combination of the proportional control 
mode, derivative control mode, nonlinear control mode, 
linear integral control mode and nonlinear integral control 
mode. Hence, based on the five control modes above, five 
differential N-PID-like control laws with the same stability 

as the control law (11) can be derived, as follows: 

 
t

IDIPDP dqKqfKqKqKu
0

)]())(([    

(12) 

 


t

IDIP

PfD

dqKqfK

qfKqKu

0
)]())(([

)(

 


       (13) 

 
t

IDIPD dqKqfKqKu
0

)]())(([       (14) 

 
t

IPDP dqfKqKqKu
0

))((        (15) 

 
t

IPPfDP dqfKqKqKqKu
0

))(()(    (16) 

Discussion 1: It is obvious that the control law (11) 
can be simplified to other PID-like control laws such as 
P-NI control, NPI control, PD-INP-D control [8], and so on. 
Moreover, the control law (15) is the same as the one (10) 
reported by [5]. This shows that the control law (11) is a 
natural extension of them and implies that its application 
is not limited in the robots, too. 

Discussion 2: Notice that the integral actions in con-
trol laws (10) and (11) can be rewritten as 

)( qfKI   and qKqfK IDIP   )( , respec-
tively. From this, it is easy to see that the latter has the 
same stability as the one presented by [7,8], that is, they 
are all asymptotically stable but the former has the same 
stability as the classical integral action, qKI

IP

, 
that is, they are all only stable. This means that the con-
troller (11)-(14) should have faster convergence, better 
flexibility than the one (10), and then the controller 
(11)-(14) can yield higher performance of control, too. 
Moreover, integrator windup can be avoided by choosing 
suitable parameters K  and IDK . 

Discussion 3: Compared to the classical PID con-
trol and PD-NI control [5], the following observations 
can be made during the control process: when 

0)(  qKqfK IDIP  , the integral action remains con-

stant; if the integral action is large,  increases, and 
then the integral action instantly decreases, vice versa. 
However, the integral action produced by the classical or 
nonlinear integrator [5] always increases as long as the 
error does not cross over zero, only when the error 
crosses over zero, the integral action will start to de-
crease. This shows that the control laws with the asymp-
totically stable integrator should have the faster conver-
gence and better flexibility, and then can yield higher 
transient performance, once again. 

q

4. Stability Analysis 

For analyzing the stability of the closed-loop system, it is 
convenient to introduce the following notation. 

Defining , )]0()([))(()( 1

0
qKqgKdqftz IDdIP

t
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and then the control law (11) can be rewritten as, 

)()(

)(

dIPPf

DIDP

qgzKqfK

qKqKKu


 

          (17) 

The closed-loop system dynamics is obtained by sub-
stituting the control action  from (17) into the robot 
dynamic model (1), 

u

0)()(

)()()(),()(




qfKzKqKK

qgqgqDKqqqCqqM

PfIPIDP

dD 
  (18) 

From the closed-loop system dynamics above, it is 
easy to see that the origin nTTTT Rzqq 30),,(    is 

the unique equilibrium point. 
Now, the objective is to provide conditions on the con-

troller gains , , PK DK
PfK , 

IPK and IDK  ensuring 

global asymptotic stability of the unique equilibrium 
point. This is established in the following. 

Theorem: Consider the robot dynamics (1) together 
with control law (11). There exists positive constant  
small enough, and choose the gain matrices , , 

,  and  such that 

a

DPK K

PfK IPK IDK

IMKKK MIPIDP )(4             (19) 

2||||)(
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qgqqUqU

IPIDP
T

d
T

d




    (20) 
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qKKKqf
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IPIDP
T
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T

d
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   (21) 

 InCMDK MMD   )(            (22) 

hold, and then the closed-loop system (18) is globally 

asymptotically stable, i.e. 0lim 


q
t . 

Proof: To carry out the stability analysis, we consider 
the following Lyapunov function candidate: 
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where ; , and  are the diagonal 

element of the matrices ,  and , respec-

tively. 

ii qx  PfiK DiK

K
iD

DKPf D

1) Positive definition of Lyapunov function candidate. 
Now, considering the following inequality, and using 

(8), we have, 
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Substituting (20) and (24) into (23), and using (7) and 

(19), for any , we obtain, 0),,(  TTTT zqq 
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         (25) 

This shows that the Lyapunov function candidate (23) 
is positive define.  

2) Time derivative of Lyapunov function candidate. 
The time derivative of Lyapunov function candidate (23) 

along the trajectories of the closed-loop system (18) is, 

)()())((

)()()(

)()()()(
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qzKqzqDKKqf
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Substituting )( qfz  , and  from (18) into 

(26), and using (3), we have, 

qqM )(

)()(

))((

)]()()[(),()(

)())(()(

qfKqf

qKKKqf

qgqgqfqqqCqf

qqMqqfqDKqV
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T

IPIDP
T

d
TT

T
D

T












     (27) 

Now, using (2) and (5), we get, 
2||||)()())(( qMqqMqqf M

T            (28) 

By using (4) and (9), we obtain, 
2||||),()( qnCqqqCqf M

TT          (29) 

Incorporating (21), (28) and (29) into (27), we obtain, 

2||)(||

))((

qfa

qInCIMDKqV MMD
T



  
   (30) 

From (22), (30) and , we can conclude .  0a 0V
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rge 

 and 

, in th

he n

Using the fact that the Lyapunov function candidate 
(23) is a positive define function and its time derivative 
is a negative semi define function, we conclude that the 
equilibrium point of the closed-loop system (18) is stable. 

In fact,  means  and . By invoking 

the LaSalle’s invariance principle, it is easy to know that 

the equilibrium point is globally asymp-

totically stable, i.e., . 

0V 0q

),( TT qq 
0


q

0q

0T

lim
t

Remark 1: For the control laws (12)-(16), the globally 
asymptotically stable results can be derived under some 
similar sufficient conditions presented by (19)-(22). The 
proof can follow the similar argument and procedure. It 
is omitted because of the limited space. 

Discussion 4: From the proof procedure above, it is 
easy to see that: 1) if we chooses gain matrix, IDK  la

enough, the linear term, qK P the nonlinear term, 

fK Pf e control law (11) is not necessary for 

guaranteeing global asymptotic stability of the closed- 
loop system and this means that the global asymptotic 
stability can still be ensured by the simplified form of the 
control law (11); 2) on the other hand, with the linear 
term, qKP , and t linear term, )( qfK Pf

,

on

)( q

 , it is 

at the condition (19)-(21) is more easily satis-
fied and this results in that the control engineers have 
more freedom to choose the controller parameters, and 
then make them more easily tune a high performance 
controller. 

obvious th

 
5. Simulations 
 
To illustrate the effect of the controller given in this pa-
per, two-link manipulators shown in Figure 2 are consid-
ered. The dynamics (1) is of the following form [9] 








222112
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uGqqFqFqMqM
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where: ,  )cos(2)( 2212
2
22

2
12111 qllmlmlmmM 

 , , 2
2222 lmM  )cos( 2212

2
2212 qllmlmM 
)sin( 22121211 qllmFF  , 

)sin()sin()( 212211211 qqglmqglmmG 
)sin( 21222 qqglmG 

 

. 

The normal parameter values of the system are se-

lected as: , , 2 . kgmm 121  mll 121  /10 smg 
The desired (set point) positions are chosen as:  
when , ,st 10 11 dq 12 dq ;  

when , , ;  sts 2010  31 dq 22 dq

when , .  st 20 021  dd qq

The simulation is implemented by using the control 
laws (11) and (14), respectively. In simulation, Arimoto 

 
Figure 2. The two-link robot manipulators. 

sine function (6) is used as the nonlinear function of the 
control laws. 

The gain matrices of the control law (11) are selected as: 
)310,310(diagK P  , ,  )150,150(diagKD 
)500,500(diagKIP  , ,  )200,200(diagKID 

and )100,100(diagKPf  . 

The gain matrices of the control law (14) are given as: 

)30,60(diagK D  ,  , )500,1000(diagKIP 

and )600,1250(diagKID   . 
The simulations with sampling period of 2ms are im-

plemented. Figures 3 and 5 present the response of the 
robot manipulators under the normal parameters. Figures 
4 and 6 are the simulation results under the case that the 
mass  is substituted for  when kgm 12 

st 20
kgm 32 

s10  , corresponding to moving payload of 2kg. 
From the simulation results, it is easy to see that:  
1) The optimum response can all be achieved, respec-

tively, by the control laws (11) and (14) with a set of 
control parameters in the whole domain of interest, even 
under the case that the payload is changed abruptly;  

2) These tow controllers used in simulation all have 
the faster convergence, better flexibility and stronger 
robustness with respect to uncertain payload, which 
means that the controllers (12) and (13) should have the 
same high performance of control as the controllers (11) 
and (14) because they all employ the same integrators; 

3) Comparing the Figures 3 and 5, the controller (11) 
is easier to achieve the control of high speed and high 
performance than the controller (14) because the former 
has two freedom parameters. 

 
Figure 3. Under normal parameters, the simulation results 
with controller (11). 
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exact knowledge of the payload. An attractive feature of 
our scheme is that the control laws with the asymptoti-
cally stable integrators have the faster convergence, bet-
ter flexibility and stronger robustness with respect to 
uncertain and varying-time payload, and then the opti-
mum response can be achieved. The explicit conditions 
on the regulator gains to ensure global asymptotic stabil-
ity of the overall closed-loop system are given in terms 
of some information exacted from the robot dynamics. 
Our findings have been corroborated numerically on a 
two DOF vertical robot manipulators.  
 Figure 4. Under perturbed parameters, corresponding to 

moving payload, the simulation results with controller (11). 7
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Abstract 
 
The focusing properties of azimuthally polarized hyperbolic-cosine-Gaussian (ChG) beam are investigated 
theoretically by vector diffraction theory. Results show that the intensity distribution in focal region of azi-
muthally polarized ChG beam can be altered considerably by decentered parameters, and some novel focal 
patterns may occur for certain case. On increasing decentered parameters, ring shape of focal pattern can 
evolve into four-peak focal pattern, and azimuthal field component affects focal pattern more significantly 
than radial field component. Optical gradient force is also calculated to show that the focusing properties 
may be used in optical tweezers technique. 
 
Keywords: Focusing Properties, Hyperbolic-Cosine-Gaussian Beam, Vector Diffraction Theory 

 
1. Introduction 

Laser beams with cylindrical symmetry in polarization 
have attracted many researchers recently for their inter-
esting properties and applications. And these beams are 
called cylindrical vector beams and can be generated by 
active or passive methods [1–4]. Due to the polarization 
symmetry, the electric field at the focus has unique po-
larization properties. K. S. Youngworth and T. G. Brown 
calculated cylindrical-vector fields [2], which shows that, 
in the particular case of a tightly focused radially polar-
ized beam, the polarization shows large inhomogeneities 
in the focal region, while the azimuthally polarized beam 
has purely transverse field in focal region. Focus shaping 
technique is also reported by using generalized cylindrical 
vector beams [3], in which a generalized cylindrical vec-
tor beam can be decomposed into radially polarized and 
azimuthally polarized components. And a generalized 
cylindrical beam can be generated from a radially polar-
ized or an azimuthally polarized light using a two-half- 
wave-plate polarization rotator.  

On the other hand, although Gaussian beam is famil-
iar to researchers, it is only one kind of solution of the 
Helmholtz equation. The more general solution is Her-
mite-Sinusoidal-Gaussian beams, which was introduced 
by Casperson and coworkers [5,6]. Hyperbolic-cosine- 
Gaussian beams are regarded as the special case of 
Hermite-sinusoidal-Gaussian beams, and are of practi-
cal interest because their profiles can be altered by 

choosing suitable beam parameters in cosh parts [7]. 
Propagation and focusing properties of hyperbolic-cosine- 
Gaussian beams have become the object of some works 
[8–12]. To investigate focusing properties of this kind 
of light beam with azimuthally polarized distribution is 
very interesting, which may deepen understanding of its 
properties and expand application. In this paper, the 
focusing properties of the azimuthally polarized hyper-
bolic-cosine-Gaussian (ChG) beam are investigated 
theoretically by vector diffraction theory. In Section 2, 
the principle of the focusing system is given. And re-
sults and discussions are shown in Section 3. Conclu-
sions are summarized in Section 4. 

2. Principle of the Focusing Azimuthally  
Polarized ChG Beam 

In the focusing system we investigated, focusing beam is 
azimuthally polarized ChG beam whose value of trans-
verse optical field is same as that of the scalar ChG beam, 
and its polarization distribution turns on azimuthally 
symmetric. Therefore, in the cylindrical coordinate sys-
tem  0,,r  the field distribution  0,,rE


 of the azi-

muthally polarized ChG beam is written as [1–3], 

    nrErE

 0,,0,, 00            (1) 

where n


 is the azimuthal unit vector of polarized di-
rection. Term  0,,0 rE  is optical field value distribu-
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tion and can be written in the form [7–9], 

     yxByxE yx  coshcosh0,, )exp(
2
0

22


yx 

  

(2) 

where cosh is hyperbolic-cosine function, 0  is the 

waist width of the beam. And B is a constant. 
x  and 

 indicate decentered parameters of ChG beam. Ac-

cording to vector diffraction theory, the electric field in 
focal region of azimuthally polarized ChG beam is [13], 

y

   eEeEzE


,,            (3) 

where e


 and e


 are the unit vectors in the radial and 

azimuthal directions, respectively. To indicate the posi-
tion in image space, cylindrical coordinates  z,,  

with origin 0 z  located at the paraxial focus are 

employed. Eρ and EΦ are the amplitudes of two orthogo-
nal components and can be expressed as: 
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0 0 sinsincos,, E
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    ddzik  cossincosexp          (4) 

   



 

 


  0

2

0 0 cossincos,, E
iA

zE

     ddzik  cossincosexp        (5) 

where θ and φ denote the tangential angle with respect to 
the z axis and the azimuthal angle with respect to the x 
axis, respectively. k is wave number. α=arcsin(NA) is 
convergence angle corresponding to the radius of inci-
dent optical aperture. In order to make focusing proper-
ties clear and simplify calculation process, after simple 
derivation, Equation 2 can be rewritten as [11]: 

   ,E      cossincosh 1  
xNAB  

     sinsincosh 1  
yNA  

 











22

2sin
exp

wNA


                       (6) 

where 
00 rw   is called relative waist width. Pa-

rameters βx=rpΩx and βy=rpΩy in this paper are called 
decentered parameters of azimuthally polarized ChG 
beam. Substitute the Equation 6 into Equations 4 and 5, 
we can obtain: 
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The optical intensity in focal region is proportional to the 
modulus square of Equation 3. Based on the above equa-
tions, focusing properties of azimuthally polarized ChG 
beam can be investigated in detail. 

3. Results and Discussions 

Without loss of validity and generality, it was supposed 
that NA=0.95 and w=1. Firstly, the intensity distributions 
in focal region of azimuthally polarized ChG beam under 
condition of different decentered parameters are calcu-
lated and illustrated in Figure 1. It should be noted that 
β=βx=βy, and the distance unit in all figures in this paper 
is k-1, where k is the wave number of incident beam. The 
azimuthal angle ranges from -π to π in azimuthal coordi-
nate. It can be seen from Figure 1 that the intensity dis-
tribution turns on one ring shape in focal plane for small 
decentered parameter β, which is similar to that for Gaus-
sian beam. On increasing β, the focal pattern changes very 
remarkably, from one ring focal pattern to four-peak fo-
cal pattern, and these four intensity peaks overlap very 
considerably, as shown in Figure 1(b). Increase decen-
tered parameter β continuously, there appear several 
weak overlapping intensity peaks outside of the center 
four-peak overlapping focal pattern, in addition, multiple 
dark focal spots occur between inner four-peak focal 
pattern and outer multiple overlapping intensity pattern. 
And dark focal spots get more obvious on increasing β, 
such as in Figure 1(f). From above focal pattern evolu-
tion, we can see that intensity distribution in focal region 
of azimuthally polarized ChG beam can be altered con-
siderably by decentered parameters, and some novel fo-
cal patterns may occur. 

In order to understand the focusing properties deeply, 
the different optical field components in focal region are 
also investigated. And one calculation example is given 
here. Figure 2 illustrates the radial field component for 
β=2 and β=17, and the corresponding azimuthal field 
component is given in Figure 3.  

The radial field component distribution turns multiple 
optical intensity peaks outside of optical axis, and changes 
slightly under condition of different β. While, azimuthal 
field component distribution changes very considerably on 
increasing β, evolving from one focal ring pattern to mul-
tiple overlapping optical intensity peaks in focal plane. 
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(a)                                                 (b) 

       
(c)                                                 (d) 

      
(e)                                                 (f) 

Figure 1. Intensity distributions in focal region for (a) β=2, (b) β=5, (c) β=8, (d) β=11, (e) β=14, and (f) β=17, respectively. 
 

By comparing Figures 2 and 3 with Figure 1, it can be 
seen that azimuthal field component distribution is very 
similar to total focal pattern. Therefore, azimuthal field 
component affects focal pattern more significantly than 
radial field component, namely, azimuthal field compo-
nent decides optical intensity distribution in focal region 
of the azimuthally polarized ChG beam. 

Now, the possible application of focusing of azimuth-
ally polarized ChG beam is discussed. Optical tweezers 
have been increasingly valuable tool for research and 
accelerated many major advances in numerous areas of 
science [14–17]. In optical tweezers system, it is usually 
deemed that the forces exerted on the particles in light 
field include two kinds of forces, one is the gradient 

force, which is proportional to the intensity gradient; the 
other is the scattering force, which is proportional to the 
optical intensity [16]. So, the tunable focal pattern pre-
dicts that the optical trap may be controllable. The gra-
dient force trap is necessary condition for constructing 
the optical trap and can be expressed as [16] 

  2

2

232

,,
2

1

2
zE

m

mrn
F b

grad 













     (9) 

where r is the radius of trapped particles, nb is the refrac-
tion index of the surrounding medium, and , the rela-
tive index of refraction, equals to the ratio of the refrac-
tion index of the particle np to the refraction index of the  

m
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(a)                                                   (b) 

Figure 2. Radial field component for (a) β=2 and (b) β=17, respectively. 

      
(a)                                                  (b) 

Figure 3. Azimuthal field component for (a) β=2 and (b) β=17, respectively. 

     
(a)                                        (b) 

Figure 4. Optical gradient force for (a) β=2 and (b) β=5, respectively. The arrows indicate the direction of optical gradient 
force in focal region. 
 
surrounding medium nb. Gradient force Fgrad points in the 
direction of the gradient of the light intensity for np>nb. 
The optical gradient force can be computed numerically 
by substituting Equation 3 into Equation 9. Figure 4 illus-
trates the optical gradient force for β=2 and β=5. The ar-
rows indicate the direction of optical gradient force in fo-
cal region. There is one ring optical trap for β=2, and mul-
tiple optical traps under condition of β=5. Decentered pa-
rameters can change focal pattern very remarkable. There- 
fore, the focusing properties of azimuthally polarized ChG 
beam can be constructed to tunable optical traps. 

4. Conclusions 

The focusing properties of azimuthally polarized ChG 
beam are investigated theoretically by vector diffraction 
theory. Simulations results show that the intensity distri-
bution in focal region of azimuthally polarized ChG 
beam can be altered considerably by decentered parame-
ters and some novel focal patterns may occur. For in-
stance, ring focal pattern, four-peak focal pattern, and 
dark focal spot. On increasing decentered parameters, 
ring shape of focal pattern can evolve into four-peak fo-
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cal pattern, which may be used to construct tunable opti-
cal tweezers. In addition, azimuthal field component af-
fects focal pattern more significantly than radial field 
component. 
 
5. Acknowledgments 
 
This work was supported by National Basic Research 
Program of China (2005CB724304), National Natural 
Science Foundation of China (60708002, 60807007, 
60871088, 60778022), China Postdoctoral Science Foun-
dation (20080430086), Shanghai Postdoctoral Science 
Foundation of China (08R214141), and Shanghai Lead-
ing Academic Discipline Project (S30502). 
 
6
 

. References 

[1] Q. Zhan, “Cylindrical vector beams: From mathematical 
concepts to applications,” Advances in Optics and 
Photonics, Vol. 1, pp. 1–57, 2009. 

[2] K. S. Youngworth and T. G. Brown, “Focusing of high 
numerical aperture cylindrical-vector beams,” Optics Ex- 
press, Vol. 7, pp. 77–87, 2000. 

[3] X. Gao, J. Wang, H. Gu, and W. Xu, “Focusing 
properties of concentric piecewise cylindrical vector 
beam,” Optik, Vol. 118, pp. 257–265, 2007. 

[4] G. Zhou, Y. Ni, and Z. Zhang, “Analytical vectorial 
structure of non-paraxial nonsymmetrical vector Gaussian 
beam in the far field,” Optics Communications, Vol. 272, 
pp. 32–39, 2007. 

[5] L. W. Casperson, D. G. Hall, and A. A. Tovar, “Sinusoidal- 
Gaussian beams in complex optical systems,” Journal of 
Optical Society of America A, Vol. 14, pp. 3341–3348, 
1997. 

[6] L. W. Casperson and A. A. Tovar, “Hermite-sinusoidal- 
Gaussian beams in complex optical systems,” Journal of 

Optical Society of America A, Vol. 15, pp. 954–961, 
1998. 

[7] X. Du and D. Zhao, “Elliptical cosh-Gaussian beams,” 
Optics Communications, Vol. 265, pp. 418–424, 2006. 

[8] Z. Hricha and A. Belafhal, “Focusing properties and 
focal shift in hyperbolic-cosine-Gaussian beams,” Optics 
Communications, Vol. 253, pp. 242–249, 2005. 

[9] B. Lu and S. Luo, “Beam propagation factor of hard-edge 
diffracted cosh-Gaussian beams,” Optics Communications, 
Vol. 178, pp. 275–281, 2000. 

[10] B. Lu, H. Ma, and B. Zhang, “Propagation properties of 
cosh-Gaussian beams,” Optics Communications, Vol. 
164, pp. 165–170, 1999. 

[11] X. Gao, “Focusing properties of the hyperbolic-cosine- 
Gaussian beam induced by phase plate,” Physics Letters 
A, Vol. 360, pp. 330–335, 2006. 

[12] X. Gao and J. Li, “Focal shift of apodized tunrcated 
hyperbolic-cosine-Gaussian beam,” Optics Communications, 
Vol. 273, pp. 21–27, 2007. 

[13] S. Sato and Y. Kozawa, “Hollow vortex beams,” Journal 
of Optical Society of America A, Vol. 26, pp. 142–146, 
2009. 

[14] M. P. MacDonald, L. Paterson, K. V. Sepulveda, J. Arlt, 
W. Sibbett, and K. Dholakia, “Creation and manipulation 
of three-dimensional optically trapped structures,” Science, 
Vol. 296, pp. 1101–1103, 2002. 

[15] D. G. Grier, “A revolution in optical manipulation,” 
Nature, Vol. 424, pp. 810–816, 2003.  

[16] V. Garces-Chaves, D. McGloin, H. Melville, W. Sibbett, 
and K. Dholakia, “Simultaneous micromanipulation in 
multiple planes using a self reconstructing light beam,” 
Nature, Vol. 419, pp. 145–147, 2002. 

[17] K. Visscher and G. J. Brakenhoff, “Theoretical study of 
optically induced forces on spherical particles in a single 
beam trap I: Rayleigh scatterers,” Optik, Vol. 89, pp. 
174–180, 1992. 

 
 
 
 
 
 
 
 
 
 
 
 
 






	engineering -1
	ENG 2.2(Colour).pdf
	ENG 2.2. 目录
	journal information ENG Issue 2
	1 8100084
	2  8100085
	3 8100082
	4 8100083
	5 8100090
	6 8100095
	7 8100086
	8 8100097

	engineering -2



