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## Open Access


#### Abstract

We report accurate wavelengths for the three most intense lines (resonance line: $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S} 0-1 \mathrm{~s} 2 \mathrm{p}{ }^{1} \mathrm{P} 1$, intercombination line: $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S} 0-1 \mathrm{~s} 2 \mathrm{p}{ }^{3} \mathrm{P} 1$ and forbidden line: $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S} 0-1 \mathrm{~s} 2 \mathrm{~s}^{3} \mathrm{~S} 1$ ) along with wavelengths for the $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S} 0-1 \mathrm{~s} n \mathrm{p}^{1} \mathrm{P} 1$ and ${ }^{1} \mathrm{~S} 0-1$ s $n \mathrm{p}{ }^{3} \mathrm{P} 2(2 \leq n \leq 25)$ transitions in He-like systems $(Z=2-13)$. The first spectral lines that belong to the above transitions are established in the framework of the Screening Constant per Unit Nuclear Charge method. The results obtained agree excellently with various experimental and theoretical literature data. The uncertainties in wavelengths between the present calculations and the available literature data are less than $0.004 \AA$. A host of new data listed in this paper may be of interest in astrophysical and laboratory plasmas diagnostic.
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## 1. Introduction

The helium-like isoelectronic series emit strong X-ray wavelengths. The most intense lines of these systems are the resonance line designated by $\omega$ (also labelled $r: 1 s^{2}{ }^{1} S_{0}-1 \mathrm{~s} 2 \mathrm{p}^{1} \mathrm{P}_{1}$ ), the intercombination lines $(x+y)$ (or $i: 1 s^{2}{ }^{1} S_{0}-$ $1 \mathrm{~s} 2 \mathrm{p}^{3} \mathrm{P}_{2,1}$ ) and the forbidden line $Z$ (or $f .1 \mathrm{~s}^{21} \mathrm{~S}_{0}-1 \mathrm{~s} 2 \mathrm{~s}^{3} \mathrm{~S}_{1}$ ). These three lines correspond to the transitions between the $n=2$ excited shell and the $n=1$ ground state shell. The determination of these lines is of great interest because the line ratios $f i$ and $(f+i) / r$ provided respectively electrons density $\left(n_{e} \sim 10^{8}-10^{13}\right.$ $\mathrm{cm}^{-3}$ ) and electrons temperature ( $T_{e} \sim 1-10 \mathrm{MK}$ ) as first shown by Gabriel and Jordan [1] and are widely used for collisional solar plasma diagnostics [1] [2] [3]. On the other hand, these line ratios enable also to determine the prevailed ioni-
zation processes (photo-ionization and/or collisional ionization) in the plasma [4] [5] [6]. Traditionally, He-like ions $f i$ line ratios have been used to derive electron densities of X-ray line-emitting regions since the populations of the $2^{3} \mathrm{P}$ level are controlled by collisional excitation from the $2^{3}$ S level [1]. At low density, the $n=2$ states are populated by electron excitation and then decay radiatively. Then, the relative intensities of the three lines are independent of the density [7]. Above the critical density ( $n_{\text {critit }}$ ) $\left(n_{\text {crit }} C \sim A, C\right.$ being the rate coefficient for collisional excitation $2^{3} S \rightarrow 2^{3} P$ and $A$ denotes the radiative transition probability of $2^{3} S \rightarrow 1^{1} S$ ), the $2^{3} \mathrm{~S}$ upper level of the forbidden line becomes to be depleted by collision to the $2^{3} \mathrm{P}$ upper levels of the intercombination line. As a result, when the electron density increases, the intensity of the forbidden line decreases strongly whereas that of the intercombination line increases. However, in the case of a strong UV radiation, the photo-excitation $2^{3} \mathrm{~S} \rightarrow 2^{3} \mathrm{P}$ becomes no negligible. Subsequently, the ratio ( $f(i)$ of the forbidden line on the intercombination line is no longer an electron density diagnostic. As concern the ratio ( $f+$ $i) / r$, it is sensitive to electron temperature as the dependence of the collisional excitation rates with the temperature for the resonance line is not the same for the forbidden and intercombination lines. In short, for plasma dominated by photo-ionization and recombination, the forbidden line (or the intercombination line at high density) becomes much stronger than the resonance line. In the case of plasma dominated by collisional ionization and excitation, the resonance line is stronger or comparable to the forbidden line and the intercombination line [4]. The following considerations indicate that the determination of the most intensive lines of Helium-like ions in the X-ray range is of great interest in laboratory and astrophysical plasma diagnostics.

On the experimental side, high-precision measurements of the energy difference between $S$ and $P$ levels in the helium isoelectronic series were made three decades ago. Robinson [7] presents measurements of the $1 \mathrm{~s}^{2} S_{0}-1 \mathrm{~s} n \mathrm{p}{ }^{1} P_{1}$ series of the Helium isoelectronic sequence for Be III, B IV and C V. Since that time, many experiments have been improved. Twelve lines in the region 20-100 $\AA$ belonging to the resonance series of Be III, B IV, C V and O VII are remeasured by Svensson [8] using spectrograms. Beiersdorfer et al. [9] use the tokamak plasmas from the Princeton Large Torus (PLT) high-resolution Johann spectrometer to report the $n=2 \rightarrow 1$ X-ray transitions of Helium-like potassium, scandium, titanium, vanadium, chromium, and iron ( $Z=19-26$ ) along with wavelengths belonging to the $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0}-1 \mathrm{~s} n \mathrm{p}{ }^{1} \mathrm{P}_{1}(n=3-5)$ transitions. Furthermore, Engtröm and Litzén [10] generate spectra of $\mathrm{C}, \mathrm{N}$ and O simultaneously by focusing 1 GW laser pulses on targets made of either ammonium hydrogen carbonate or ammonium oxalate and then determine the wavelengths of the $1 s^{2}{ }^{1} \mathrm{~S}-1 \operatorname{snp}{ }^{1} \mathrm{P}(n=2-4)$ resonance lines in N VI and O VII (17-30 ÅA) with uncertainties ranging from 0.2 to 0.7 mÅA. Bartnik et al. [11] measure the wavelengths of the $1 \mathrm{~s} n \mathrm{p}{ }^{1} \mathrm{P}-1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}(n=4-$ 10) transitions in He-like O VII in laser-produced gas puff plasmas with an accuracy measurement ranging between ( $1.5-3.0 \mathrm{~m} \AA$ ).

On the theoretical side, many techniques are presented. Acaad et al. [12] con-
struct wave function expanded in a triple series of Laguerre polynomials of the perimertric coordinates to study the S and P states of the helium isoelectronic sequence and report nonrelativistic wavelengths and total wavelengths including mass polarization relativistic and, the Lamb shift corrections for $Z=2-9$ belonging to the $1 \mathrm{~s} n \mathrm{p}{ }^{1} \mathrm{P}-1 \mathrm{~s}^{21} \mathrm{~S}(n=2-5)$ transitions. In addition, Safronova et al. [13] apply the MZ code through a perturbation theory based on hydrogen-like functions to compute wavelengths of highly charged He-like ions ( $Z=6-54$ ) for both satellite lines ( $1 \mathrm{~s} 2 P n l-1 s^{2} n^{\prime} l, n, n^{\prime}=2,3$ ) and ( $1 \mathrm{snp}{ }^{1,3} \mathrm{P}-1 \mathrm{~s}^{2}, n=2,3$ and $1 \mathrm{~s} 2 \mathrm{~s}^{1,3} \mathrm{~S}-1 \mathrm{~s}^{2}$ ) transitions. Additionally, the plasma simulation code CLOUDY is used by Porter [14] to present wavelengths of the UV, intercombination, forbidden, and resonance transitions oh He-like ions for $Z=6-14$ and for $Z=16,18$, 20 , and 26. But, as far as we know, the wavelengths cannot be directly determined within a single analytical formula for a whole members of He-like ions using one of the preceding method or one of the other existing computational techniques. Then, analytical spectral lines in two-electron systems such as the Balmer or the Lyman spectral lines of the hydrogen-like systems are not yet established. In this paper, we intend to present analytical spectral lines belonging to the resonance line: $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0}-1 \mathrm{~s} 2 \mathrm{p}{ }^{1} \mathrm{P}_{1}$ and intercombination line: $1 \mathrm{~s}^{2} \mathrm{~S}_{0}-1 \mathrm{~s} 2 \mathrm{p}$ ${ }^{3} \mathrm{P}_{2,1}$ along the $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0}-1 \mathrm{~s} n \mathrm{p}{ }^{1} \mathrm{P}_{1}(n \leq 10)$ transitions in the helium isoelectronic sequence. In our study, we use the Screening Constant per Unit Nuclear Charge (SCUNC) method suitable in the analysis of atomic spectra [15] [16]. All the results obtained in the present work compared very well to the available experimental and theoretical literature data. A host of data listed in this paper may be of interest in astrophysical and laboratory plasmas diagnostic.

In section 2, we present the theoretical procedure adopted in this work. In section 3, the presentation and the discussion of the results are made. A comparison of our results with available experimental and theoretical results is also made.

## 2. Theory

### 2.1. Brief Description of the SCUNC Formalism

In the framework of Screening Constant per Unit Nuclear Charge formalism, total energy of $\left(N \ell, n \ell^{\prime}\right)^{2 S+1} L^{\pi}$ excited states are expressed in the form (in rydberg units)

$$
\begin{equation*}
E\left(N \ell n \ell^{\prime} ;{ }^{2 S+1} L^{\pi}\right)=-Z^{2}\left(\frac{1}{N^{2}}+\frac{1}{n^{2}}\left[1-\beta\left(N \ell n \ell^{\prime} ;{ }^{2 S+1} L^{\pi} ; Z\right)\right]^{2}\right) \tag{1}
\end{equation*}
$$

In this equation, the principal quantum numbers $N$ and $n$, are respectively for the inner and the outer electron of He -isoelectronic series. In this equation, the $\beta$-parameters are screening constant by unit nuclear charge expanded in inverse powers of $Z$ and given by

$$
\begin{equation*}
\beta\left(N \ell n \ell^{\prime} ;{ }^{2 S+1} L^{\pi} ; Z\right)=\sum_{k=1}^{q} f_{k} \times\left(\frac{1}{Z}\right)^{k} \tag{2}
\end{equation*}
$$

where $f_{k}=f_{k}\left(N \ell n \ell^{\prime} ;{ }^{2 S+1} L^{\pi}\right)$ are parameters to be evaluated empirically.

### 2.2. Energies for the Ground State

For the ground state, Equations (1) and (2) give

$$
\begin{equation*}
E\left(1 s^{2} ; S_{0}\right)=-Z^{2}\left(1+\left\{1-\frac{f_{1}}{Z}-\frac{f_{2}}{Z^{2}}-\frac{f_{3}}{Z^{3}}\right\}^{2}\right) . \tag{3a}
\end{equation*}
$$

Using the experimental total energy of He I, Li II and Be III respectively (in eV) -79.01 [17], -198.09 [18] and -371.60 [18], the screening constants in Equation (4) are evaluated by use of the infinite rydberg energy $1 \mathrm{Ryd}=13.605698$ eV . We find then

$$
\begin{equation*}
E\left(1 s^{2} ;{ }^{1} S_{0}\right)=-Z^{2}\left(1+\left\{1-\frac{0.625085938}{Z}-\frac{0.031315676}{Z^{2}}-\frac{0.059849712}{Z^{3}}\right\}^{2}\right) \tag{3b}
\end{equation*}
$$

### 2.3. Spectral Lines of the $1^{1} \mathbf{S}_{0}-1 \mathrm{~s} 2 \mathrm{p}{ }^{1} \mathrm{P}_{1}$ Resonance Transition

During the $1 s^{2}{ }^{1} S_{0}-1 \mathrm{~s} 2 \mathrm{p}^{1,3} \mathrm{P}_{1}$ transitions, the energy of the system varies as

$$
\begin{equation*}
\Delta E=\frac{h c}{\lambda}=E\left(1 s 2 p ;{ }^{1,3} P_{1}\right)-E\left(1 s^{2} ;{ }^{1} S_{0}\right) . \tag{4}
\end{equation*}
$$

Using Equations (1) and (3b), we obtain from Equation (4)
For $2 \leq Z \leq 15$

$$
\begin{align*}
\frac{h c}{\lambda}= & Z^{2}\left(1+\left\{1-\frac{0.625085938}{Z}-\frac{0.031315676}{Z^{2}}-\frac{0.059849712}{Z^{3}}\right\}^{2}\right) \\
& -Z^{2}\left(1+\frac{1}{4}\left\{1-\frac{f_{1}}{Z}-\frac{f_{2} \times\left(Z-Z_{0}\right)}{Z^{2}}-\frac{f_{1}^{2} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)}{Z^{3}}\right.\right.  \tag{5a}\\
& \left.\left.-\frac{f_{1}^{2} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)^{2}}{Z^{4}}-\frac{f_{1} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)^{2}}{Z^{5}}\right\}^{2}\right)
\end{align*}
$$

In these equations, $Z_{0}$ and $Z_{0}^{\prime}$ denote the nuclear charge of the helium-like systems used in the empirical determination of the $f_{i}^{\prime}$-screening constants. On the basis of $h=6.626276 \times 10^{-34} \mathrm{~J} \cdot \mathrm{~s}, c=2.99792458 \times 10^{8} \mathrm{~m} / \mathrm{s}$ and $e=1.602189 \times 10^{-19} \mathrm{C}$ and using for $1 s^{2}{ }^{1} \mathrm{~S}_{0}-1 \mathrm{~s} 2 p^{3} \mathrm{P}_{1}$ the experimental wavelengths of $\mathrm{HeI}\left(Z_{0}=2\right)$ and that of Li II $\left(Z_{0}^{\prime}=3\right)$ respectively $584.3339 \AA$ [19] and $199.280 \AA$ [7], Equation (5a) gives $f_{1}=1.004778731$ and $f_{2}=0.026277861$. We obtain then explicitly

$$
\begin{align*}
\frac{1}{\lambda}= & Z^{2}\left(1+\left\{1-\frac{0.625085938}{Z}-\frac{0.031315676}{Z^{2}}-\frac{0.059849712}{Z^{3}}\right\}^{2}\right) \\
& -Z^{2}\left(1+\frac{1}{4}\left\{1-1.004778731 \frac{1}{Z}-0.026277861 \frac{Z-2}{Z^{2}}\right.\right. \\
& -0.000690525 \frac{(Z-2)^{2} \times(Z-3)}{Z^{3}}-0.000690525 \frac{(Z-2)^{2} \times(Z-3)^{2}}{Z^{4}}  \tag{5b}\\
& \left.\left.-0.026277861 \frac{(Z-2)^{2} \times(Z-3)^{2}}{Z^{5}}\right\}^{2}\right) \times 10973644.9
\end{align*}
$$

In Equation (5b), wavelengths are expressed in meters ( $m$ ) and the infinite rydberg energy $1 \mathrm{Ryd}=13.605698 \mathrm{eV}$ is used along with $1 \mathrm{eV}=1.602189 \times 10^{-19}$ J. So Ryd/hc=10973644.9 (m).

### 2.4. Spectral Lines of the $1 \mathrm{~s}^{\mathbf{2}} \mathbf{1}_{0}-1 \mathrm{~s} 2 \mathrm{p}^{3} \mathrm{P}_{1}$ Intercombination Transition

Using Equations (1) and (3b), Equation (4) yields for the $1 s^{2}{ }^{1} S_{0}-1 s 2 p{ }^{3} P_{1}$ intercombination transition

$$
\begin{align*}
\frac{h c}{\lambda}= & Z^{2}\left(1+\left\{1-\frac{0.625085938}{Z}-\frac{0.031315676}{Z^{2}}-\frac{0.059849712}{Z^{3}}\right\}^{2}\right) \\
& -Z^{2}\left(1+\frac{1}{4}\left\{1-\frac{f_{1}^{\prime \prime}}{Z}-\frac{f_{2}^{\prime \prime} \times\left(Z-Z_{0}\right)}{Z^{2}}-\frac{f_{2}^{\prime \prime 2} \times\left(Z-Z_{0}\right) \times\left(Z-Z_{0}^{\prime}\right)^{2}}{Z^{3}}\right.\right.  \tag{6a}\\
& \left.\left.-\frac{f_{2}^{\prime \prime 2} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)^{2}}{Z^{4}}-\frac{f_{2}^{\prime \prime 2} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)^{3}}{Z^{5}}\right\}^{2}\right)
\end{align*}
$$

Here again, $Z_{0}$ and $Z_{0}^{\prime}$ denote the nuclear charge of the helium-like systems used in the empirical determination of the $f_{i}^{\prime \prime}$-parameters. For $1 s^{2}{ }^{1} S_{0}-1 \mathrm{~s} 2 \mathrm{p}^{3} \mathrm{P}_{1}$, the experimental wavelengths of $\mathrm{He} \mathrm{I}\left(Z_{0}=2\right)$ and that of B IV $\left(Z_{0}^{\prime}=5\right)$ are respectively equal to $591.4121 \AA$ [19] and $61.0880 \AA$ [9] as quoted in Ref. [12], we obtain from Equation (6a) $\quad f_{1}^{\prime \prime}=0.967951498$ and $f_{2}=-0.06781546$.
Equation (6a) becomes then

$$
\begin{align*}
\frac{1}{\lambda}= & Z^{2}\left(1+\left\{1-\frac{0.625085938}{Z}-\frac{0.031315676}{Z^{2}}-\frac{0.059849712}{Z^{3}}\right\}^{2}\right) \\
& -Z^{2}\left(1+\frac{1}{4}\left\{1-0.967951498 \frac{1}{Z}+0.06781546 \frac{Z-2}{Z^{2}}\right.\right. \\
& -0.004598936 \frac{(Z-2) \times(Z-5)^{2}}{Z^{3}}-0.004598936 \frac{(Z-2)^{2} \times(Z-5)^{2}}{Z^{4}}  \tag{6b}\\
& \left.\left.-0.004598936 \frac{(Z-2)^{2} \times(Z-5)^{3}}{Z^{5}}\right\}^{2}\right) \times 10973644.9
\end{align*}
$$

### 2.5. Spectral Lines of the $1 s^{2}{ }^{1} S_{0}-1 s 2 s{ }^{3} S_{1}$ Forbidden Transitions

For the $1 \mathrm{~s}^{2} \mathrm{~S}_{0}-1 \mathrm{~s} 2 \mathrm{~s}^{3} \mathrm{~S}_{1}$ forbidden transitions, the spectral lines are given by

$$
\begin{align*}
\frac{h c}{\lambda}= & Z^{2}\left(1+\left\{1-\frac{0.625085938}{Z}-\frac{0.031315676}{Z^{2}}-\frac{0.059849712}{Z^{3}}\right\}^{2}\right) \\
& -Z^{2}\left(1+\frac{1}{4}\left\{1-\frac{f_{1}^{\prime \prime}}{Z}-\frac{f_{2}^{\prime \prime} \times\left(Z-Z_{0}\right)}{Z^{2}}-\frac{f_{2}^{\prime \prime 2} \times\left(Z-Z_{0}\right) \times\left(Z-Z_{0}^{\prime}\right)}{Z^{3}}\right.\right. \\
& -\frac{f_{2}^{\prime \prime 2} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)}{Z^{4}}-\frac{f_{2}^{\prime \prime 2} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)^{3}}{Z^{5}}  \tag{7a}\\
& \left.\left.-\frac{f_{2}^{\prime \prime 2} \times\left(Z-Z_{0}\right) \times\left(Z-Z_{0}^{\prime}\right)^{3}}{Z^{6}}\right\}^{2}\right)
\end{align*}
$$

For $1 \mathrm{~s}^{2} \mathrm{~S}_{0}-1 \mathrm{~s} 2 \mathrm{~s}{ }^{3} \mathrm{~S}_{1}$, the experimental wavelengths from NIST [20] for He I $\left(Z_{0}=2\right)$ and for Li II ( $Z_{0}^{\prime}=3$ ) are respectively equal to $625.563 \AA$ and $210.069 \AA$. Equation (7a) provides then $f_{1}^{\prime \prime}=0.816109425$ and $f_{2}^{\prime \prime}=-0.079252785$. Equation (7a) becomes explicitly

$$
\begin{align*}
\frac{h c}{\lambda}= & Z^{2}\left(1+\left\{1-\frac{0.625085938}{Z}-\frac{0.031315676}{Z^{2}}-\frac{0.059849712}{Z^{3}}\right\}^{2}\right) \\
& -Z^{2}\left(1+\frac{1}{4}\left\{1-\frac{0.816109425}{Z}-\frac{0.079252785 \times(Z-2)}{Z^{2}}\right.\right. \\
& -\frac{0.006281003 \times(Z-2) \times(Z-3)}{Z^{3}}-\frac{0.006281003 \times(Z-2) \times(Z-3)}{Z^{3}}  \tag{7b}\\
& -\frac{0.006281003 \times(Z-2)^{2} \times(Z-3)^{2}}{Z^{4}}-\frac{0.006281003 \times(Z-2)^{2} \times(Z-3)^{3}}{Z^{5}} \\
& \left.\left.-\frac{0.006281003 \times(Z-2) \times(Z-3)^{3}}{Z^{6}}\right\}^{2}\right) \times 10973644.9
\end{align*}
$$

### 2.6. Spectral Lines of the $1 s^{2}{ }^{1} \mathrm{~S}_{0}-1 \operatorname{snp}{ }^{1} \mathrm{P}_{1}$ Transitions

Following the same reasoning above, we express from Equations (1) and (2) total energies belonging to the $1 s n p^{1} \mathrm{P}_{1}$ levels

$$
\begin{align*}
E\left(1 s n p ;{ }^{1} P_{1}\right)= & -Z^{2}\left(1+\frac{1}{n^{2}}\left\{1-\frac{f_{1}}{Z(n-1)}-\frac{f_{2}}{Z}-\frac{f_{3} \times\left(Z-Z_{0}\right)}{Z^{2} n^{2}}\right.\right. \\
& \left.\left.-\frac{f_{3} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)}{Z^{3}}-\frac{f_{3} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)^{2}}{Z^{4}}\right\}^{2}\right) \tag{8a}
\end{align*}
$$

For the $1 \mathrm{~s}^{2} \mathrm{~S}_{0}-1 \mathrm{~s} n \mathrm{p}^{1} \mathrm{P}_{1}$ transitions, we get

$$
\begin{align*}
\frac{h c}{\lambda}= & Z^{2}\left(1+\left\{1-\frac{0.625085938}{Z}-\frac{0.031315676}{Z^{2}}-\frac{0.059849712}{Z^{3}}\right\}^{2}\right) \\
& -Z^{2}\left(1+\frac{1}{n^{2}}\left\{1-\frac{f_{1}}{Z(n-1)}-\frac{f_{2}}{Z}-\frac{f_{3} \times\left(Z-Z_{0}\right)}{Z^{2} n^{2}}\right.\right.  \tag{8b}\\
& \left.\left.-\frac{f_{3} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)}{Z^{3}}-\frac{f_{3} \times\left(Z-Z_{0}\right)^{2} \times\left(Z-Z_{0}^{\prime}\right)^{2}}{Z^{4}}\right\}^{2}\right)
\end{align*}
$$

For $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0}-1 \mathrm{~s} 3 \mathrm{p}{ }^{3} \mathrm{P}_{1}$ and $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0}-1 \mathrm{~s} 4 \mathrm{p}{ }^{3} \mathrm{P}_{1}$ transitions, the corresponding experimental wavelengths of $\operatorname{Li} \operatorname{II}\left(Z_{0}=3\right)$ are respectively equal to $178.014 \AA$ and $171.575 \AA$ [7]. In addition, for Be III ( $Z_{0}^{\prime}=4$ ), the wavelength for to the $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0}$ $1 \mathrm{~s} 3 \mathrm{p}{ }^{3} \mathrm{P}_{1}$ transition is $88.314 \AA$ [7]. Using these wavelengths, we get from Equation (8b) $f_{1}=0.011679205, f_{2}=1.003675341$, and $f_{3}=0.008177868$. The spectral lines belonging to the $1 s^{2} S_{0}-1 s n p^{1} P_{1}$ transitions is then in the shape.

$$
\begin{align*}
\frac{1}{\lambda}= & Z^{2}\left(1+\left\{1-\frac{0.625085938}{Z}-\frac{0.031315676}{Z^{2}}-\frac{0.059849712}{Z^{3}}\right\}^{2}\right) \\
& -Z^{2}\left(1+\frac{1}{n^{2}}\left\{1-0.011679205 \frac{1}{Z(n-1)}-1.003675341 \frac{1}{Z}\right.\right. \\
& -0.008177868 \frac{Z-3}{Z^{2} n^{2}}-0.008177868 \frac{(Z-3)^{2} \times(Z-4)}{Z^{3}}  \tag{8c}\\
& \left.\left.-0.008177868 \frac{(Z-3)^{2} \times(Z-4)^{2}}{Z^{4}}\right\}^{2}\right) \times 10973644.9
\end{align*}
$$

Before presenting and discussing the results obtained in this work, let us first move on explaining how electron-electrons and relativistic effects are accounted in the present SCUNC formalism. As mentioned previously [16] in the framework of the SCUNC formalism, all the relativistic corrections in many electron systems are incorporated in the $\beta$-parameters. To enlighten this point, let us move on considering the main relativistic terms in the Hamiltonian operator of $Q$-electron systems. For $Q$-electron systems, the Hamiltonian can be expressed as follows

$$
\begin{equation*}
H=H_{0}+W \tag{9}
\end{equation*}
$$

In this expression, $H_{0}$ denotes the nonrelativistic Hamiltonian and $W$ is the sum of the perturbation operators which includes mainly correction to kinetic energy ( $W_{\text {kin }}$ ), the Darwin term ( $W_{\mathrm{D}}$ ), mass polarization ( $W_{\mathrm{M}}$ ), spin-orbit corrections ( $W_{\text {so }}$ ), spin-other orbit corrections ( $W_{\text {soo }}$ ) and spin-spin corrections ( $W_{\text {ss }}$ ). For Q-electron systems, the non-relativistic Hamiltonian and the perturbation operators are explicitly the following

$$
\begin{gathered}
H_{0}=\sum_{i=1}^{Q}\left[-\frac{1}{2} \nabla_{i}^{2}-\frac{Z}{r_{i}}\right]+\sum_{\substack{i, j=1 \\
i \neq j}}^{Q} \frac{1}{r_{i j}} ; W_{\mathrm{kin}}=-\frac{\alpha^{2}}{8} \sum_{i=1}^{Q} \boldsymbol{p}_{i}^{4} ; W_{\mathrm{D}}=\frac{3 \pi \alpha^{2}}{2} \sum_{i=1}^{Q} \delta\left(\boldsymbol{r}_{i}\right) . \\
W_{\mathrm{M}}=-\frac{1}{M} \sum_{\substack{i, j=1 \\
i \neq j}}^{Q} \nabla_{i} \cdot \nabla_{j} ; W_{\mathrm{so}}=\frac{Z}{2 c^{2}} \sum_{i=1}^{Q} \frac{\boldsymbol{I}_{i} \cdot \boldsymbol{s}_{i}}{r_{i}^{3}} ; \\
W_{\mathrm{soo}}=-\frac{1}{2 c^{2}} \sum_{\substack{i, j=1 \\
i \neq j}}^{Q}\left[\frac{1}{r_{i j}^{3}}\left(\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right) \times \boldsymbol{p}_{i}\right] \cdot\left(\boldsymbol{s}_{i}+2 \boldsymbol{s}_{j}\right) . \\
W_{\mathrm{ss}}=\frac{1}{c^{2}} \sum_{\substack{i, j=1 \\
j>i}}^{Q} \frac{1}{r_{i j}^{3}}\left[\boldsymbol{s}_{i} \cdot \boldsymbol{s}_{j}-\frac{3\left(\boldsymbol{s}_{i} \cdot \boldsymbol{r}_{i j}\right)\left(\boldsymbol{s}_{j} \cdot \boldsymbol{r}_{i j}\right)}{r_{i j}^{2}}\right] .
\end{gathered}
$$

In these expressions, $\boldsymbol{\alpha}$ denotes the fine structure constant and $M$ is the nuclear mass of the $Q$-electron systems. The energy value of the Hamiltonian (9a) is in the form

$$
\begin{equation*}
E=E_{0}+w . \tag{9b}
\end{equation*}
$$

with

$$
\begin{equation*}
w=\left\langle W_{\text {kin }}\right\rangle+\left\langle W_{\mathrm{D}}\right\rangle+\left\langle W_{\mathrm{m}}\right\rangle+\left\langle W_{\mathrm{so}}\right\rangle+\left\langle W_{\text {soo }}\right\rangle+\left\langle W_{\mathrm{ss}}\right\rangle . \tag{9c}
\end{equation*}
$$

For a-given $N l_{1}, n l_{2}$ configuration of He-like ions where $N, n$, and $l_{1}, l_{2}$, are respectively principal and orbital quantum numbers, the total energy is given by

$$
\begin{equation*}
E=-\frac{Z^{2}}{N^{2}}-\frac{Z^{2}}{n^{2}}\left[1-\beta\left(N l_{1} n l_{2} ;{ }^{2 S+1} L^{\pi} ; Z\right)\right]^{2} \tag{9d}
\end{equation*}
$$

Developing Equation (9d), we obtain

$$
\begin{equation*}
E=-\frac{Z^{2}}{N^{2}}-\frac{Z^{2}}{n^{2}}+\frac{Z^{2}}{n^{2}} \beta\left(N l_{1} n l_{2} ;{ }^{2 S+1} L^{\pi} ; Z\right)\left[2-\beta\left(N l_{1} n l_{2} ;{ }^{2 S+1} L^{\pi} ; Z\right)\right] \tag{9e}
\end{equation*}
$$

Equation (9e) can be rewritten in the form

$$
E=-\frac{Z^{2}}{N^{2}}-\frac{Z^{2}}{n^{2}}+\sum_{i=1}^{2} \frac{Z^{2}}{v_{i}^{2}} \beta_{i} \times\left[2-\beta_{i}\right]
$$

This equation can be expressed in the same shape than Equation (9b)

$$
E=E_{0}+w .
$$

where

$$
\left\{\begin{array}{l}
E_{0}=-\frac{Z^{2}}{N^{2}}-\frac{Z^{2}}{n^{2}}  \tag{10}\\
w=\sum_{i=1}^{2} \frac{Z^{2}}{v_{i}^{2}} \beta_{i} \times\left[2-\beta_{i}\right]
\end{array}\right.
$$

Using (9c) and the last equation in (10), we find

$$
\begin{equation*}
\sum_{i=1}^{2} \frac{Z^{2}}{v_{i}^{2}} \beta_{i} \times\left[2-\beta_{i}\right]=\left\langle W_{\text {kin }}\right\rangle+\left\langle W_{\mathrm{D}}\right\rangle+\left\langle W_{\mathrm{M}}\right\rangle+\left\langle W_{\text {so }}\right\rangle+\left\langle W_{\text {soo }}\right\rangle+\left\langle W_{\mathrm{ss}}\right\rangle \tag{11}
\end{equation*}
$$

Equation (11) indicates clearly that, in the framework of the SCUNC-formalism, all the relativistic corrections are incorporated in the $\beta$-screening constants per unit nuclear charge. In the structure of the independent particles model disregarding all the relativistic effects, total energy is given by $E_{0}$. Subsequently $w=0$. This involves automatically $\beta=0$. Then, all relativistic effects are accounted implicitly in general Equation (1) via the $\beta$-parameters expanded in inverse powers of $Z$ as shown by Equation (2) where the $f_{k}=f_{k}\left(N \operatorname{lnl}{ }^{\prime} ;{ }^{2 S+1} L^{\pi}\right)$-screening constants are evaluated empirically using experimental data incorporating all the relativistic effects and all electrons-electrons effects in many electron systems.

## 3. Results and Discussions

The present SCUNC wavelengths predictions for the wavelengths belonging to the $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} n \mathrm{p}{ }^{1} \mathrm{P} 1(3 \leq n \leq 13)$ transitions in He-like ( $\mathrm{Z}=3-38$ ) ions are quoted in Table 1. Table 2 Presents a comparison between theoretical and experimental wavelengths of the $1{ }^{1} \mathrm{~S}_{0} \rightarrow n \mathrm{p}{ }^{1} \mathrm{P}_{1}\left(1 \mathrm{~s}^{2} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} n \mathrm{p}{ }^{1} \mathrm{P}_{1}\right)$ transitions of helium-like ions up to $Z=8$. The present SCUNC calculations values, are compared to the experimental data of Robinson [7], Svensson [8], Bartnik et al. [11] and to the experimental data of Engtröm and Litzén [10]. For the resonance $1{ }^{1} \mathrm{~S}_{0} \rightarrow 2 \mathrm{p}{ }^{1} \mathrm{P}_{1}$ transition, it is seen that the current SCUNC results compared very well to the experimental values. Here, the $\Delta \lambda / \lambda$ percentage deviations with

Table 1. Present wavelengths ( $\lambda$, in $\AA$ ) of the $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0} \rightarrow 1 \operatorname{s} n \mathrm{p}{ }^{1} \mathrm{P}_{1}$ transitions in He-like ( $Z=3-15$ ) ions.

| $1 \mathrm{~S}-n^{1} \mathrm{P}$ | Li II | Be III <br> $\lambda$ | $\begin{gathered} \text { B IV } \\ \lambda \end{gathered}$ | C V | N VI | $\begin{gathered} \text { O VII } \\ \lambda \end{gathered}$ | $\begin{gathered} \text { F VIII } \\ \lambda \end{gathered}$ | Ne IX <br> $\lambda$ | $\mathrm{NaX}$ $\lambda$ | Mg XI | Al XII | Si XIII | P XIV |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 \mathrm{~S}-3^{1} \mathrm{P}$ | 178.0140 | 88.3140 | 52.6852 | 34.9749 | 24.9012 | 18.6283 | 14.4588 | 11.5474 | 9.4344 | 7.8524 | 6.6374 | 5.6841 | 4.9222 |
| $1 \mathrm{~S}-4^{1} \mathrm{P}$ | 171.5750 | 84.7502 | 50.4334 | 33.4271 | 23.7736 | 17.7709 | 13.7853 | 11.5474 | 9.4344 | 7.8524 | 6.6374 | 5.6841 | 4.9222 |
| $1 \mathrm{~S}-5^{1} \mathrm{P}$ | 168.7422 | 83.1934 | 49.4536 | 32.7553 | 23.2850 | 17.3999 | 13.4942 | 11.0046 | 8.9877 | 7.4785 | 6.3199 | 5.4110 | 4.6850 |
| $1 \mathrm{~S}-6^{1} \mathrm{P}$ | 167.2401 | 82.3706 | 48.9368 | 32.4014 | 23.0278 | 17.2047 | 13.348 | 10.7701 | 8.7949 | 7.3171 | 6.1829 | 5.2933 | 4.5827 |
| $1 \mathrm{~S}-7^{1} \mathrm{P}$ | 166.3466 | 81.8821 | 48.6302 | 32.1916 | 22.8754 | 17.0891 | 13.2504 | 10.5738 | 8.6335 | 7.1821 | 6.0683 | 5.1948 | 4.4972 |
| $1 \mathrm{~S}-8^{1} \mathrm{P}$ | 165.7714 | 81.5679 | 48.4332 | 32.0568 | 22.7775 | 17.0148 | 13.1922 | 10.5270 | 8.5950 | 7.1499 | 6.0409 | 5.1713 | 4.4768 |
| $1 \mathrm{~S}-9^{1} \mathrm{P}$ | 165.3792 | 81.3539 | 48.2990 | 31.9651 | 22.789 | 16.9643 | 13.1525 | 10.4951 | 8.5688 | 7.1280 | 6.0223 | 5.1553 | 4.4629 |
| $1 \mathrm{~S}-10^{1} \mathrm{P}$ | 165.0997 | 81.2015 | 48.2035 | 31.8997 | 22.6635 | 16.9284 | 13.1243 | 10.4724 | 8.5501 | 7.1124 | 6.0091 | 5.1440 | 4.4531 |
| $1 \mathrm{~S}-11^{1} \mathrm{P}$ | 164.8934 | 81.0890 | 48.1331 | 31.8516 | 22.6285 | 16.9018 | 13.836 | 10.4557 | 8.5364 | 7.1009 | 5.9993 | 5.1356 | 4.4458 |
| $1 \mathrm{~S}-12^{1} \mathrm{P}$ | 1647369 | 81.0037 | 48.0796 | 31.8150 | 22.6020 | 16.8817 | 13.0878 | 10.4430 | 8.5259 | 7.0922 | 5.9919 | 5.1292 | 4.4403 |
| $1 \mathrm{~S}-13^{1} \mathrm{P}$ | 164.6153 | 80.9374 | 48.0381 | 31.7867 | 22.5814 | 16.8661 | 13.0756 | 10.4331 | 8.5178 | 7.0854 | 5.9862 | 5.1243 | 4.4360 |
| $1 \mathrm{~S}-14^{1} \mathrm{P}$ | 164.5187 | 80.8849 | 48.0052 | 31.7642 | 22.5651 | 16.8537 | 13.0659 | 10.4253 | 8.5114 | 7.0801 | 5.9816 | 5.1204 | 4.4326 |
| $1 \mathrm{~S}-15^{1} \mathrm{P}$ | 164.4410 | 80.8425 | 47.9787 | 31.7461 | 22.5519 | 16.8438 | 13.0580 | 10.4190 | 8.5063 | 7.0757 | 5.9780 | 5.1172 | 4.4298 |
| $1 \mathrm{~S}-16^{1} \mathrm{P}$ | 164.3775 | 80.8079 | 47.9570 | 31.7312 | 22.5412 | 16.8356 | 13.0517 | 10.4139 | 8.5020 | 7.0722 | 5.9750 | 5.1147 | 4.4276 |
| $1 \mathrm{~S}-17{ }^{1} \mathrm{P}$ | 164.3248 | 80.7793 | 47.9391 | 31.7190 | 22.5323 | 16.8289 | 13.0464 | 10.4096 | 8.4985 | 7.0693 | 5.9725 | 5.1125 | 4.4258 |
| $1 \mathrm{~S}-18^{1} \mathrm{P}$ | 164.2808 | 80.7553 | 47.9240 | 31.7087 | 22.5248 | 16.8232 | 13.0419 | 10.4061 | 8.4956 | 7.0668 | 5.9704 | 5.1107 | 4.4242 |
| $1 \mathrm{~S}-19^{1} \mathrm{P}$ | 164.2435 | 80.7349 | 47.9113 | 31.7000 | 22.5185 | 16.8184 | 13.0382 | 10.4030 | 8.4931 | 7.0648 | 5.9687 | 5.1092 | 4.4229 |
| $1 \mathrm{~S}-20^{1} \mathrm{P}$ | 164.2117 | 80.7176 | 47.9005 | 31.6926 | 22.5131 | 16.8144 | 13.0350 | 10.4005 | 8.4910 | 7.0630 | 5.9672 | 5.1079 | 4.4218 |
| $1 \mathrm{~S}-21^{1} \mathrm{P}$ | 164.1843 | 80.7027 | 47.8911 | 31.6862 | 22.5085 | 16.8109 | 13.0322 | 10.3983 | 8.4892 | 7.0615 | 5.9659 | 5.1068 | 4.4208 |
| $1 \mathrm{~S}-22^{1} \mathrm{P}$ | 164.1605 | 80.6898 | 47.8831 | 31.6807 | 22.5045 | 16.8078 | 13.0299 | 10.3963 | 8.4876 | 7.0602 | 5.9648 | 5.1059 | 4.4200 |
| $1 \mathrm{~S}-23{ }^{1} \mathrm{P}$ | 164.1399 | 80.6785 | 47.8760 | 31.6759 | 22.5010 | 16.8052 | 13.0278 | 10.3947 | 8.4862 | 7.0590 | 5.9638 | 5.1050 | 4.4193 |
| $1 \mathrm{~S}-24^{1} \mathrm{P}$ | 164.1217 | 80.6686 | 47.8698 | 31.6717 | 22.4979 | 16.8028 | 13.0260 | 10.3932 | 8.4850 | 7.0580 | 5.9629 | 5.1043 | 4.4186 |
| $1 \mathrm{~S}-25^{1} \mathrm{P}$ | 164.1057 | 80.6599 | 47.8644 | 31.6679 | 22.4952 | 16.8008 | 13.0243 | 10.3919 | 8.4840 | 7.0571 | 5.9622 | 5.1036 | 4.4181 |

Table 2. Theoretical and experimental wavelengths of the $1{ }^{1} S_{0} \rightarrow n \mathrm{p}{ }^{1} \mathrm{P}_{1}\left(1 \mathrm{~s}^{2} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} n \mathrm{p}{ }^{1} \mathrm{P}_{1}\right)$ transitions of helium-like ions up to $Z$ $=8$.

| $1 S-n^{1} \mathrm{P}$ | Li II |  |  | Be III |  |  | B IV |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\lambda^{p}$ | $\lambda \exp ^{(a)}$ | $\Delta \lambda / \lambda$ | $\lambda^{\text {P }}$ | $\lambda \exp ^{(a)}$ | $\Delta \lambda / \lambda$ | $\lambda^{\text {p }}$ | $\lambda \exp ^{(a)}$ | $\Delta \lambda / \lambda$ |
| 1S-2 ${ }^{1} \mathrm{P}$ | 199.2800 | 199.280 | 0.0000\% | 80.2522 | 80.254 | 0.0018\% | 60.390 | 60.313 | 0.0033\% |
| 1S-31p | 178.0140 | 178.014 | 0.0000\% | 88.3140 | 88.314 | 0.0000\% | 52.6852 | 52.679 | 0.098\% |
| 1S-4 ${ }^{1} \mathrm{P}$ | 171.5750 | 171.575 | 0.0000\% | 84.7502 | 84.758 | 0.0092\% | 50.4334 | 50.435 | 0.0032\% |
| 1S-51p | 168.7421 |  |  | 83.1934 | 83.202 | 0.083\% | 49.4536 | 49.456 | 0.0048\% |
| $1 \mathrm{~S}-6^{1} \mathrm{P}$ | 167.2401 |  |  | 82.3706 | 82.377 | 0.0198\% | 48.9368 |  |  |
| 1S-71p | 166.3466 |  |  | 81.8821 | 81.891 | 0.089\% | 48.6302 |  |  |
| 1S-8 $\mathrm{P}^{1} \mathrm{P}$ | 165.7714 |  |  | 81.5679 |  |  | 48.4332 |  |  |
| 1S-9 ${ }^{1} \mathrm{P}$ | 165.3792 |  |  | 81.3539 |  |  | 48.2990 |  |  |
| $1 \mathrm{~S}-8^{1} \mathrm{P}$ | 165.0997 |  |  | 81.2015 |  |  | 48.2035 |  |  |

Continued

| $1 S-n^{1} P$ | CV |  |  | NVI |  |  | OVII |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\lambda n r^{p}$ | $\lambda \exp ^{(a, b)}$ | $\Delta \lambda / \lambda^{*}$ | $\lambda n r^{p}$ | $\lambda \exp ^{(d)}$ | $\Delta \lambda / \lambda$ | $\lambda \mathrm{nr}{ }^{\text {p }}$ | $\lambda \exp ^{(a, c)}$ |  |
| 1S-2 ${ }^{1} \mathrm{P}$ | 40.2647 | $40.268{ }^{\text {b }}$ | 0.0082\% | 28.7857 | 28.787 | 0.0045\% | 21.6021 | $21.602^{\text {a }}$ | 0.0005\% |
| $1 \mathrm{~S}-3^{1} \mathrm{P}$ | 34.9749 | $34.973^{\mathrm{a}, \mathrm{~b}}$ | 0.0054\% | 24.9012 | 24.898 | 0.0128\% | 18.6283 |  |  |
| $1 \mathrm{~S}-4^{1} \mathrm{P}$ | 33.4271 | $33.426^{\text {a, b }}$ | 0.0033\% | 23.7736 | 23.771 | 0.089\% | 17.7709 |  |  |
| $1 \mathrm{~S}-5^{1} \mathrm{P}$ | 32.7553 | $32.754^{\mathrm{a}, \mathrm{~b}}$ | 0.0039\% | 23.2850 | 23.281 | 0.0172\% | 17.3999 |  |  |
| $1 \mathrm{~S}-6^{1} \mathrm{P}$ | 32.4014 | $32.399^{\text {b }}$ | 0.0074\% | 23.0278 | 23.024 | 0.0165\% | 17.2047 | $17.199^{\text {c }}$ | 0.0331\% |
| 1S-7 ${ }^{1} \mathrm{P}$ | 32.1916 |  |  | 22.8754 |  |  | 17.0891 | $17.083^{\text {c }}$ | 0.0357\% |
| 1S-8 ${ }^{1} \mathrm{P}$ | 32.0568 |  |  | 22.7775 |  |  | 17.0148 | $17.008^{\text {c }}$ | 0.0399\% |
| 1S-9 ${ }^{1} \mathrm{P}$ | 31.9651 |  |  | 22.789 |  |  | 16.9643 | $16.957^{\text {c }}$ | 0.0431\% |
| $1 \mathrm{~S}-8^{1} \mathrm{P}$ | 31.8997 |  |  | 22.6635 |  |  | 16.9284 | $16.924^{\text {c }}$ | 0.0230\% |

Here, $\lambda^{p}$ denotes the present SCUNC calculations values, $\lambda$ exp represents the experimental values and $\Delta \lambda / \lambda$ stands for the percentage deviations with respect to the experimental value of the corresponding system. (a), experimental data of Robinson [7]; (b), experimental data of Svensson [8]; (c), experimental data of Bartnik et al. [11]; (d), experimental data of Engtröm and Litzén [10]. Wavelengths are in angstroms.
respect to the experimental values of the corresponding system are less than $0.009 \%$. The slight discrepancies can be explained by the fact that the present formalism disregards explicitly mass polarization, relativistic and QED corrections. For the transitions $1{ }^{1} \mathrm{~S}_{0} \rightarrow n \mathrm{p}{ }^{1} \mathrm{P}_{1}(n \geq 3)$, comparison with the quoted experimental data indicates again good agreements. For these levels, the percentage deviations with respect to the experimental value of the corresponding system are less than $0.05 \%$. Here, the discrepancies may be imputed mainly to mass polarization corrections which are not taken into account in the present calculations. In fact, and as well mentioned by Beiersdorfer et al. [9], the $n \geq 3$ levels are less affected by electron-electron interactions, relativistic and QED corrections. Then, for $n \geq 3$ states, the ratio $m / M$ ( $m$ and $M$ respectively the electron and nuclear masses) becomes important while increasing the $Z$-charge number. Nevertheless, the present SCUNC semi-empirical formulas may be considered as good representative of experimental data when electron-electron interactions, relativistic and QED corrections are disregarded. In Table 3, the SCUNC predictions for the wavelengths belonging to the $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} 2 \mathrm{p}{ }^{1,3} \mathrm{P}_{1}$ transitions in He-like ions are compared to the $a b$ initio calculations of Acaad et al., [12] using wave function expanded in a triple series of Laguerre polynomials of the perimertric coordinates, the computational results of Safronova et al., [13] applying the MZ code through a perturbation theory based on hydrogen-like functions and with the data of Porter [14] using the plasma simulation code CLOUDY. The overall agreement between the calculations is reasonably gratifying. Here, the $\left|\Delta \lambda_{\text {theo }}\right|$ differences in wavelengths between the present calculations and the theoretical literature data [12] [13] [15] have never overrun $0.003 \AA$ for the $1 \mathrm{~s}^{2} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} 2 \mathrm{p}{ }^{1} \mathrm{P}_{1}$ resonance line and $0.008 \AA$ for the $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} 2 \mathrm{p}{ }^{3} \mathrm{P}_{1}$ intercombination line up to $Z=22$. This may point out

Table 3. Theoretical wavelengths for $1 s^{2} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} 2 \mathrm{p}{ }^{1,3} \mathrm{P}_{1}$ for He-like ions (2 $\leq Z \leq 22$ ).

| $Z$ | $1 \mathrm{~s}^{2} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} 2 \mathrm{p}{ }^{1} \mathrm{P}_{1}$ (resonance line: $r$ ) |  |  |  |  | $1 \mathrm{~s}{ }^{2} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} 2 \mathrm{p}{ }^{3} \mathrm{P}_{1}$ (intercombinaison line: $\hat{1}$ ) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\lambda \mathrm{p}$ | $\lambda$ theo ${ }^{\text {a, b }}$ | $\lambda$ theo ${ }^{\text {c }}$ | $\mid \Delta \lambda$ theo ${ }^{\text {a, b }}$ | $\mid \Delta \lambda$ theo $\left.\right\|^{\text {c }}$ | $\lambda \mathrm{p}$ | $\lambda$ theo ${ }^{\text {a, b }}$ | $\lambda$ theo ${ }^{\text {c }}$ | $\mid \Delta \lambda$ theo ${ }^{\text {a, b }}$ | $\mid \Delta \lambda$ theo $\left.\right\|^{\text {c }}$ |
| 2 | 584.3339 | $584.3343^{\text {a }}$ |  | 0.0004 |  | 591.4121 | $591.499^{\text {a }}$ |  | 0.0002 |  |
| 3 | 199.2800 | $199.2791^{\text {a }}$ |  | 0.0009 |  | 202.2252 |  |  |  |  |
| 4 | 80.2522 | $80.2535^{\text {a }}$ |  | 0.0013 |  | 81.6677 |  |  |  |  |
| 5 | 60.390 | $60.3135^{\text {a }}$ |  | 0.0020 |  | 61.0880 | $61.0882^{\text {a }}$ |  | 0.0002 |  |
| 6 | 40.2647 | $40.2671^{\text {a }}$ | 40.2680 | 0.0024 | 0.0033 | 40.7302 | $40.7299^{\text {a }}$ | 40.7310 | 0.0003 | 0.0008 |
| 7 | 28.7857 | $28.7867^{\text {a }}$ | 28.7870 | 0.0010 | 0.0013 | 29.0818 | $29.0840^{\text {a }}$ | 29.0840 | 0.0022 | 0.0022 |
| 8 | 21.6021 | $21.6012^{\text {a }}$ | 21.6020 | 0.0009 | 0.0001 | 21.7988 | $21.8033^{\text {a }}$ | 21.8070 | 0.0008 | 0.0045 |
| 9 | 16.8088 | $16.8061^{\text {a }}$ | 16.8070 | 0.0027 | 0.0018 | 16.9438 | $16.9496^{\text {a }}$ | 16.9470 | 0.0045 | 0.0082 |
| 8 | 13.4514 |  | 13.4470 |  | 0.0044 | 13.5464 |  | 13.5530 |  | 0.0066 |
| 9 | 9.0050 |  | 9.0030 |  | 0.0020 | 9.0880 |  | 9.0830 |  | 0.0060 |
| 12 | 9.1689 |  | 9.1688 |  | 0.0001 | 9.2310 |  | 9.2312 |  | 0.0062 |
| 13 | 7.7568 |  | 7.7573 |  | 0.0005 | 7.8044 |  | 7.8070 |  | 0.0026 |
| 14 | 6.6475 |  | 6.6480 |  | 0.0005 | 6.6847 |  | 6.6883 |  | 0.0036 |
| 15 | 5.7701 |  |  |  |  | 5.7898 |  |  |  |  |
| 16 | 5.0387 | $5.0386{ }^{\text {b }}$ | 5.0387 | 0.0002 | 0.0000 | 5.0667 | $5.0667^{\text {b }}$ | 5.0665 | 0.0000 | 0.0002 |
| 17 | 4.4445 | $4.4445^{\text {b }}$ |  | 0.0002 |  | 4.4682 | $4.4681^{\text {b }}$ |  | 0.0001 |  |
| 18 | 3.9491 | $3.9492{ }^{\text {b }}$ | 3.9488 | 0.0001 | 0.0003 | 3.9694 | $3.9695^{\text {b }}$ | 3.9691 | 0.0001 | 0.0003 |
| 19 | 3.5318 | $3.5319^{\text {b }}$ |  | 0.0002 |  | 3.5493 |  |  |  |  |
| 20 | 3.1771 | $3.1772^{\text {b }}$ | 3.1772 | 0.0001 | 0.0001 | 3.1924 | $3.1928{ }^{\text {b }}$ | 3.1928 | 0.0004 | 0.0004 |
| 21 | 2.8731 | $2.8731^{\text {b }}$ |  | 0.0000 |  | 2.8866 | $2.8871{ }^{\text {b }}$ |  | 0.0005 |  |
| 22 | 2.684 | $2.685^{\text {b }}$ |  | 0.0001 |  | 2.6226 | $2.6230^{\text {b }}$ |  | 0.0004 |  |

Here, $\lambda^{\mathrm{p}}$ denotes the present SCUNC calculations, $\lambda$ theo represents the theoretical values and $\mid \Delta \lambda$ theo $\mid$ stands for the difference in wavelengths between the present calculations and the other theoretical ones ( $\lambda$ theo ${ }^{a}$ or $\lambda$ theo ${ }^{\text {b }}$ ). (a): calculations of Accad et al., [12], (b): calculations of Safronova et al. [13]; (c): calculations of Porter [14]. Wavelengths are in angstroms.
the good agreement between the calculations. The discrepancies with respect to the accurate $a b$ initio computations are due to the present none-relativistic formalism. Table 4, shows a comparison of the present wavelengths for the forbidden $1 \mathrm{~s}^{2} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} 2 \mathrm{~s}{ }^{3} \mathrm{~S}_{1}$ transitions of He-like systems $(Z=2-15)$ with the NIST compiled data. Excellent agreement is obtained between the SCUNC predictions and the NIST data. Except for $Z=8$, the maximum shift in wavelengths with respect to the NIST values is at $0.003 \AA$. In Table 5, the present theoretical wavelengths for the $1 \mathrm{~s} n \mathrm{p}{ }^{1} \mathrm{P} 1 \rightarrow 1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S} 0(2 \leq n \leq 5)$ transitions of the helium-like ions up to $Z=9$ are compared to the $\lambda$ nrel-nonrelativistic wavelengths values and to the $\lambda_{\text {tot }}$-total wavelengths (including mass polarization, relativistic corrections and the Lamb-shift correction for the $1^{1}$ S level) computed by Accad et al. [12]. For the $1 \mathrm{~s}^{2}{ }^{1} S_{0} \rightarrow 1 \mathrm{~s} 2 \mathrm{p}{ }^{1} \mathrm{P}_{1}$ resonance line, the uncertainties between the present calculations and the $\lambda_{\mathrm{tot}}$-total wavelengths

Table 4. Comparison of the SCUNC predictions with the NIST data the wavelengths belonging to the forbidden $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} 2 \mathrm{~s}{ }^{3} \mathrm{~S}_{1}$ transitions in He-like ( $Z=2-15$ ) systems. Wavelengths are in angstroms.

| $Z$ | $\lambda$ SCUNC | $\lambda$ NIST | $\|\Delta \lambda\|^{*}$ |
| :---: | :---: | :---: | :---: |
| 2 | 625.563 | 625.563 | 0.000 |
| 3 | 210.069 | 210.069 | 0.000 |
| 4 | 104.547 | 104.548 | 0.001 |
| 5 | 62.439 | 62.440 | 0.001 |
| 6 | 41.469 | 41.472 | 0.003 |
| 7 | 29.531 | 29.534 | 0.003 |
| 9 | 22.094 | 22.101 | 0.007 |
| 10 | 17.149 | - | 0.003 |
| 11 | 13.696 | 13.699 | 0.002 |
| 12 | 9.313 | 11.192 |  |
| 13 | 7.872 | - | 0.001 |
| 15 | 5.741 | 6.740 |  |

$*|\Delta \lambda|=\left|\lambda^{\operatorname{SCUNC}}-\left|\lambda^{\text {NSST }}\right|\right.$.
Table 5. Theoretical wavelengths for the $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} n \mathrm{p}{ }^{1} \mathrm{P}_{1}(2 \leq n \leq 5)$ transitions in He-like ( $Z=3-9$ ) ions. Here, $\lambda$ denotes the present SCUNC calculations, $\lambda$ nrel denotes the nonrelativistic wavelengths and $\lambda$ tot the theoretical wavelengths of Accad et al. [12] including mass polarization, relativistic corrections and the Lamb-shift correction for the 1S level. Wavelengths are in angstroms.

| System | Transition | Theory |  |  | Comparison |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \text { Present } \\ \lambda \end{gathered}$ | Accad et al. $\lambda$ nrel | $\begin{gathered} \text { Accad et al. } \\ \lambda \text { tot } \end{gathered}$ | $\mid \lambda-\lambda$ nrel $\mid$ | \| $\lambda$ - $\lambda$ tot\| |
| Li II | $1 \mathrm{~S}-2^{1} \mathrm{P}$ | 199.2800 | 199.2813 | 199.2791 | 0.0013 | 0.0009 |
|  | $1 \mathrm{~S}-3^{1} \mathrm{P}$ | 178.0140 | 178.0162 | 178.0143 | 0.0022 | 0.0003 |
|  | $1 \mathrm{~S}-4^{1} \mathrm{P}$ | 171.5750 | 171.5776 | 171.5757 | 0.0026 | 0.0007 |
|  | 1S-5 $5^{1} \mathrm{P}$ | 168.7421 |  |  |  |  |
| Be III | 1S-2 ${ }^{1} \mathrm{P}$ | 80.2522 | 80.2600 | 80.2535 | 0.0078 | 0.0013 |
|  | $1 \mathrm{~S}-3^{1} \mathrm{P}$ | 88.3140 | 88.3134 | 88.3075 | 0.0006 | 0.0065 |
|  | $1 \mathrm{~S}-4^{1} \mathrm{P}$ | 84.7502 | 84.7588 | 84.7532 | 0.0086 | 0.0030 |
| B IV | $1 \mathrm{~S}-5^{1} \mathrm{P}$ | 83.1934 | 83.2044 | 83.1989 | 0.090 | 0.0055 |
|  | $1 \mathrm{~S}-2^{1} \mathrm{P}$ | 60.390 | 60.3224 | 60.3135 | 0.094 | 0.0025 |
|  | 1S-3 ${ }^{1} \mathrm{P}$ | 52.6852 | 52.6876 | 52.6800 | 0.0024 | 0.0052 |
|  | $1 \mathrm{~S}-4^{1} \mathrm{P}$ | 50.4334 | 50.4408 | 50.4335 | 0.0074 | 0.0001 |
|  | $1 \mathrm{~S}-5^{1} \mathrm{P}$ | 49.4536 | 49.4621 | 49.4549 | 0.0085 | 0.0013 |
|  | $1 \mathrm{~S}-2^{1} \mathrm{P}$ | 40.2647 | 40.2774 | 40.2671 | 0.0127 | 0.0024 |

## Continued

| C V | 1S-3 ${ }^{1} \mathrm{P}$ | 34.9749 | 34.9811 | 34.9723 | 0.0062 | 0.0026 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1S-4 P | 33.4271 | 33.4343 | 33.4259 | 0.0072 | 0.0012 |
|  | 1S-5 ${ }^{1} \mathrm{P}$ | 32.7553 | 32.7622 | 32.7540 | 0.0069 | 0.0013 |
|  | $1 \mathrm{~S}-2^{1} \mathrm{P}$ | 28.7857 | 28.7980 | 28.7867 | 0.0123 | 0.0010 |
|  | $1 \mathrm{~S}-3^{1} \mathrm{P}$ | 24.9012 | 24.9098 | 24.9002 | 0.0086 | 0.0010 |
|  | $1 \mathrm{~S}-4^{1} \mathrm{P}$ | 23.7736 | 23.7806 | 23.7714 | 0.0070 | 0.0022 |
|  | $1 \mathrm{~S}-5^{1} \mathrm{P}$ | 23.2850 |  |  |  |  |
|  | $1 \mathrm{~S}-2^{1} \mathrm{P}$ | 21.6021 | 21.6133 | 21.6012 | 0.092 | 0.0009 |
|  | $1 \mathrm{~S}-3^{1} \mathrm{P}$ | 18.6283 | 18.6381 | 18.6280 | 0.0098 | 0.0003 |
|  | $1 \mathrm{~S}-4^{1} \mathrm{P}$ | 17.7709 | 17.7777 | 17.7680 | 0.0068 | 0.0029 |
|  | $1 \mathrm{~S}-5^{1} \mathrm{P}$ | 17.3999 | 17.4051 | 17.3957 | 0.0052 | 0.0042 |
|  | $1 \mathrm{~S}-2^{1} \mathrm{P}$ | 16.8088 | 16.8188 | 16.8061 | 0.080 | 0.0027 |
|  | $1 \mathrm{~S}-3^{1} \mathrm{P}$ | 14.4588 | 14.4690 | 14.4584 | 0.082 | 0.0004 |
|  | $1 \mathrm{~S}-4^{1} \mathrm{P}$ | 13.7853 |  |  |  |  |
|  | $1 \mathrm{~S}-5^{1} \mathrm{P}$ | 13.4942 |  |  |  |  |

results [12] are less than $0.003 \AA$. As far as comparison with the $\lambda_{\text {nrel }}$-nonrelativistic wavelengths values are concerned, it is seen that the uncertainties are about $0.01 \AA$ for $Z=5-9$. This points out that, the present SCUNC results are most accurate than the $\lambda_{\text {nrel }}$-nonrelativistic wavelengths obtained by Accad et al. [12] when increasing the nuclear charge. For $n \geq 3$ states, it can also be seen that the present SCUNC wavelengths values are most accurate than that of Accad et al. [12]. Here, the uncertainties with respect to the $\lambda_{\text {tot }}$-total wavelengths are less than $0.005 \AA$ for all the entire series considered ( $Z=2-9$ ) whereas the uncertainties with respect to the $\lambda_{\text {nrel }}$-nonrelativistic wavelengths increase up to $0.01 \AA$ for $Z=9$. This may point out again that, in the SCUNC formalism, relativistic effects are implicitly incorporated in the fi-screening constants evaluated from experimental data. Besides, it should be mentioned that the $\lambda_{\text {tot }}$-total wavelengths equal to $88.3075 \AA$ for the $1 \mathrm{~s}^{2}{ }^{1} \mathrm{~S}_{0} \rightarrow 1 \mathrm{~s} 3 \mathrm{p}{ }^{1} \mathrm{P}_{1}$ transition of Be III may be probably lower as the corresponding high precision measurement is at $88.3140 \AA$ [7] to be compared to the present prediction at 88.3140 Å.

## 4. Conclusion

The Screening Constant per Unit Nuclear Charge method has been applied to inaugurate the first spectral lines for the three most intense lines (resonance line $1 s^{21} S_{0}-1 s 2 p^{1} P_{1}$ intercombination line $1 s^{21} S_{0}-1 s 2 p^{3} P_{1}$ and forbidden line $1 s^{21} S_{0}$ $-1 \mathrm{~s} 2 \mathrm{~s}{ }^{3} \mathrm{~S}_{1}$ and for the $1 \mathrm{~s}^{2} \mathrm{~S}_{0}-1 \mathrm{~s} n \mathrm{p}^{1} \mathrm{P}_{1}$ transitions in the helium isoelectronic sequence. In our knowledge, only the spectral lines of the Hydrogen-like ions have
determined empirically in the past. At present hour, the possibilities to calculate easily the most intense lines of helium-like systems in the X-ray range in connection with plasma diagnostic are demonstrated in this work. All the results obtained in the present paper compared very well to various experimental and theoretical literature data. It should be underlined the merit of the SCUNC formalism providing accurate results via simple analytical formulas without needing to use codes of simulation. The accurate results obtained in this work point out the possibilities to investigate highly charged He -positive like ions in the framework of the SCUNC method.
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#### Abstract

The physical nature of the fundamental scalar field generation and hence the origination of the Universe is a matter of the discussions for many years. We propose to use the statistical approach to the description of the steady states of the quasi stationary systems with the elements of the quantum field theory methods as a basis to explain the appearance of the cosmological scalar field. Particularly, we apply two fundamental principles, i.e., the H -theorem and least-energy principle to show principal possibility of the scalar field origination. Along with the basic statement that in the presence of the fundamental scalar field, the energy of the vacuum ground state is lower than the ground state energy of the vacuum with no scalar field (primary vacuum), and with regard to the nonlinear interaction of fluctuating physical fields with the scalar field, these principles are employed to reveal probable phase transitions that may be associated with origin and further evolution of the Universe. Thus, we propose the possible physical justification of the spontaneous cosmological scalar field generation.


## Keywords

Cosmology, Noise, Fundamental Scalar Field

## 1. Introduction

Modern notions (rather hypotheses) on the reason for the formation of the Universe imply an instability of some (hypothetical) scalar fields associated with the quantum nature of the matter [1]. The reasons and physical mechanism of the appearance of this field, and hence of the origination of the Universe, remain for many years a question open for a discussion. We propose one more approach similar to that proposed in [2] [3] [4]-to describe the origination and evolution of the Universe in terms of the first principles of statistical mechanics and quantum
theory. Our assumptions are given in what follows.
In the case of spontaneous generation of the scalar field in vacuum, the gro-und-state energy of the "new" vacuum (i.e. the initial vacuum plus the scalar field) for the fields of other nature should be lower than the ground state energy of the "initial" vacuum. Moreover, the self-consistent interaction of the scalar field with fluctuations of any other field provides energy conservation for the new state of the system. Calculations of the partition function for this system reveal a probability of a phase transition from the state with zero scalar field to the state with finite spontaneously generated scalar field.

## 2. Statistical Distribution in Energy Space

According to Gibbs [5], we can always pass from the description in terms of phase variables to the description in terms of energy. Hence, we may treat the entropy as a function of energy and employ the quasi-equilibrium Gibbs distribution to calculate the partition function. We can begin with the statistical description of the Universe based on the Gibbs distribution in the energy representation [5]. The canonical Gibbs distribution in the phase space is given by

$$
\begin{equation*}
\rho(q, p) \mathrm{d} \Gamma=\exp \left\{\frac{F-H(q, p)}{\Theta}\right\} \mathrm{d} \Gamma \tag{1}
\end{equation*}
$$

where $H(q, p)=E$ is the Hamiltonian on the hypersurface of the constant energy $E, \mathrm{~d} \Gamma=\prod_{i} \mathrm{~d} q_{i} \mathrm{~d} p_{i}$ is an element of the phase space, $\Theta=k T, T$ is the temperature, and $F$ is the free energy that can be found from the normalization condition $\int \exp \left(\frac{F-H(q, p)}{\Theta}\right) \mathrm{d} \Gamma=1$. The phase space is known [5] to be determined by the energy of the system and by external parameters. We introduce the quantity $\Sigma=\ln \frac{\mathrm{d} \Gamma}{\mathrm{d} E}$. Then we can pass to the distribution in the energy space

$$
\begin{equation*}
\rho(E) \mathrm{d} E=C \exp \left\{\frac{F-E}{\Theta}+\Sigma(E)\right\} \mathrm{d} E . \tag{2}
\end{equation*}
$$

The normalization condition yields $\int c \exp \left(\frac{F-E}{\Theta}+\Sigma(E)\right) \mathrm{d} E=1$. In order to select the states with dominant contributions in the partition function, we employ the condition for the temperature given by $\frac{\mathrm{d} \Sigma}{\mathrm{d} E}=\frac{1}{\Theta}$.

We assume that the relation between the changes of the value of the phase space from the energy $E$ is known. In terms of this definition and within the context of fundamental principles of statistical mechanics [6] that $\Sigma=\ln \frac{\mathrm{d} \Gamma}{\mathrm{d} E}=S$ reproduces the entropy of the system bearing in mind that the temperature describes dependence of entropy only on energy but not on the other thermodynamic functions. It also follows that integration over energy in the continual sense yields an expression for the partition function. It is obvious that the extreme contribution in the partition function is associated with the states for
which $F=E-\theta S$ and that for any deviations from the latter condition the contribution in the partition function is negligibly small similarly to the contribution of quantum corrections to the classical trajectories [7] [8].

The Universe is non-equilibrium from origination, so in order to describe its evolution we introduce an additional intrinsic parameter "time". We assume that both the statistical distribution and the evolution of the Universe can be described in terms of the distribution function that depends only on energy. An example of how this idea is applied to describe the properties of the statistical distribution is given in [7] [8]. It seems quite natural to suggest the evolution of the system in the energy space to be analogous to the Brownian motion in such a space. This raises the question which system can serve for the Universe as a thermostat. It is reasonable to suggest that such thermostat is the vacuum with fluctuations of all physical fields that interact with the fundamental scalar field and thus influence even the ground state of the vacuum. On the other hand, this suggestion opens the possibility to describe the Universe evolution in the energy space by the appropriate distribution function governed by the Fokker-Planck equations with nonlinear energy dependence of the diffusion and dissipation coefficients associated with relevant nonlinear Langevine equations [7] [8]. Just this assumption shows the way to describe the evolution of the Universe both before and after origin.

Now let us apply the above speculations to the description of the Universe. First, we suggest that the vacuum ground state possesses energy. We also assume that fluctuations of all fields existing in vacuum can occur and thus we can write the equation of state for the vacuum. The thermodynamic relations yield the pressure given by $P=-\Theta \frac{\mathrm{d} S}{\mathrm{~d} V}$ where $V$ is the volume. For pure vacuum, we have $P=-\Theta \frac{\mathrm{d} S}{\mathrm{~d} E_{v}} \frac{\mathrm{~d} E_{v}}{\mathrm{~d} V}=-\frac{\mathrm{d} E_{v}}{\mathrm{~d} V}=-\rho_{v}$ under the assumption that energy with density $\rho_{v}$ is additive, i.e., $E_{v}=\rho_{v} V$ and constant entropy. Obtained equation reproduces the known equation of state for the vacuum. In order to describe its evolution we introduce an additional intrinsic parameter, "time", and write $\dot{S}=\frac{\mathrm{d} S}{\mathrm{~d} E} \dot{E}=\frac{1}{\Theta} \dot{E}$. The latter equation implies that time changes of the entropy are related to the time changes of energy. Inasmuch as $\dot{S}>0$, relaxation to the equilibrium state occurs for $\dot{E}>0$, i.e., energy growth is accompanied by the increase of entropy. Thermodynamics regards heat as energy distributed between the degrees of freedom that are not macroscopic observable. Hence we suggest that under the change of the vacuum state the heat $\mathrm{d} Q=\Theta \mathrm{d} S$ varies as $\frac{\mathrm{d} Q}{\mathrm{~d} t}=\frac{\mathrm{d} E}{\mathrm{~d} t}$ which in turn implies that heating can occur only under the relaxation towards equilibrium state.

## 3. Origin of Classical Fundamental Scalar Field

The above consideration and relations are well known. Now we employ them to
propose one more possible explanation of the origin of fundamental scalar field. We begin with the assumption that the phase transition from the "initial" vacuum to the new vacuum state is accompanied by the appearance of new scalar field. This means that the presence of the scalar field makes the "new" vacuum different from the "primary" vacuum for any field that may exist. The scalar field decreases the energy of the "new" vacuum with respect to the energy of the "primary" vacuum. Hence, the ground-state energy of the "new" vacuum is given by

$$
\begin{equation*}
E=E_{v}-\frac{\mu_{0}^{2}}{2} \varphi^{2} \tag{3}
\end{equation*}
$$

Here the second term is the scalar field energy; the coefficient $\mu_{0}^{2}$ describes the coupling of the new field and the "primary" vacuum, i.e., the self-consistent interaction of the new field with the fluctuations of all other fields that can exist in the "primary" vacuum. Notice, that the coupling coefficient is now positive so there is no need to use the explanations accepted in the standard approach. The contribution of the above interaction to the partition function (2) is given by

$$
\begin{equation*}
Z \sim \int D \varphi \int D \xi \exp \frac{1}{\Theta}\left\{-E_{v}+\frac{1}{2} \mu^{2} \varphi^{2}-\frac{1}{2} \xi \varphi^{2}-\frac{\xi^{2}}{\sigma^{2}}\right\} \tag{4}
\end{equation*}
$$

where the coupling coefficient is presented in terms of its average value plus the fluctuation caused by the nonlinear coupling of the scalar field with a fluctuation field of other nature. We also assume that the mean-square value of the fluctuation is equal to $\mu_{0}^{2}=\mu^{2}+\xi . \sigma^{2}$ is dispersion of the couples coefficient fluctuations. Integration over fluctuation fields yields

$$
\begin{equation*}
Z \sim \int D \varphi \exp \frac{1}{\Theta}\left\{-E_{v}+\frac{1}{2} \mu^{2} \varphi^{2}-\frac{\sigma^{2} \varphi^{4}}{4}\right\} \tag{5}
\end{equation*}
$$

This means that we have a system with the effective energy (averaged over the fluctuations of the other field coupled with the scalar field) given by

$$
\begin{equation*}
E=E_{v}-\frac{1}{2} \mu^{2} \varphi^{2}+\frac{\sigma^{2} \varphi^{4}}{4} \tag{6}
\end{equation*}
$$

where the last two-term is the well-known expression for the energy of the fundamental scalar field $V(\varphi)=-\frac{1}{2} \mu^{2} \varphi^{2}+\frac{\sigma^{2} \varphi^{4}}{4}$. The total effective energy of the "new" vacuum with the fundamental scalar field is given by

$$
\begin{equation*}
E=E_{v}-\frac{\mu^{4}}{4 \sigma^{2}}+\frac{\sigma^{2}}{4}\left(\varphi^{2}-\frac{\mu^{2}}{\sigma^{2}}\right)^{2} \tag{7}
\end{equation*}
$$

In the case of no scalar field $\varphi=0, E=E_{v}$ while for $\varphi^{2}=\frac{\mu^{2}}{\sigma^{2}}$ the expression for the effective ground state energy of the "new" vacuum reduces to $E=E_{v}-\frac{\mu^{4}}{4 \sigma^{2}}$. As follows from last relation, the energy of the "new" vacuum is lower than the energy of the primary vacuum and can vanish for $E_{v}=\frac{\mu^{4}}{4 \sigma^{2}}$.

This relation can be applied to estimate the maximum dispersion of the field fluctuations. If $\sigma^{2}$ tends to infinity, then the energy of the new state tends to the initial energy of the ground state. Thus, we come to the standard form of the energy of the fundamental scalar field, but with different behavior of the energy of vacuum at the presence of the scalar field. The coefficient of non-linearity in the potential energy is determined by the coupling of the fundamental scalar field with the fluctuations of the field of different nature. This means that there could be a new scenario of the Universe formation. In this scenario, the energy of pure vacuum does not contribute to the energy-momentum tensor and thus we cannot introduce dynamic presentation (and geometry) for such state. Only, if the fundamental scalar field appears and the matter is originated we can tell about the geometry. In this sense, the potential of scalar field determines the vacuum state of the Universe.

## 4. Conclusions

Standard cosmological models involve a scenario of the Universe nucleation and expansion based on a scalar field which is of fundamental importance for the unified theories of weak, strong, and electromagnetic interactions with spontaneous symmetry breaking [1]. A theory of new-phase bubble nucleation and expansion was proposed in Ref. [1]. Various cosmological models describe tunneling through the potential barrier in terms of the potentials $V(\varphi)$ of arbitrary forms. Here we propose a modification of the standard cosmological model. As was mentioned above, we assume that the fundamental scalar field interacts with possible fluctuations of fields of the other nature. To proceed further and to calculate the size of the bubble, we have to violate the equivalence of the local minima. Attempts have been made [1] to obtain non-linearity of such type associated with the fluctuations of the medium and produced by the interaction with the fields of different nature [9] [10]. Similar ideas are used in the description of phase transitions in condensed media, e.g., liquid crystals, superconductors etc. [11]. In order to explain the fact that the transition in such systems is the firstorder one, the physical mechanism has been reduced to the interaction of the scalar order parameter with the vector field that includes information on possible fluctuations in the system [11] [12]. This means that the contribution of all existing configurations of such fields results in the additional part in the potential energy which proportional $\varphi^{3}$ in turn violates the equivalence of the local minima and opens the possibility to determine the bubble size of new phase with nonzero fundamental scalar field [12]. Thus the "condensing" value of fluctuations of the field that is "external" with respect to the scalar field completely determines both the mean critical size of the new phase bubble and the probability of its formation. In this case characteristics of such formation have no free parameters other than fluctuation dispersion.

As mentioned above, only the fundamental scalar field and its symmetry breaking generate the matter, and equilibrium distribution of this matter deter-
mines the geometry [13]. Obviously, the size of the bubble of the new phase is a finite one that is in agreement with the observations. And here we notice that in the Einstein equation the energy of primary vacuum is not present and the dynamics of the Universe are determined only by the potential energy of the fundamental scalar field which produces the matter. The distribution of matter in its turn determines the geometry. For our Universe, the vacuum is different from the primary one and its state depends on the fundamental scalar field which determines all possible processes. So, the dispersion of the fluctuations fully determines the conditions of new phase bubble formation.

Thus, the assumption of the vacuum ground state energy decrease for all physical fields due to the presence of the fundamental scalar field makes it possible to reveal the probability of a phase transition caused by the spontaneous generation of the field, i.e. the phase transition from vacuum with zero scalar field to the "new" vacuum with the spontaneously generated field. Combining this assumption with the idea that the Universe interacts with the fluctuations of various physical fields in vacuum we can get a consistent picture of the Universe origination and evolution. The decrease of the initial ground state energy does not contradict the H -theorem, because the distribution functions describing the evolution governed by the Fokker-Planck equation are known to satisfy it [14] [15].
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#### Abstract

The properties of $\mathrm{BaTiO}_{3}$ (BTO) thin films deposited on different substrates by RF magnetron sputtering were investigated. Two representative substrates were selected and different heterostructures were studied. 1) $\mathrm{SrTiO}_{3}$ (STO) single crystals as a bulk oxide reference material, and 2) silicon as a semiconductor. $\mathrm{SrRuO}_{3}(\mathrm{SRO})$ and Pt bottom electrodes were deposited on the silicon substrate. The BTO structural characterizations show that all the films have (001) crystallographic orientation. We have compared the electrical properties of the different samples: the same dielectric constant and polarization values were obtained independently of the nature of the substrate.
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## 1. Introduction

Among the ferroelectric perovskites, $\mathrm{BaTiO}_{3}$ (BTO) has intensively been studied for a wide range of applications [1], MEMS devices [2], non-volatile memories, electro-optical devices [3], and piezoelectric and electro-optical properties [4]. Especially the fact that its composition is lead-free makes BTO very interesting for applications and many papers have discussed electrical and structural properties of BTO thin films [5] [6]. Various deposition techniques were used to grow thin films such as molecular beam epitaxy (MBE) [7] [8] [9], sol-gel deposition [10], pulsed laser deposition [11], chemical vapor deposition (CVD) [12], and RF sputtering [13] [14] [15]. RF sputtering is known to be one of the best compromises between deposition area size, stoichiometry, smoothness and de-
position speed problematics. High quality BTO thin films have generally been grown on lattice matched substrate such as MgO and $\mathrm{SrTiO}_{3}$ (STO). In most cases, STO single-crystal is used as substrate as it also has a perovskite structure and its lattice parameters are close to those of BTO [16]. It is then easy to obtain epitaxially growth of BTO on STO. To check the electrical properties, conductive electrodes are needed. One can use a metal such as Pt , or a conductive oxide layer such as $\mathrm{SrRuO}_{3}(\mathrm{SRO})$. The substrate and the bottom contact layer have to ensure good quality growth, and sufficient mechanical and thermal stabilities. In the present work, we investigate the structural and dielectric properties of 300 nm thick BTO thin films deposited by RF sputtering on different stacks of electrode/substrate: 1) $\left.\mathrm{SrRuO}_{3} / \mathrm{SrTiO}_{3}, 2\right) \mathrm{Pt} / \mathrm{TiO}_{2} / \mathrm{SiO}_{2} / \mathrm{Si}$ and 3) $\mathrm{SrRuO}_{3} / \mathrm{SrTiO}_{3} / \mathrm{Si}$.

## 2. Experimental Procedure

In this work, the substrates were cleaned before performing the deposition process with acetone and ethanol in an ultrasonic bath. Firstly, bulk STO (001) and STO buffered Si (001) were used as a substrate to deposit the BTO/SRO. SRO ( 30 nm thick) was deposited with $\mathrm{Ar} / \mathrm{O}_{2}$ gas ratio $=10 / 1$ at 4 mTorr and at $620^{\circ} \mathrm{C}$. The STO buffer layer growth was performed by Molecular Beam Epitaxy on Si (004) wafer thanks to McKee process [17] [18]. Strontium was deposited on the native silica layer of the wafer and used for the reduction of $\mathrm{SiO}_{2}$ and passivation layer on silicon, before the $\mathrm{SrTiO}_{3}$ direct deposition around $360^{\circ} \mathrm{C}$ under oxygen atmosphere. Secondly, on Si (001) with native silica layer was deposited at room temperature by RF sputtering 120 nm -thick platinum bottom electrode. A thin $\mathrm{TiO}_{2}$ layer ( 5 nm -thick) was used as buffer and adhesion layer between Pt and $\mathrm{SiO}_{2}$. Then, the BTO thin films on all substrates were prepared by RF magnetron sputtering from a stoichiometric $\mathrm{BaTiO}_{3}$ ceramic target. The deposition was carried out in gas ratio $\mathrm{Ar} / \mathrm{O}_{2}=4 / 1$ maintained at a pressure of 15 mTorr and a temperature of $650^{\circ} \mathrm{C}$. After deposition, a rapid thermal annealing (RTA) at $650^{\circ} \mathrm{C}$ for 3 minutes under oxygen atmosphere was performed in order to reduce oxygen vacancies in BTO thin films and improve their structural and electrical properties. The crystalline nature of BTO thin films was checked by X-ray diffraction analysis with a Rigaku Smartlab diffractomter using $\mathrm{CuK} \alpha$ radiation ( $\lambda=1.5406 \AA$ ). For electrical measurements, platinum top electrodes $(50 \mu \mathrm{~m} \times$ $50 \mu \mathrm{~m}$ area and 250 nm -thick) were deposited by lift-off on all samples at room temperature. A sketch of the different samples can be found in Figure 1. To perform the capacitance-voltage (C-V) measurements, a HP 4284A precision


Figure 1. Schematic of the different samples. Pt top electrodes were deposited by lift-off at room temperature.

LCR meter was used. The ferroelectric hysteresis loops were evaluated with PUND (Positive Up Negative Down) method in order to extract the P-E hysteresis loop [19]. The PUND pulse train was programmed by LabView and a NF WF1966 2-channel generator. After application by a KEITHLEY 428 current amplifier, the current response was recorded by Nicolet INTEGRA-40 oscilloscope.

## 3. Results and Discussion

## - Structural characterization

As a bulk material, BTO is normally crystallized in a tetragonal phase at room temperature. The difference between tetragonal phase and cubic phase in general is confirmed by the separation of diffraction peaks (002) and (200). Figure 2(a), Figure 2(c) and Figure 2(e) show $2 \theta / \omega$ patterns of 300 nm thick BTO grown on the different substrates. All diagrams indicate a preferential diffraction peak along the [001] direction, with no sign of secondary crystallographic orientation. Moreover, no other phase than the pure perovskite phase with a tetragonal structure is observed. The position corresponding to the 002 BTO reflection of bulk is obtained by angle determination ( $2 \theta=44.86^{\circ}$ ). The BTO thin films on all substrates are c-oriented and strained with elongated c-axis. These results are consistent with experimental data from previous sputtering depositions [20]. The diffractograms for all samples are qualitatively similar: on $\omega$ scan, the rocking curves display a full width at half maximum (FWHM) between $1.16^{\circ}$ and $1.36^{\circ}$, indicating the similar good crystallinity of BTO films, as shown in Figure 2(b), Figure 2(d) and Figure 2(f). These values are similar to those found in [21]. On the one hand, the phi-scan and reciprocal space mapping (RSM) patterns on the 103 reflections, shown in Figure 3(a) and Figure 3(b), reveal the epitaxy of BTO films on bulk STO and STO buffered silicon substrates. The RSM measurements also show that the BTO films are relaxed on the substrates. On the other hand, the BTO deposited on $\mathrm{Pt} / \mathrm{TiO}_{2} / \mathrm{SiO}_{2} / \mathrm{Si}$ is textured with out-of-plane c-axis. The $2 \theta / \omega$ patterns allow calculating the out-of-plane c-parameter of BTO for all samples. Based on fitting of 002 reflection peaks, these c-parameter values are $4.07 \AA, 4.06 \AA$ and $4.03 \AA( \pm 0.01 \AA)$ respectively for BTO films deposited on BTO/SRO/STO and BTO/SRO/STO/Si and $\mathrm{Pt} / \mathrm{TiO}_{2} / \mathrm{SiO}_{2} / \mathrm{Si}$. This expansion of c parameter (bulk value of $4.038 \AA$ ) can be due to the epitaxial strain from the substrate for the epitaxial samples and/or the oxygen vacancies in BTO films. However, with a very low leakage current in the films (about 50 $\mathrm{nA} / \mathrm{cm}^{2}$ at $100 \mathrm{kV} / \mathrm{cm}$ applied field), it is expected that the films are vacancies-free. From RSM measurements, the in-plane a-parameter values were extracted and equal to $4.03 \AA$ and $4.02 \AA( \pm 0.01 \AA)$ respectively for $\mathrm{BTO} / \mathrm{SRO} / \mathrm{STO}$ and $\mathrm{BTO} / \mathrm{SRO} / \mathrm{STO} / \mathrm{Si}$. Then, it was possible to calculate their $\frac{c}{a}$ ratio $=1.01-$ equal to the bulk value one-which confirms the tetragonal structure of the BTO films. Although the substrates are different for BTO/SRO/STO and BTO/SRO/

STO/Si heterostructures, their structural properties are quite similar with same out-of-plane orientation and close lattice parameters.

## - Dielectric and ferroelectric properties

Electrical and ferroelectric measurements were performed on the 3 samples. The investigation on the variation of the dielectric constant versus the applied


Figure 2. Out-of-plane XRD measurements of 300 nm thick BTO thin films on: (a) $\mathrm{SRO} / \mathrm{STO}$, (c) $\mathrm{SRO} / \mathrm{STO} / \mathrm{Si}$ and (e) $\mathrm{Pt} / \mathrm{TiO}_{2} /$ $\mathrm{SiO}_{2} / \mathrm{Si}$. Rocking curve measurements around the BTO 002 respectively on (b) STO , (d) $\mathrm{STO}-\mathrm{Si}$ and (f) $\mathrm{Pt} / \mathrm{TiO}_{2} / \mathrm{SiO}_{2} / \mathrm{Si}$.
electric field ( $\mathrm{C}-\mathrm{V}$ ) is one of the methods for gaining insight into the behavior of the ferroelectric materials and has been used to characterize ferroelectric thin films [22] [23]. The C-V (Figure 4) characteristics measured on BTO films show the dielectric constant extracted from the small signal capacitance as a function of a DC bias voltage. The butterfly shape observed for all samples indicates the ferroelectric nature of the BTO tetragonal films. Very low leakage current (about $50 \mathrm{nA} / \mathrm{cm}^{2}$ at $100 \mathrm{kV} / \mathrm{cm}$ applied field) was measured on the 3 samples. From Figure 4, the relative permittivity extracted using the parallel-plate capacitor equation was found $\varepsilon_{r}=115$ for all substrates, corresponding to its dielectric contribution. On all samples, we can observe a shift of the dielectric constant along the X -axis for positive values of the electric field. This can be explained by the fact that top and bottom electrodes were made of different materials, which


Figure 3. RSM measurements around the 103 STO, SRO and BTO reflections for BTO films deposited respectively on (a) STO substrate and (b) STO/Si template.


Figure 4. Dielectric constant curves of different samples: BTO/SRO/STO, BTO/SRO/ $\mathrm{STO} / \mathrm{Si}$ and $\mathrm{BTO} / \mathrm{Pt} / \mathrm{TiO}_{2} / \mathrm{SiO}_{2} / \mathrm{Si}$.


Figure 5. Ferroelectric hysteresis loops of different samples: BTO/SRO/STO, BTO/SRO/ $\mathrm{STO} / \mathrm{Si}$ and $\mathrm{BTO} / \mathrm{Pt} / \mathrm{TiO}_{2} / \mathrm{SiO}_{2} / \mathrm{Si}$.
results in asymmetric properties of the upper and lower electrode-thin film interfaces, e.g. their work-function. The ferroelectric properties of BTO films on substrates were confirmed by hysteresis measurement as shown in Figure 5. It can be seen that all loops are normal P-E hysteresis ones. The corresponding remanent polarization value is $P_{r}=2.5 \mu \mathrm{c} / \mathrm{cm}^{2}$ and the coercive field about $E_{c}=170 \mathrm{kV} / \mathrm{cm}$ for all samples. These results agree with other results close to state of art obtained for BTO films deposited by MOCVD [23] [24] [25] or sputtering [20] [26]. The small value of the Pr in BTO films can be due to the presence of space-charges within the films [26]. As all the BTO films have out-ofplane c-axis orientation, it is obvious that the remanent polarization and the coercive field are similar. In this work, the same values are obtained on all substrates. We obtained BTO films with similar out-of-plane structure and electrical properties regardless of the nature of the substrate. It seems that the same crystallization process by sputtering with post-deposition annealing under oxygen atmosphere used to realize all the samples leads to similar film properties independently of the nature of the substrate.

## 4. Conclusion

Ferroelectric BTO thin films were successfully deposited on bulk STO, STO- and Pt-buffered silicon substrates. We achieved epitaxial growth of BTO on STO and STO-buffered Si and texturation on Pt-buffered Si. The BTO films show similar electrical properties on the substrates used in this work (STO or Si ). These results offer promise for low cost integration of ferroelectric BTO film on silicon wafer.
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#### Abstract

It is proposed a representation of the basic laws (i.e. the zeroth, first, second and third laws) in thermodynamics for quantum systems in the pure and mixed ensembles, respectively. We show that the basic laws are represented by parameters that specify respective quantum states. The parameters are the elements of the thermodynamic state space $\mathcal{M}_{\theta}$ and the state space $\mathcal{M}_{\vartheta}$ of the mixed ensemble for quantum systems. The introduction of such parameters is based on a probabilistic nature of quantum theory. Consistency between quantum theory and classical thermodynamics is preserved throughout the formulation for the representation of the thermodynamical laws in quantum systems (quantum thermodynamics). The present theory gives the mathematical foundations of quantum thermodynamics.
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## 1. Introduction

Thermodynmics is a universal theory not only for classical but for quantum systems. Classical thermodynamics has been well established by different approaches [1] [2] [3]. Above all, the theoretical importance of thermodynamical consideration in quantum systems (quantum thermodynamics) is emphasized in textbooks [4] [5]. When we consider the thermodynamics for quantum systems, the most important is the change in entropy since entropy is a constant of motion under the unitary transformation generated by a system Hamiltonian [6] [7]. The internal energy of the system plays the same role as temperature [8]. It
should, however, be noticed that in quantum system, thermodynamic equibria cannot be described in terms of a parameter like a temperature as in classical system.

In classical thermodynamics, states of the system are represented by points on a thermodynamic state space. In quantum system, quantum states are expressed by the elements of a complex Hilbert space $\mathscr{H}$. Therefore, in quantum thermodynamics, the Hilbert space itself does not play the same role as the state space in classical thermodynamics. In quantum system, thermodynamic equibria cannot be described in terms of a parameter like a temperature as in classical system. To be more precise, respective thermodynamic states are represented by points on a thermodynamic state space $\mathcal{M}_{\theta}$, and a different point means other thermodynamic states.

In order to gain some insights into the relation between thermodynamic states and quantum states, we have to investigate the structure of thermodynamics (quantum thermodynamics) on the basis of mathematical foundations. Lieb and Yngvason made the mathematical structure of thermodynamics transparent by axiomatic approach [3]. Thermodynamics treats changes of thermodynamical quantities when a system changes from one thermodynamic state to another state. In quantum mechanics, quantum states are expressed by the elements of a complex Hilbert space $\mathscr{H}$. It should be however noted that the Hilbert space itself does not play the same role as the thermodynamic state space in classical thermodynamics. In other words, the thermodynamic state space is not the same state space. The present authors [9] started with introducing a set $\mathcal{M}_{\Psi}$ of the state vectors in $\mathscr{H}$ in order to obtain a suitable set which plays the same role as the thermodynamic state space in classical thermodynamics. That is, a set $\mathcal{M}_{\theta}$, which plays the same role as the thermodynamic state space, is introduced and the correspondence between $\mathcal{M}_{\Psi}$ and $\mathcal{M}_{\theta}$ must be derived. In short, we will see this treatment provides an insight into a correspondence between $\mathcal{M}_{\Psi}$ and $\mathcal{M}_{\theta}$.

In our previous paper [9], we showed that a representation of the basic laws in thermodynamics for quantum systems in pure states is constructed in terms of the parameters $\theta$ 's by which respective thermodynamic states corresponding to the respective quantum states of the system are represented. In this paper, we extend the previous theory for the representation of the thermodynamic quantum states applicable to the case for the mixed ensembles in quantum systems. We introduced parameters $\theta$ 's in $\mathcal{M}_{\theta}$, which could describe the thermodynamic temperature. The parameters $\theta$ 's make sense only on existence of the map $\mathcal{M}_{\Psi} \mapsto \mathcal{M}_{\theta}$, i.e., $\mathcal{M}_{\theta}$ is an injection of $\mathcal{M}_{\Psi}$ valid for a system in pure states.

To extend the range of applicability of the theory is interesting from the viewpoint of fundamental physics. In the previous study [9] we discussed thermodynamics for a system in pure quantum states and constructed the representation of basic laws of quantum thermodynamics in terms of the parameters $\theta$ s
in $\mathcal{M}_{\theta}$. In this paper, we extend the theory and construct the formulas representing the basic laws of thermodynamics for a system in a mixed quantum ensemble. The formulation is based on the mathematical foundation by employing axiomatic approach [3].

We will introduce a state space $\mathcal{M}_{\vartheta}$ in order to take into account a mixed state just like we introduced $\mathcal{M}_{\theta}$ for a pure state. The parameter $\vartheta$ 's characterize the state vectors of the mixed states, where fractional population (viz., a probability of occurrence) of the quantum states is naturally introduced for state vectors. It should be noted that the parameters $\vartheta$ 's are the elements of $\mathcal{M}_{\vartheta}$ for a system in mixed quantum states and the map $\mathcal{M}_{\Psi} \mapsto \mathcal{M}_{\vartheta}$ should hold. We will show that a representation of the basic laws (Zeroth, First, Second and Third laws) in thermodynamics for quantum systems in a mixed state is described by making use of those parameters $\vartheta$ 's in $\mathcal{M}_{\vartheta}$.

This paper is organized as follows. In the next section, we present quantum thermodynamics, namely thermodynamics for quantum systems. In subsection 2.1, the zeroth law of quantum thermodynamics is formulated for the case where the quantum systems are in mixed quantum ensembles. We introduce thermodynamic state space $\mathcal{M}_{\theta}, \mathcal{M}_{\vartheta}$ respectively for pure and mixed quantum ensembles in order to relate $\mathcal{M}_{\theta}, \mathcal{M}_{\theta}$ to the quantum state space $\mathcal{M}_{\Psi}$. We discuss the connection between the elements in $\mathcal{M}_{\Psi}$ and those in $\mathcal{M}_{\theta}$ and $\mathcal{M}_{\vartheta}$, and formulate the first law of quantum thermodynamics in subsection 2.2. In subsection 2.3, we introduce an entropy function for the system of mixed states as a map on thermodynamic state space $\mathcal{M}_{\theta}$ and $\mathcal{M}_{\vartheta}$ for pure and mixed ensembles. We shall see that the entropy function ensures it is defined for all states in terms of $\theta$ 's $\left(\in \mathcal{M}_{\theta}\right)$ and $\vartheta$ 's $\left(\in \mathcal{M}_{\vartheta}\right)$. We will show that thermodynamic temperatures can be defined as a function of $\theta$ 's and $\vartheta$ 's for the system of mixed ensembles. In subsection 2.4, the third law of thermodynamics for the quantum systems of mixed states is briefly discussed. The absolute zero temperature is the state that the system is in a single quantum state. Finally, summary and concluding remarks are given in section 3 .

## 2. Thermodynamics for Systems in Mixed Quantum States

In the previous paper [9], we have considered the case where thermodynamic quantum systems are in pure ensembles. The state of quantum systems in a pure ensemble is described by $\left|\Psi_{\alpha}\right\rangle,\left|\Psi_{\beta}\right\rangle$, etc., where subscripts denote the label of respective states of quantum system. The formulation of the present theory can be extended to a case where thermodynamic quantum systems are in mixed ensemble by introducing another parameter in order to describe those mixed ensembles of the quantum system.

Mixed ensembles are defined by

$$
\begin{equation*}
\rho:=\left(\left|\Psi_{\alpha}\right\rangle,\left|\Psi_{\beta}\right\rangle,\left|\Psi_{\gamma}\right\rangle, \cdots ; w_{\alpha}, w_{\beta}, w_{\gamma}, \cdots\right) \tag{1}
\end{equation*}
$$

where fractional populations $w_{j}\left(0<w_{j} \leq 1\right.$ and $\left.\sum w_{j}=1, j=\alpha, \beta, \gamma, \cdots\right)$
describes a probability of occurrence corresponding to a state vector $\left|\Psi_{j}\right\rangle$ [10]. This suggests that a mixed ensemble is characterized not only by a probability $w_{j}$ but also by a probability $p$ which is obtained from $|\Psi\rangle$ as shown in the proof of L1' (see Section 2.1). Therefore if we introduce a probability function $Q(\vartheta ; y)$ so as to satisfy $Q(\vartheta ; y=j)=\omega_{j}$, a mixed ensemble can be characterized by both $Q(\vartheta ; y)$ and $P(\theta ; x)$. Thus, a state of the thermodynamic quantum systems can be characterized by these two parameters: $\vartheta$ 's in $\mathcal{M}_{\vartheta}$ and $\theta$ 's in $\mathcal{M}_{\theta}$. It should be noticed that the origin of $\theta$ is a probabilistic nature of quantum mechanics but $\vartheta$ is due to the 'classical' probability of occurrence $\omega_{j}$ that the state vector is $\left|\Psi_{j}\right\rangle$. In this section, we derive a representation of zeroth, first, second, and third laws of thermodynamics for a quantum system in a mixed ensemble.

At first, we have to introduce the concept of an ensemble $w_{j}$ into the probability amplitude $a_{i}$ defined by $a_{i} \equiv\langle i \mid \Psi\rangle$ where $\langle i|=|i\rangle^{\dagger},(i=1,2,3, \cdots)$, is complete orthogonal basis. We define the probability amplitude in a mixed ensemble as follows:

$$
\begin{equation*}
b_{i j} \equiv \sqrt{w_{j}}\left\langle i \mid \Psi_{j}\right\rangle . \tag{2}
\end{equation*}
$$

The probability is thus given by

$$
\begin{equation*}
p_{i j}=\left|b_{i j}\right|^{2}=w_{j}\left|\left\langle i \mid \Psi_{j}\right\rangle\right|^{2}=p_{i} w_{j} \tag{3}
\end{equation*}
$$

Recall that $\left|\left\langle i \mid \Psi_{j}\right\rangle\right|^{2}$ is the usual quantum mechanical probability taken with respect to the respective state $i$. Equation (2) tells us that these probabilities must further be weighted by the corresponding fractional populations $w_{j}$. Notice how probabilistic concepts enter twice: first in $\mid\left\langle i \mid \Psi_{j}\right\rangle^{2}$ for the quantum-mechanical probability for the respective state $i$ to be found in an eigenstate $\left|\Psi_{j}\right\rangle$, second in the probability factor $w_{j}$ for finding a quantum-mechanical state characterized by $\left\langle i \mid \Psi_{j}\right\rangle$ in the ensemble.

In the following subsections, we derive the representation of the basic laws of quantum thermodynamics for a system in mixed ensembles.

### 2.1. The Zeroth Law of Quantum Thermodynamics

The zeroth law of quantum thermodynamics for a system in mixed ensembles is expressed by making use of the parameter $\vartheta$ 's in $\mathcal{M}_{\vartheta}$. In order to represent the zeroth law, we need to introduce the Lemma L1' as follows:

L1': There exist parameters $\theta_{\alpha}, \theta_{\beta}, \cdots$ in $\mathcal{M}_{\theta}$ for pure quantum states and $\vartheta_{\alpha}, \vartheta_{\beta}, \cdots$ in $\mathcal{M}_{\vartheta}$ for mixed ensembles representing the respective state vectors, $\left|\Psi_{\alpha}\right\rangle,\left|\Psi_{\beta}\right\rangle, \cdots$ in $\mathcal{M}_{\Psi}$.

Proof of L1': We treat a case for a label $\alpha$. Other cases, $\beta, \gamma, \cdots$, could be proved in the same way. From Equation (2), one can obtain a sequence $\left\{\left|b_{1 j}^{\alpha}\right|^{2},\left|b_{2 j}^{\alpha}\right|^{2}, \cdots,\left|b_{i j}^{\alpha}\right|^{2}, \cdots\right\}$ with an ensemble $j$. By normalizing a state vector $\left|\Psi_{\alpha}\right\rangle$, the sequence satisfies the condition $\sum_{i=1}\left|b_{i j}^{\alpha}\right|^{2}=1$ and it is clear that
$0 \leq\left|b_{i j}^{\alpha}\right|^{2} \leq 1$. Then each element of the sequence describes a definite probability for the respective state $i$ and a specific ensemble $j$. Hereafter, we shall omit superscript $\alpha$ for simplicity. Let us introduce a probability function $P(\theta ; x)$ so as to satisfy $P(\theta ; x=i)=\left|a_{i}\right|^{2}$ for any $i$. In $P(\theta ; x), \theta$ is a parameter and $x$ is a random variable. We also introduce a probability function so as to satisfy $Q(\vartheta ; y=j)=w_{j}$ for any $j$. Therefore, the parameters $\theta_{k}(k=\alpha, \beta, \gamma, \cdots)$ and $\vartheta_{k}(k=\alpha, \beta, \gamma, \cdots)$, both exist for the representation of a state vector $\left|\Psi_{k}\right\rangle$.
We note here that Ll ' ensures the existence of parameters $\theta_{k}$ 's and $\vartheta_{k}$ 's which correspond to respective state vectors $\left|\Psi_{k}\right\rangle$ 's in $\mathcal{M}_{\Psi}$ through probability functions $P\left(\theta_{k} ; x\right)$ 's and in $Q\left(\vartheta_{k} ; y\right)$ 's, respectively.

Now one can compare two quantum states in thermodynamic sense since those parameters $\theta$ 's and $\vartheta$ 's can be used to describe two or more systems being equivalent. This leads to the zeroth law of quantum thermodynamics. Let us prepare three systems, $\mathcal{M}_{\theta}^{\mathrm{A}}$ with $\mathcal{M}_{\theta}^{\mathrm{A}}, \mathcal{M}_{\theta}^{\mathrm{B}}$ with $\mathcal{M}_{\theta}^{\mathrm{B}}$ and $\mathcal{M}_{\theta}^{\mathrm{C}}$ with $\mathcal{M}_{\vartheta}^{\mathrm{C}}$, where superscripts indicate labels of respective systems. The zeroth law of quantum thermodynamics (equivalence relation among quantum states) is described by the following relation:

Let us first consider the following relation for the system in mixed ensembles:

$$
\begin{equation*}
\text { If } \theta_{\alpha}^{\mathrm{A}}=\theta_{\beta}^{\mathrm{B}} \text { and } \vartheta_{\alpha}^{\mathrm{A}}=\vartheta_{\beta}^{\mathrm{B}} \text {, then }\left|\Psi_{\alpha}\right\rangle^{\mathrm{A}} \doteq\left|\Psi_{\beta}\right\rangle^{\mathrm{B}} \text {, } \tag{4}
\end{equation*}
$$

where $\theta_{\alpha}^{\mathrm{A}} \in \mathcal{M}_{\theta}^{\mathrm{A}}$ and $\theta_{\beta}^{\mathrm{B}} \in \mathcal{M}_{\theta}^{\mathrm{B}}, \vartheta_{\alpha}^{\mathrm{A}} \in \mathcal{M}_{\theta}^{\mathrm{A}}$ and $\vartheta_{\beta}^{\mathrm{B}} \in \mathcal{M}_{\theta}^{\mathrm{B}}$ respectively, and a symbol $\doteq$ here denotes that the state in the left-hand side is equivalent to the state in the right-hand side.

Proof of Equation (4): Let $\theta_{\alpha}^{\mathrm{A}}$ and $\theta_{\beta}^{\mathrm{B}}$ be the elements of $\mathcal{M}_{\theta}^{\mathrm{A}}$ and $\mathcal{M}_{\theta}^{\mathrm{B}}$, respectively. Furthermore, let $\vartheta_{\alpha}^{\mathrm{A}}$ and $\vartheta_{\beta}^{\mathrm{B}}$ be the elements of $\mathcal{M}_{\vartheta}^{\mathrm{A}}$ and $\mathcal{M}_{\vartheta}^{\mathrm{B}}$, respectively. By Ll ', it is clear that $\theta_{\alpha}^{\mathrm{A}}=\theta_{\beta}^{\mathrm{B}}$ and $\vartheta_{\alpha}^{\mathrm{A}}=\vartheta_{\beta}^{\mathrm{B}}$ imply $\left|\Psi_{\alpha}\right\rangle^{\mathrm{A}} \doteq\left|\Psi_{\beta}\right\rangle^{\mathrm{B}}$.
The zeroth law: We are now in a position to discuss some consequences obtained by introducing the parameters $\theta_{k}$ and $\vartheta_{k}$ to specify the corresponding thermodynamic states of the systems in mixed quantum ensembles. It is clear from Equation (4) that the transitive lawholds:
If $\theta_{\alpha}^{\mathrm{A}}=\theta_{\beta}^{\mathrm{B}}$ with $\vartheta_{\alpha}^{\mathrm{A}}=\vartheta_{\beta}^{\mathrm{B}}$ and $\theta_{\beta}^{\mathrm{B}}=\theta_{\gamma}^{\mathrm{C}}$ with $\vartheta_{\beta}^{\mathrm{B}}=\vartheta_{\gamma}^{\mathrm{C}}$, then $\left|\Psi_{\alpha}\right\rangle^{\mathrm{A}} \doteq\left|\Psi_{\gamma}\right\rangle^{\mathrm{C}}$.
We have established a representation of the zeroth law of quantum thermodynamics (equivalence relation among quantum states). The zeroth law can be expressed in terms of parameters in $\mathcal{M}_{\theta}$ and $\mathcal{M}_{g}$. Equation (5) means that, in the mixed ensemble, the additional condition $\vartheta_{\alpha}^{\mathrm{A}}=\vartheta_{\beta}^{\mathrm{B}}$ is required for the equivalence relation among mixed ensembles.

### 2.2. The First Law of Quantum Thermodynamics

The first law of thermodynamics states that heat is a form of energy, and thermodynamic processes are therefore subject to the principle of conservation of energy, meaning that heat energy cannot be created or destroyed. In order to
discuss the first law and obtain the representation of the first law of quantum thermodynamics, let us consider the internal energy of the system in mixed quantum ensembles.

The internal energy $U_{\mathrm{m}}$ of the system in mixed quantum states is given by the expectation value of Hamiltonian $\hat{\mathcal{H}}$ :

$$
\begin{equation*}
U_{\mathrm{m}}=\langle\hat{\mathcal{H}}\rangle_{\mathrm{m}}=\sum_{i, j} p_{i j} E_{i}=\sum_{j} U_{j}, \tag{6}
\end{equation*}
$$

where $p_{i j}=p_{i} w_{j}$ and $U_{j}=\sum_{i} p_{i j} E_{i}$ is the internal energy of the ensemble $j$. By calculating the total differential of Equation (6), we obtain

$$
\begin{equation*}
d U_{\mathrm{m}}=\sum_{i, j}\left(E_{i} d p_{i j}+p_{i j} d E_{i}\right) \equiv \sum_{j}\left(d^{\prime} Q_{j}+d^{\prime} W_{j}\right) . \tag{7}
\end{equation*}
$$

Analogous to the case for a system in a pure ensemble [9], we identify $d^{\prime} Q_{j}=\sum_{i} E_{i} d p_{i j}$ and $d^{\prime} W_{j}=\sum_{i} p_{i j} d E_{i}$, respectively, for the heat transferred to the ensemble $j$ and for the work done on the ensemble $j$. The variation of the internal energy $U_{\mathrm{m}}$, that is $d U_{\mathrm{m}}$ for the mixed ensemble, is obtained by summing up all $d^{\prime} Q_{j}$ and $d^{\prime} W_{j}$ weighted by $w_{j}$ since $p_{i j}$ is equal to $p_{i} w_{j}$. It is clear that $d U_{\mathrm{m}}$ in Equation (7) is reduced to $d U=\sum_{i}\left(E_{i} d p_{i}+p_{i} d E_{i}\right)$, which is the case of a quantum system in a pure quantum ensemble since a pure quantum ensemble means $w_{j}=1$ only for particular $j$ and $w_{j^{\prime}}=0$ for $j^{\prime} \neq j$.

Distinguishing two kinds of transfer of energy, as heat and as thermodynamic work, adopted for thermodynamic processes, we prove that the equalities $d^{\prime} W_{j}=\sum_{i} p_{i j} d E_{i}$ and $d^{\prime} Q_{j}=\sum_{i} E_{i} d p_{i j}$ are true. Let us consider the small change in the outcome is given by

$$
\begin{equation*}
d E_{i}=\frac{\partial E_{i}(L)}{\partial L} d L \tag{8}
\end{equation*}
$$

where $L$ is the work coordinate related to the work done on the system. Then

$$
\begin{equation*}
\sum_{i} p_{i j} d E_{i}=\sum_{i} p_{i j} \frac{\partial E_{i}}{\partial L} d L \tag{9}
\end{equation*}
$$

where $p_{i j}=P(\theta ; x=i) Q(\vartheta ; y=j)$. Note that $p_{i j}$ is a function of the parameters $\theta$ and $\vartheta$. The probability $p_{i j}$ does not depend on $L$ but the energy $E_{i}$ of the quantum state $i$ does. Thus we can write Equation (9) as

$$
\begin{equation*}
\sum_{i} p_{i j} d E_{i}=\sum_{i} \frac{\partial}{\partial L}\left(p_{i j} E_{i}\right) d L=\frac{\partial}{\partial L} U_{j} d L \tag{10}
\end{equation*}
$$

A change in the internal energy of the system in a mixed ensemble is generally related to a force defined by

$$
\begin{equation*}
F_{j} \equiv-\frac{\partial U_{j}(L)}{\partial L} \tag{11}
\end{equation*}
$$

so that Equation (10) and hence Equation (9) can be expressed as

$$
\begin{equation*}
\sum_{i} p_{i j} d E_{i}=-F_{j} d L \tag{12}
\end{equation*}
$$

Thus, it is clear that the term $\sum_{i} p_{i j} d E_{i}$ corresponds to the work $d^{\prime} W_{j}$ done
on the system described by ensemble $j$ and it is generally expressed by

$$
\begin{equation*}
d^{\prime} W_{j}=\sum_{i} p_{i j} d E_{i}(L)=-F_{j} d L, \tag{13}
\end{equation*}
$$

where the definite probability $p_{i j}$ can then be replaced by the probability function $P(\theta ; x=i) Q(\vartheta ; y=j)$. Thereby, from Equations (7) and (13) we have $d U_{j}=d^{\prime} Q_{j}$ when $d^{\prime} W_{j}=0$. Then the term $\sum_{i} E_{i} d p_{i j}$ corresponds to the change in the internal energy of the system that occurs when no work is done; this is what we understand as heat flow.

It should be emphasized that the heat entering the system described by ensemble $j, d^{\prime} Q_{j}$, is expressed in terms of the variation of $p_{i j}=P(\theta ; x=i) Q(\vartheta ; y=j)$ while the work is done on the system described by ensemble $j, d^{\prime} W_{j}$, is expressed in terms of the variation of $E_{i}(L)$. Since $p_{i j}=P(\theta ; x=i) Q(\vartheta ; y=j)$, we can write $d p_{i j}$ as

$$
\begin{equation*}
d p_{i j}=Q(\vartheta ; y=j) \frac{\partial P(\theta ; x=i)}{\partial \theta} d \theta+P(\theta ; x=i) \frac{\partial Q(\vartheta ; y=j)}{\partial \vartheta} d \vartheta \tag{14}
\end{equation*}
$$

so that $d^{\prime} Q_{j}$ is expressed in terms of those parameters $\theta$ and $\vartheta$ :

$$
\begin{align*}
& d^{\prime} Q_{j}=\sum_{i} E_{i} d p_{i j} \\
& =\sum_{i} E_{i}\left[Q(\vartheta ; y=j) \frac{\partial P(\theta ; x=i)}{\partial \theta} d \theta+P(\theta ; x=i) \frac{\partial Q(\vartheta ; y=j)}{\partial \vartheta} d \vartheta\right] \tag{15}
\end{align*}
$$

We would like to note that Equation (15) reduces to
$d^{\prime} Q=\sum_{i} E_{i} d p_{i}=\sum_{i} E_{i} \frac{\partial P(\theta ; x=i)}{\partial \theta} d \theta$ for a quantum system in a pure ensemble, where $Q(\vartheta ; y=j)=1$.

### 2.3. The Second Law of Quantum Thermodynamics

In this subsection, we will give a definition of entropy to describe the entropy principle (viz., the second law of thermodynamics) for quantum system described by a mixed state. The entropy principle states that adiabatic accessibility of any two states is described by an entropy inequality. Here we should refer to the adiabatic process since the second law treated here is defined for the process. The process is characterized by $d^{\prime} Q_{j}=0$ for mixed ensembles. This is ensured when $P(\theta ; x) Q(\vartheta ; y)$ remains unchanged throughout the process (see $\mathbf{C l}^{\prime}$ and argument below). In other words, adiabatic process is a process such that $P(\theta ; x) Q(\vartheta ; y)$ remains unchanged. It should be noted that adiabatic process allows to change a value of $L$ since it affects only the work $d^{\prime} W_{j}$. This is consistent with adiabatic processes defined by Lieb and Yngvason [3].

Let us define an entropy function $S_{\mathrm{m}}$ for mixed ensembles as a map from the sets $\mathcal{M}_{\theta, L}$ and $\mathcal{M}_{\vartheta, L}$ to a real number $\mathcal{R}$ :

$$
\begin{equation*}
S_{\mathrm{m}}: \mathcal{M}_{\theta, L}, \mathcal{M}_{\vartheta, L} \mapsto \mathcal{R} \tag{16}
\end{equation*}
$$

We note that this general definition for entropy can describe all types of entropy functions including well known Boltzmann, Gibbs, and Shannon entro-
pies. The entropy $S_{\mathrm{m}}$ defined by the map (16) is clearly a state quantity and ensures that $S_{\mathrm{m}}$ can be defined for all states (i.e. pure and mixed ensembles) in terms of $\theta$ and $\vartheta$.

In order to obtain a representation of the second law in terms of $\theta$ and $\vartheta$ for quantum system, it must be shown that determining parameters $\theta$ and $\vartheta$. In order to show this, let us show that $U_{\mathrm{m}}$ is specified by $\theta$ 's, $\vartheta$ 's and $L$ 's (i.e., the elements of $\mathcal{M}_{\theta, L}$ and $\mathcal{M}_{\vartheta, L}$ ).

First, we show that the following corollaries, $\mathbf{C 1}{ }^{\prime}$ and $\mathbf{C} 2^{\prime}$, can be drawn:
C1': The internal energy $U_{\mathrm{m}}$ is specified by the respective parameters $\theta, \vartheta$ and $L$ :

$$
\begin{equation*}
U_{\mathrm{m}}=U_{\mathrm{m}}(\theta, \vartheta, L) \tag{17}
\end{equation*}
$$

Proof of $\mathrm{Cl}^{\prime}$ : Once a maximal test is chosen for a fixed $L$, respective outcomes $E_{i} \quad(i=1,2, \cdots)$ for the system is uniquely determined and the definite probability $p_{i j}$ is then described as $P(\theta ; x=i) Q(\vartheta ; y=j)$ by the proof of L1'. Therefore, it is clear that the internal energy is specified by the respective parameters $\theta, \vartheta$ and $L$.

We note that $\mathbf{C 1}$ ' states the internal energy $U_{\mathrm{m}}$ can be specified by those parameters, $\theta, \vartheta$ and $L$. We will omit $L$ in $U_{\mathrm{m}}(\theta, \vartheta, L)$ for simplicity when we consider a fixed $L$.

C2': $d^{\prime} Q_{j}=0$ implies the consequence of adiabatic equivalence for all ensembles w.r.t. each $j$.

Proof of C2': By the proof of L1', no change in the probability function implies that the absolute values of the expansion coefficients $\left|b_{i j}\right|$ 's remain the same. This implies $p_{i j}$ remains constant. Thus $d^{\prime} Q_{j}$ is equal to zero throughout the operation (process).

In the statement of $\mathbf{C} 2^{\prime}$, the consequence of adiabatic equivalence is as follows: if the system were isolated, the absolute values of the expansion coefficients $\left|b_{i j}\right|$ 's would remain constant. It should be noticed that the notion of heat arises only when the state (internal energy) of a system changes, where $d U_{j} \neq d^{\prime} W_{j}$. As in classical thermodynamics, heat in quantum system is also defined as a form of energy flow. Once the internal energy of a quantum system is well defined, heat is also well defined. Thus the following Lemma (L2') is established:

L2': There exist $U_{\mathrm{m}}$ 's specified by each element of $\mathcal{M}_{\theta, L}$ and $\mathcal{M}_{\theta, L}$.
Proof of L2': Without loss of generality, one can consider a fixed maximal test, where outcome of the maximal test is uniquely determined: The internal energy for mixed ensembles is thus represented in terms of those parameters $\theta$ 's and $\vartheta$ 's:

$$
\begin{equation*}
U_{\mathrm{m}}=\sum_{i, j} p_{i j} E_{i}=\sum_{i, j} P\left(\theta_{\alpha} ; x=i\right) Q\left(\vartheta_{\alpha} ; y=j\right) E_{i} \tag{18}
\end{equation*}
$$

where $\theta_{\alpha}$ and $\vartheta_{\alpha}$ specify the internal energy $U_{\mathrm{m}}$. Therefore, $U_{\mathrm{m}}$ can be labeled as $U_{\mathrm{m} \alpha}$. As in the same way, respective internal energies, $U_{\mathrm{m} \beta}, U_{\mathrm{m} \gamma}, \cdots$, can be specified by $\theta_{\beta}, \theta_{\gamma}, \cdots$ and $\vartheta_{\beta}, \vartheta_{\gamma}, \cdots$.

Since the existence of correspondence between an internal energy $U_{m}$ and
parameters $\theta$ and $\vartheta$ was established by L2', we can obtain one-to-one correspondence between $S_{\mathrm{m}}(X)$ and $S_{\mathrm{m}}(\theta, \vartheta)$. This keeps consistency between an entropy function defined in the entropy principle (see Ref. [9], Section 2) and the statement (16) for a mixed ensemble of the system. We finally obtain a representation of the second law of quantum thermodynamics for a system in a mixed ensemble in terms of $\theta$ and $\vartheta$ :

$$
\begin{equation*}
\theta_{\alpha} \prec \theta_{\alpha^{\prime}} \text { and } \vartheta_{\alpha} \prec \vartheta_{\alpha^{\prime}} \text { if and only if } S_{\mathrm{m}}\left(\theta_{\alpha}, \vartheta_{\alpha}\right) \leq S_{\mathrm{m}}\left(\theta_{\alpha^{\prime}}, \vartheta_{\alpha^{\prime}}\right) \tag{19}
\end{equation*}
$$

This describes the entropy principle for quantum systems in mixed quantum ensembles.

For the case where a given arbitrary pair of states represented by $\left(\theta_{\alpha}, \theta_{\beta}\right)$ and $\left(\theta_{\alpha^{\prime}}, \theta_{\beta^{\prime}}\right)$, the following relation holds [9]:

$$
\begin{equation*}
\left(\theta_{\alpha}, \theta_{\beta}\right) \prec\left(\theta_{\alpha^{\prime}}, \theta_{\beta^{\prime}}\right) \text { if and only if } S\left(\theta_{\alpha}\right)+S\left(\theta_{\beta}\right) \leq S\left(\theta_{\alpha^{\prime}}\right)+S\left(\theta_{\beta^{\prime}}\right) \tag{20}
\end{equation*}
$$

where $\theta_{j}, j=\alpha, \beta, \cdots$, is the element of the state space $\mathcal{M}_{\theta} \times \mathcal{M}_{\theta}$.
From L2', we can immediately obtain the relation for any pairs of states represented by $\left(\theta_{\alpha}, \theta_{\beta}\right),\left(\vartheta_{\alpha}, \vartheta_{\beta}\right)$ and $\left(\theta_{\alpha^{\prime}}, \theta_{\beta^{\prime}}\right),\left(\vartheta_{\alpha^{\prime}}, \vartheta_{\beta^{\prime}}\right)$ :

$$
\begin{align*}
& \left(\theta_{\alpha}, \theta_{\beta}\right) \prec\left(\theta_{\alpha^{\prime}}, \theta_{\beta^{\prime}}\right) \text { and }\left(\vartheta_{\alpha}, \vartheta_{\beta}\right) \prec\left(\vartheta_{\alpha^{\prime}}, \vartheta_{\beta^{\prime}}\right) \\
& \text { if and only if } S\left(\theta_{\alpha}, \vartheta_{\alpha}\right)+S\left(\theta_{\beta}, \vartheta_{\beta}\right) \leq S\left(\theta_{\alpha^{\prime}}, \vartheta_{\alpha^{\prime}}\right)+S\left(\theta_{\beta^{\prime}}, \vartheta_{\beta^{\prime}}\right) \tag{21}
\end{align*}
$$

where $\theta_{k}$ and $\vartheta_{k}, k=\alpha, \beta, \cdots$, are the elements of the state space $\mathcal{M}_{\theta} \times \mathcal{M}_{\theta}$ and $\mathcal{M}_{\vartheta} \times \mathcal{M}_{\vartheta}$, respectively. The statement (21) means that $\left(\theta_{\alpha^{\prime}} ; \vartheta_{\alpha^{\prime}}, \theta_{\beta^{\prime}} ; \vartheta_{\beta^{\prime}}\right)$ is adiabatically accessible from $\left(\theta_{\alpha} ; \vartheta_{\alpha}, \theta_{\beta} ; \vartheta_{\beta}\right)$.

Since we established $S_{\mathrm{m}}$ for the quantum system as a function of parameters $\theta$ and $\vartheta$, one can define thermodynamic temperature $T$ as a function of $\theta$ and $\vartheta: T=T(\theta, \vartheta)$.

### 2.4. The Third Law of Quantum Thermodynamics

Let us briefly discuss the third law of thermodynamics for quantum systems described by mixed ensembles. The probability functions $P(\theta)$ and $Q(\vartheta)$ are found from probability amplitudes (see L1'). Accordingly, we can obtain the representation of the third law: The entropy $S_{\mathrm{m}}$ is equal to zero only when $P(\theta)$ and $Q(\vartheta)$ satisfy the conditions:

$$
\begin{gather*}
P(\theta ; x=i)=1 \text { for arbitrary } i  \tag{22}\\
Q(\vartheta ; y=j)=1 \text { for arbitrary } j \tag{23}
\end{gather*}
$$

At the absolute zero temperature, one can expect a state of quantum system being in a single state for each ensemble $j$ such as

$$
\begin{equation*}
\left|\Psi_{j}\right\rangle=b_{i j}|i\rangle \quad \text { for arbitrary } i \text { and } j . \tag{24}
\end{equation*}
$$

The single state here means that only one outcome is obtained with a probability 1 by maximal tests.

## 3. Summary and Concluding Remarks

In this study, in addition to the parameters $\theta$ 's in a thermodynamic state space $\mathcal{M}_{\theta}$ to describe pure quantum ensembles discussed in Ref. [9], parameters $\vartheta$ 's
in $\mathcal{M}_{\vartheta}$ are newly proposed in order to describe mixed quantum ensembles of quantum systems, where the map $\mathcal{M}_{\Psi} \mapsto \mathcal{M}_{\vartheta}$ is an injection. Therefore, in order to establish the representation of the zeroth law in terms of the elements $\mathcal{M}_{g}$, it is required to use the same maximal tests to obtain the corresponding elements from the respective elements of quantum state vectors $\Psi$ 's in the state-vector space $\mathcal{M}_{\Psi}$ for quantum systems. We showed that the first law is represented by a state quantity specified in terms of the parameters $\vartheta$ 's $\in \mathcal{M}_{\vartheta, L}$ along with the parameters $\theta^{\prime} s \in \mathcal{M}_{\theta, L}$ for the the systems in mixed ensembles ( $\left.\mathbf{C 1} 1^{\prime}\right)$, where $L$ denotes the work coordinate related to the work done on the respective system. We showed that the representation of the second law of thermodynamics was also obtained for a system in mixed quantum ensembles by using the parameters in $\mathcal{M}_{9}$. This representation obtained here could give some insight into the order relation in $\mathcal{M}_{\theta, L}$ and $\mathcal{M}_{\vartheta, L}$ for pure and mixed quantum systems. Therefore, the study of the order relation would afford one to investigate thermodynamic structure in a state space characterizing thermodynamics of quantum systems in terms of those parameters in $\mathcal{M}_{\theta, L}$ and $\mathcal{M}_{\vartheta, L}$. Finally, we note on the third law. In our representation, when the state is described by $\left|\Psi_{j}\right\rangle=b_{i j}|i\rangle$, where $b_{i j}$ is the probability amplitude in a mixed ensemble, viz. the state of system is characterized by a single state for each ensemble $j$, entropy of the system takes the value of zero. Suppose $|i\rangle$ be an energy eigenstate of the system. The state is then described by $\left|\Psi_{j}\right\rangle=b_{i j}|i\rangle$ at the $\mathrm{ab}-$ solute zero temperature. Thus we draw from third law that in our representation the entropy $S \rightarrow 0$ as temperature $T \rightarrow 0$, where the energy of the system $E_{i}$ corresponds to the lowest energy quantum state of the system. In summary, based on the mathematical foundation for quantum systems, we have obtained a representation of the basic laws (Zeroth, First, Second and Third Laws) in thermodynamics for quantum systems described by mixed quantum ensembles.

We hope that the present theory affords the mathematical foundation of the basic laws of quantum thermodynamics and the key to treat mixed quantum systems thermodynamically.
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## Open Access


#### Abstract

K. Suto has recently pointed out an interesting relativistic extension of Rydberg's formula. Here we also discuss Rydberg's formula, and offer additional evidence on how one can easily see that it is non-relativistic and therefore a good approximation, at best, when $v \ll c$. We also extend the Suto formula to hold for any atom and examine the formula in detail.
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## 1. Introduction

Rydberg's [1] formula is given by

$$
\begin{equation*}
\frac{1}{\lambda}=R_{\infty} Z^{2}\left(\frac{1}{n_{1}^{2}}-\frac{1}{n_{2}^{2}}\right) \tag{1}
\end{equation*}
$$

where $R_{\infty}$ is the Rydberg's constant, which has a value of $10,973,731.568160$ (21) $\mathrm{m}^{-1}$ (NIST CODATA value). Even though the formula is very simple, the intuition behind the formula is hidden in Rydberg's constant and the way the formula is written. To truly understand what Rydberg's formula represents, we will take a close look at what is embedded in the formula.

Rydberg's constant is given by

$$
\begin{gathered}
R_{\infty}=\frac{m_{e} e^{4}}{8 \epsilon_{0}^{2} h^{3} c} \\
R_{\infty}=\frac{\frac{\hbar}{\lambda_{e}} \frac{1}{c}\left(\sqrt{\frac{\hbar}{c}} \sqrt{\alpha} \sqrt{10^{7}}\right)^{4}}{8 \epsilon_{0}^{2} h^{3} c}
\end{gathered}
$$

$$
\begin{gather*}
R_{\infty}=\frac{\frac{\hbar^{3}}{\lambda_{e}} \frac{1}{c^{3}} \alpha^{2}\left(10^{7}\right)^{2}}{8\left(\frac{1}{4 \pi c^{2} 10^{-7}}\right)^{2} h^{3} c} \\
R_{\infty}=\frac{\frac{\hbar^{3}}{\lambda_{e}} \frac{1}{c^{3}} \alpha^{2}}{8 \frac{1}{16 \pi^{2} c^{4}} h^{3} c} \\
R_{\infty}=\frac{1}{2} \frac{\hbar}{h} \frac{1}{\lambda_{e}} \alpha^{2} \\
R_{\infty}=\frac{1}{2} \frac{h}{2 \pi} \frac{1}{h} \alpha^{2} \\
R_{\infty}=\frac{\alpha^{2}}{4 \pi \lambda_{e}} \tag{2}
\end{gather*}
$$

Since the Compton [2] wavelength of the electron is given by ${ }^{1}$

$$
\begin{equation*}
\lambda_{e}=\frac{h}{m_{e} c} \tag{3}
\end{equation*}
$$

This can be rewritten as

$$
\begin{equation*}
R_{\infty}=\frac{\alpha^{2}}{4 \pi \frac{h}{m_{e} c}}=\frac{\alpha^{2} m_{e} c}{4 \pi h} \tag{4}
\end{equation*}
$$

This is well known, so we have shown nothing new so far. Let us now replace this in Rydberg's formula, which gives

$$
\begin{gather*}
\frac{1}{\lambda}=\frac{\alpha^{2} m_{e} c}{4 \pi h} Z^{2}\left(\frac{1}{n_{1}^{2}}-\frac{1}{n_{2}^{2}}\right) \\
h \frac{c}{\bar{\lambda}}=Z^{2}\left(\frac{1}{2} m_{e} \frac{\alpha^{2} c^{2}}{n_{1}^{2}}-\frac{1}{2} m_{e} \frac{\alpha^{2} c^{2}}{n_{2}^{2}}\right) \tag{5}
\end{gather*}
$$

where $\frac{\alpha^{2} c^{2}}{n_{1}^{2}}$ can be seen as $v_{1}^{2}$ and $\frac{\alpha^{2} c^{2}}{n_{2}^{2}}$ as $v_{2}^{2}$. In other words, we can write this as

$$
\begin{equation*}
h \frac{c}{\bar{\lambda}}=Z^{2}\left(\frac{1}{2} m_{e} v_{1}^{2}-\frac{1}{2} m_{e} v_{2}^{2}\right) \tag{6}
\end{equation*}
$$

and since $h \frac{c}{\bar{\lambda}}$ is energy, we can write this as

$$
\begin{equation*}
E=Z^{2}\left(\frac{1}{2} m_{e} v_{1}^{2}-\frac{1}{2} m_{e} v_{2}^{2}\right) \tag{7}
\end{equation*}
$$

Rydberg's formula is thus the difference in the kinetic energy between two
${ }^{1}$ The original Compton derivation actually gives a non-relativistic Compton wave. That is, it is based on the assumption that the electron is standing still before being hit by photons. For more on the relativistic Compton wave, see [3].
electrons (or two states of an electron). However, it is well known that the kinetic energy formula of the form $E_{k}=\frac{1}{2} m v^{2}$ is the first order Taylor series approximation to the relativistic version of the formula. This approximation is only valid when $v \ll c$. In other words, Rydberg's formula is an approximation formula that only holds when the electron moves very slowly as compared to the speed of light. However, it may not be completely obvious or clearly acknowledged that Rydberg's formula is a non-relativistic approximation formula. Standard university textbooks on physics, for example, do not comment that the formula is, in reality, a non-relativistic approximation formula, see [4] and [5], for example.

Turning to a specific case, for a hydrogen atom, it is more precise to use the Rydberg constant

$$
\begin{equation*}
R_{H}=R_{\infty} \frac{m_{P}}{m_{P}+m_{e}} \tag{8}
\end{equation*}
$$

this means we have

$$
\begin{equation*}
E=Z^{2}\left(\frac{1}{2} m_{e} v_{1}^{2}-\frac{1}{2} m_{e} v_{2}^{2}\right) \frac{m_{P}}{m_{p}+m_{e}} \tag{9}
\end{equation*}
$$

Before we move on to study relativistic effects, it is also worth mentioning that the Rydberg formula can be rewritten as

$$
\begin{align*}
& h \frac{c}{\bar{\lambda}}=Z^{2}\left(\frac{1}{2} m_{e} \frac{\alpha^{2} c^{2}}{n_{1}^{2}}-\frac{1}{2} m_{e} \frac{\alpha^{2} c^{2}}{n_{2}^{2}}\right) \\
& \frac{1}{\bar{\lambda}}=Z^{2}\left(\frac{1}{2} \frac{1}{2 \pi \bar{\lambda}} \frac{\alpha^{2}}{n_{1}^{2}}-\frac{1}{2} \frac{1}{2 \pi \bar{\lambda}} \frac{\alpha^{2}}{n_{2}^{2}}\right) \\
& \frac{1}{\bar{\lambda}}=Z^{2}\left(\frac{1}{2} \frac{1}{\lambda} \frac{\alpha^{2}}{n_{1}^{2}}-\frac{1}{2} \frac{1}{\lambda_{e}} \frac{\alpha^{2}}{n_{2}^{2}}\right) \tag{10}
\end{align*}
$$

To set the stage here, all we need to know to obtain the wavelength of the spectra from an atom is the Compton wavelength of the electron, the fine structure constant, and the atomic number. In a recent interesting paper by Suto [6], the author derives a relativistic Rydberg formula that contains the Compton wave of the electron, but he finds it strange that the standard Rydberg formula does not contain the Compton wavelength. In his own words:
"However, Equation (8) for calculating the wavelength of the spectra of a hydrogen atom is strange because it does not include the Compton wavelength of the electron."
where his Equation (8) is the Rydberg formula, here formula 1. But as we can see by rewriting the standard Rydberg formula, the Compton wave of the electron is hidden inside the Rydberg constant, which is a composite constant consisting of more fundamental constants such as the fine structure constant and the Compton wave of the electron. This is clear from Equation (2), where we see the fine
structure constant and the Compton wave of the electron, as well as $\pi$.

## 2. The Relativistic Rydberg Formula

In the previous section, we observed that Rydberg's formula is a non-relativistic approximation. Recently, Suto [6] has published a relativistic Rydberg formula given by

$$
\begin{equation*}
\frac{1}{\bar{\lambda}}=\frac{1}{\bar{\lambda}_{e}}\left(\left(1-\frac{\alpha^{2}}{n_{1}^{2}}\right)^{-1 / 2}-\left(1-\frac{\alpha^{2}}{n_{2}^{2}}\right)^{-1 / 2}\right) \tag{11}
\end{equation*}
$$

He also completes a Taylor series expansion series and gets

$$
\begin{equation*}
\frac{1}{\bar{\lambda}}=\frac{1}{\bar{\lambda}_{e}}\left(\left(1-\frac{\alpha^{2}}{2 n_{1}^{2}}-\frac{3 \alpha^{4}}{8 n_{1}^{4}}+\frac{5 \alpha^{6}}{16 n_{1}^{6}}\right)-\left(1-\frac{\alpha^{2}}{2 n_{2}^{2}}-\frac{3 \alpha^{4}}{8 n_{2}^{4}}+\frac{5 \alpha^{6}}{16 n_{2}^{6}}\right)\right) \tag{12}
\end{equation*}
$$

Here may be a small mistake; we suggest that the correct Taylor expansion should be

$$
\begin{equation*}
\frac{1}{\bar{\lambda}}=\frac{1}{\bar{\lambda}_{e}}\left(\left(1-\frac{\alpha^{2}}{2 n_{1}^{2}}+\frac{3 \alpha^{4}}{8 n_{1}^{4}}+\frac{5 \alpha^{6}}{16 n_{1}^{6}}\right)-\left(1-\frac{\alpha^{2}}{2 n_{2}^{2}}+\frac{3 \alpha^{4}}{8 n_{2}^{4}}+\frac{5 \alpha^{6}}{16 n_{2}^{6}}\right)\right) \tag{13}
\end{equation*}
$$

In other words, there is a problem with the signs. The error in the Taylor series expansion is likely also the reason the values in the table in his paper are not correct for the prediction of his model. Still, his main result and analysis are correct and we think the relativistic Rydberg formula deserves more attention. For one thing, the Suto formula is only for hydrogen atoms. For a hydrogen atom, the velocity of the electron is very slow, so the difference in predictions between the non-relativistic Rydberg formula and the relativistic formula of Suto is very small and probably not easily evaluated inside the error bounds in measurements.

However, for much heavier elements many of the electrons are moving considerably faster. Here we extend that formula to hold for any element and we get

$$
\begin{gather*}
\frac{h}{\lambda} c=\frac{m_{e} c^{2}}{\sqrt{1-\left(z^{2} \alpha^{2} / n_{1}^{2}\right)}}-m_{e} c^{2}-\frac{m_{e} c^{2}}{\sqrt{1-\left(z^{2} \alpha^{2} / n_{2}^{2}\right)}}+m_{e} c^{2} \\
\frac{h}{\lambda} c=\frac{m_{e} c^{2}}{\sqrt{1-\left(z^{2} \alpha^{2} / n_{1}^{2}\right)}}-\frac{m_{e} c^{2}}{\sqrt{1-\left(z^{2} \alpha^{2} / n_{2}^{2}\right)}} \\
\frac{1}{\bar{\lambda}}=\frac{1}{\bar{\lambda}_{e}}\left(\frac{1}{\sqrt{1-\left(z^{2} \alpha^{2} / n_{1}^{2}\right)}}-\frac{1}{\sqrt{1-\left(z^{2} \alpha^{2} / n_{2}^{2}\right)}}\right) \tag{14}
\end{gather*}
$$

where $z$ is the atom/element number. Table 1 shows predictions from both the non-relativistic Rydberg formula and our relativistic formula for element 1 (Hydrogen) and up to element 137 (Feynmanium). Another interesting aspect here is that the Rydberg formula is somewhat linked to the Bohr model, which is obviously only an approximation. In practice, many predictions are done from quantum mechanics, such as results from the Dirac [7] equation. It is therefore

Table 1. The table shows the Rydberg formula predictions and the relativistic predictions for the first 137 elements. As we can see, the difference increases between the two models the higher the element number is. Here we are just looking at the case $n_{1}=1$ and $n_{2}=2$.

| Atomic \# | Rydberg formula | Relativistic formula | Diff. | $\begin{gathered} \text { Diff. } \\ \% \end{gathered}$ | $\begin{gathered} \text { Atomic } \\ \# \end{gathered}$ | Rydberg formula | Relativistic formula | Diff. | $\begin{gathered} \text { Diff. } \\ \% \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 121.5023 | 121.4962 | -0.0061 | -0.0050\% | 71 | 0.0241 | 0.0144 | -0.0097 | -67.6\% |
| 2 | 30.3756 | 26.0315 | -4.3440 | -16.7\% | 72 | 0.0234 | 0.0139 | -0.0096 | -68.9\% |
| 3 | 13.5003 | 11.0414 | -2.4589 | -22.3\% | 73 | 0.0228 | 0.0134 | -0.0094 | -70.2\% |
| 4 | 7.5939 | 6.0710 | -1.5229 | -25.1\% | 74 | 0.0222 | 0.0129 | -0.0093 | -71.6\% |
| 5 | 4.8601 | 3.8329 | -1.0272 | -26.8\% | 75 | 0.0216 | 0.0125 | -0.0091 | -73.0\% |
| 6 | 3.3751 | 2.6374 | -0.7377 | -28.0\% | 76 | 0.0210 | 0.0121 | -0.0090 | -74.5\% |
| 7 | 2.4796 | 1.9247 | -0.5549 | -28.8\% | 77 | 0.0205 | 0.0116 | -0.0088 | -76.0\% |
| 8 | 1.8985 | 1.4659 | -0.4326 | -29.5\% | 78 | 0.0200 | 0.0112 | -0.0087 | -77.6\% |
| 9 | 1.5000 | 1.1533 | $-0.3467$ | -30.1\% | 79 | 0.0195 | 0.0109 | -0.0086 | -79.2\% |
| 10 | 1.2150 | 0.9308 | -0.2842 | -30.5\% | 80 | 0.0190 | 0.0105 | -0.0085 | -80.9\% |
| 11 | 1.0042 | 0.7668 | -0.2373 | -31.0\% | 81 | 0.0185 | 0.0101 | -0.0084 | -82.6\% |
| 12 | 0.8438 | 0.6425 | -0.2013 | -31.3\% | 82 | 0.0181 | 0.0098 | -0.0083 | -84.4\% |
| 13 | 0.7189 | 0.5460 | -0.1729 | -31.7\% | 83 | 0.0176 | 0.0095 | -0.0082 | -86.2\% |
| 14 | 0.6199 | 0.4696 | -0.1503 | -32.0\% | 84 | 0.0172 | 0.0092 | -0.0081 | -88.1\% |
| 15 | 0.5400 | 0.4081 | -0.1319 | -32.3\% | 85 | 0.0168 | 0.0088 | -0.0080 | -90.1\% |
| 16 | 0.4746 | 0.3579 | -0.1168 | -32.6\% | 86 | 0.0164 | 0.0085 | -0.0079 | -92.2\% |
| 17 | 0.4204 | 0.3163 | -0.1042 | -32.9\% | 87 | 0.0161 | 0.0083 | -0.0078 | -94.3\% |
| 18 | 0.3750 | 0.2815 | -0.0935 | -33.2\% | 88 | 0.0157 | 0.0080 | -0.0077 | -96.5\% |
| 19 | 0.3366 | 0.2521 | -0.0845 | -33.5\% | 89 | 0.0153 | 0.0077 | -0.0076 | -98.8\% |
| 20 | 0.3038 | 0.2270 | -0.0768 | -33.8\% | 90 | 0.0150 | 0.0075 | -0.0075 | -101.2\% |
| 21 | 0.2755 | 0.2054 | -0.0701 | -34.1\% | 91 | 0.0147 | 0.0072 | -0.0075 | -103.7\% |
| 22 | 0.2510 | 0.1867 | -0.0643 | -34.5\% | 92 | 0.0144 | 0.0070 | -0.0074 | -106.3\% |
| 23 | 0.2297 | 0.1704 | -0.0593 | -34.8\% | 93 | 0.0140 | 0.0067 | -0.0073 | -109.0\% |
| 24 | 0.2109 | 0.1561 | -0.0548 | -35.1\% | 94 | 0.0138 | 0.0065 | -0.0073 | -111.8\% |
| 25 | 0.1944 | 0.1436 | -0.0509 | -35.4\% | 95 | 0.0135 | 0.0063 | -0.0072 | -114.7\% |
| 26 | 0.1797 | 0.1324 | -0.0473 | -35.8\% | 96 | 0.0132 | 0.0061 | -0.0071 | -117.7\% |
| 27 | 0.1667 | 0.1225 | -0.0442 | -36.1\% | 97 | 0.0129 | 0.0058 | -0.0071 | -120.9\% |
| 28 | 0.1550 | 0.1136 | -0.0414 | -36.5\% | 98 | 0.0127 | 0.0056 | -0.0070 | -124.2\% |
| 29 | 0.1445 | 0.1056 | -0.0389 | -36.8\% | 99 | 0.0124 | 0.0054 | -0.0070 | -127.7\% |
| 30 | 0.1350 | 0.0984 | -0.0366 | -37.2\% | 100 | 0.0122 | 0.0053 | -0.0069 | -131.3\% |
| 31 | 0.1264 | 0.0919 | -0.0346 | -37.6\% | 101 | 0.0119 | 0.0051 | -0.0068 | -135.1\% |
| 32 | 0.1187 | 0.0860 | -0.0327 | -38.0\% | 102 | 0.0117 | 0.0049 | -0.0068 | -139.1\% |
| 33 | 0.1116 | 0.0806 | -0.0310 | -38.4\% | 103 | 0.0115 | 0.0047 | -0.0067 | -143.3\% |
| 34 | 0.1051 | 0.0757 | -0.0294 | -38.8\% | 104 | 0.0112 | 0.0045 | -0.0067 | -147.7\% |

Continued

| 35 | 0.0992 | 0.0712 | -0.0280 | -39.3\% | 105 | 0.0110 | 0.0044 | -0.0067 | -152.3\% |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 36 | 0.0938 | 0.0671 | -0.0267 | -39.7\% | 106 | 0.0108 | 0.0042 | -0.0066 | -157.2\% |
| 37 | 0.0888 | 0.0633 | -0.0254 | -40.2\% | 107 | 0.0106 | 0.0040 | -0.0066 | -162.4\% |
| 38 | 0.0841 | 0.0598 | -0.0243 | -40.7\% | 108 | 0.0104 | 0.0039 | -0.0065 | -167.9\% |
| 39 | 0.0799 | 0.0566 | -0.0233 | -41.2\% | 109 | 0.0102 | 0.0037 | -0.0065 | -173.7\% |
| 40 | 0.0759 | 0.0536 | -0.0223 | -41.7\% | 110 | 0.0100 | 0.0036 | -0.0065 | -179.8\% |
| 41 | 0.0723 | 0.0508 | -0.0214 | -42.2\% | 111 | 0.0099 | 0.0034 | -0.0064 | -186.3\% |
| 42 | 0.0689 | 0.0483 | -0.0206 | -42.7\% | 112 | 0.0097 | 0.0033 | -0.0064 | -193.3\% |
| 43 | 0.0657 | 0.0459 | -0.0199 | -43.3\% | 113 | 0.0095 | 0.0032 | -0.0064 | -200.8\% |
| 44 | 0.0628 | 0.0436 | -0.0191 | -43.9\% | 114 | 0.0093 | 0.0030 | -0.0063 | -208.8\% |
| 45 | 0.0600 | 0.0415 | -0.0185 | -44.4\% | 115 | 0.0092 | 0.0029 | -0.0063 | -217.3\% |
| 46 | 0.0574 | 0.0396 | -0.0178 | -45.1\% | 116 | 0.0090 | 0.0028 | -0.0063 | -226.6\% |
| 47 | 0.0550 | 0.0378 | -0.0172 | -45.7\% | 117 | 0.0089 | 0.0026 | -0.0062 | -236.6\% |
| 48 | 0.0527 | 0.0360 | -0.0167 | -46.3\% | 118 | 0.0087 | 0.0025 | -0.0062 | -247.4\% |
| 49 | 0.0506 | 0.0344 | -0.0162 | -47.0\% | 119 | 0.0086 | 0.0024 | -0.0062 | -259.2\% |
| 50 | 0.0486 | 0.0329 | -0.0157 | -47.7\% | 120 | 0.0084 | 0.0023 | -0.0062 | -272.1\% |
| 51 | 0.0467 | 0.0315 | -0.0152 | -48.4\% | 121 | 0.0083 | 0.0021 | -0.0062 | -286.3\% |
| 52 | 0.0449 | 0.0301 | -0.0148 | -49.1\% | 122 | 0.0082 | 0.0020 | -0.0061 | -302.0\% |
| 53 | 0.0433 | 0.0289 | -0.0144 | -49.8\% | 123 | 0.0080 | 0.0019 | -0.0061 | -319.5\% |
| 54 | 0.0417 | 0.0277 | -0.0140 | -50.6\% | 124 | 0.0079 | 0.0018 | -0.0061 | -339.1\% |
| 55 | 0.0402 | 0.0265 | -0.0136 | -51.4\% | 125 | 0.0078 | 0.0017 | -0.0061 | -361.3\% |
| 56 | 0.0387 | 0.0255 | -0.0133 | -52.2\% | 126 | 0.0077 | 0.0016 | -0.0061 | -386.6\% |
| 57 | 0.0374 | 0.0244 | -0.0130 | -53.0\% | 127 | 0.0075 | 0.0015 | -0.0061 | -415.8\% |
| 58 | 0.0361 | 0.0235 | -0.0126 | -53.8\% | 128 | 0.0074 | 0.0013 | -0.0061 | -450.0\% |
| 59 | 0.0349 | 0.0226 | -0.0123 | -54.7\% | 129 | 0.0073 | 0.0012 | -0.0061 | -490.7\% |
| 60 | 0.0338 | 0.0217 | -0.0121 | -55.6\% | 130 | 0.0072 | 0.0011 | -0.0061 | -540.2\% |
| 61 | 0.0327 | 0.0209 | -0.0118 | -56.6\% | 131 | 0.0071 | 0.0010 | -0.0061 | -602.1\% |
| 62 | 0.0316 | 0.0201 | -0.0115 | -57.5\% | 132 | 0.0070 | 0.0009 | -0.0061 | -682.3\% |
| 63 | 0.0306 | 0.0193 | -0.0113 | -58.5\% | 133 | 0.0069 | 0.0008 | -0.0061 | -791.8\% |
| 64 | 0.0297 | 0.0186 | -0.0111 | -59.5\% | 134 | 0.0068 | 0.0006 | -0.0061 | -953.2\% |
| 65 | 0.0288 | 0.0179 | -0.0108 | -60.6\% | 135 | 0.0067 | 0.0005 | -0.0062 | -1224.9\% |
| 66 | 0.0279 | 0.0173 | -0.0106 | -61.7\% | 136 | 0.0066 | 0.0003 | -0.0062 | -1835.0\% |
| 67 | 0.0271 | 0.0166 | -0.0104 | -62.8\% | 137 | 0.0065 | 0.0001 | -0.0064 | -11273.7\% |
| 68 | 0.0263 | 0.0160 | -0.0102 | -63.9\% |  |  |  |  |  |
| 69 | 0.0255 | 0.0155 | -0.0101 | -65.1\% |  |  |  |  |  |
| 70 | 0.0248 | 0.0149 | -0.0099 | -66.3\% |  |  |  |  |  |

not clear if the relativistic Rydberg formula has much to offer or not, but it is important for anyone interested in physics to know that it is, at best, a good approximation when the velocity of the electron is $v \ll c$.

## 3. Conclusion

Suto has recently published an interesting relativistic version of the Rydberg formula. Here we have added additional evidence and insight on how, after some reformulation, one can easily see that the Rydberg formula is simply a non-relativistic approximation. We have also extended the Suto relativistic formula to hold for any element. For those interested in this area of physics, further exploration may yield additional insights.
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#### Abstract

In this work, we discuss the possibility to classify relativity in accordance with the classification of second order partial differential equations that have been applied into the formulation of physical laws in physics. In mathematics, since second order partial differential equations can be classified into hyperbolic, elliptic or parabolic type, therefore we show that it is also possible to classify relativity accordingly into hyperbolic, elliptic or parabolic type by establishing coordinate transformations that preserve the forms of these second order partial differential equations. The coordinate transformation that preserves the form of the hyperbolic equation is the Lorentz transformation and the associated space is the hyperbolic, or pseudo-Euclidean, relativistic spacetime. Typical equations in physics that comply with hyperbolic relativity are Maxwell and Dirac equations. The coordinate transformation that preserves the form of the elliptic equation is the modified Lorentz transformation that we have formulated in our work on Euclidean relativity and the associated space is the elliptic, or Euclidean, relativistic spacetime. As we will show in this work, equations that comply with elliptic relativity are the equations that describe the subfields of Maxwell and Dirac field. And the coordinate transformation that preserves the form of the parabolic equation is the Euclidean transformation consisting of the translation and rotation in the spatial space and the associated space is the parabolic relativistic spacetime, which is a Euclidean space with a universal time. Typical equations in physics that comply with parabolic relativity are the diffusion equation, the Schrödinger equation and in particular the diffusion equations that are derived from the four-current defined in terms of the differentiable structures of the spacetime manifold, and the Ricci flow.
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## 1. Introduction

In physics, it appears that physical objects are endowed with many different physical properties each of which couples to a physical field that obeys a specific physical law that can be described by a particular system of partial differential equations. It is also conventionally assumed, due to our ability of observing and perceiving of the natural environment, that physical events occur in a three-dimensional space and progress forward in one-dimensional time, even though it is conceivable to speculate that physical events may also progress backwards in time and occur in a higher dimensional space. From the physical laws that are derived and formulated from observation, a mathematical structure of space and time can be constructed to conform to the corresponding observed physical occurrences. In Newton physics since the established dynamical laws that describe the dynamics of material particles seem to obey the Galilean transformation of space and time therefore it is reasonable to assume that time is absolute. On the other hand, in Einstein physics, space and time are relative since it is established that Maxwell field equations of the electromagnetic field comply with the Lorentz transformation. Maxwell field equations are wave equations that describe the dynamics of a wave motion rather than that of a material particle. Until the quantum mechanics was invented which embraces the wave-particle dual characteristics of a material particle, it had been regarded that Newton and Maxwell dynamics are two different dynamics that describe physical systems that have completely different physical compositions, even though Newton himself speculated that the electromagnetic field is also composed of particles. The difficulty associated with the wave-particle duality may be due to the assumption that an elementary particle such as an electron is simply a mass-point with no internal structure. In fact, we have shown that it is possible to describe mathematically an elementary particle as a three-dimensional differentiable manifold whose mathematical structure can be expressed in terms of a Schrödinger wavefunction. Therefore, from the superposition principle associated with the wave motion and the assumption of internal structures of an elementary particle, we may assume that a physical property endowed to an elementary particle does not have to satisfy the requirements that are imposed on other physical properties of the particle but rather follows its own physical law that obeys its own type of relativity. For example, in quantum mechanics the time-independent Schrödinger wave equation describes the structure of atoms and it has been shown that atoms are stable and their physical structures are invariant with respect to translation and rotation, and we have also shown that the spin dynamics can be formulated by the Schrödinger equation in terms of intrinsic coordinates rather than the Dirac relativistic equation, therefore the Schrödinger equation should not be considered as a non-relativistic limit of Dirac relativistic equation but rather a physical formulation that follows its own relativity and as we will show later that the relativity that the Schrödinger equation obeys is the parabolic relativity, in the same way as Maxwell and Dirac field to comply with the pseudo-Euclidean
relativity.
In this work, we discuss a classification of relativity in which the spacetime manifold in which physical phenomena occur are classified into hyperbolic, elliptic or parabolic relativistic spacetime. Since the classification of relativity is closely related to the classification of second order partial differential equations therefore for reference we first outline the classification of the second order partial differential equations in Section 2, and the classification of relativity will be given in Section 4. A hyperbolic relativistic spacetime is a pseudo-Euclidean space that was formulated by Minkowski to establish a mathematical foundation for Einstein's theory of special relativity. That is a four-dimensional differentiable manifold which possesses a fundamental quadratic form of Lorentz signature that makes the wave equation invariant under Lorentz transformation [1]. On the other hand, we have shown in our work on the Euclidean relativity that quantum particles may possess physical properties that comply with the Euclidean relativity rather than the pseudo-Euclidean relativity. Since this type of relativity is associated with the elliptic equation therefore we will refer to the spacetime continuum whose mathematical structure complies with the Euclidean relativity an elliptic relativistic spacetime. And we have also shown in our work on Euclidean relativity that the elliptic equations are invariant under a modified Lorentz transformation, which is a rotation in spacetime [2] [3]. The two types of relativistic spacetime that we have considered depend essentially on the corresponding second order partial differential equations that are used to describe possible physical properties associated with a quantum particle. In fact, in Section 3 we show that the Euclidean relativity is the spacetime structure that is associated with the subfields of the Maxwell and Dirac field, in which the dynamics of the subfields is described by elliptic equations. In addition to the elliptic and hyperbolic relativity, in Section 4 we also discuss the parabolic relativity. As it is well-known that second order partial differential equations can be classified into three distinctive types of equations therefore it seems appropriate also to classify relativistic spacetime into three different types, and the third type of relativistic spacetime that we introduce in this work is the parabolic relativistic spacetime. Therefore, by definition, a parabolic relativistic spacetime is a space whose mathematical structure is determined by the invariance of a parabolic equation such as the diffusion equation and the Schrödinger wave equation in quantum mechanics. Overall, we assume that a quantum particle may have different physical properties which are described by different physical laws each of which is formulated independently in either the hyperbolic or the elliptic or the parabolic relativistic spacetime. All of these relativistic spaces can be regarded as different fibres of the fibre bundle of the spacetime continuum.

## 2. A Classification of Second Order Partial Differential Equations

A general second order partial differential equation can be written in the form:

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} \frac{\partial^{2} \psi}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} b_{i} \frac{\partial \psi}{\partial x_{i}}+c \psi+d=0 \tag{1}
\end{equation*}
$$

If the matrix $A=\left(a_{i j}\right)$ is symmetric then it can be transformed into a diagonal matrix by applying a diagonalising matrix $M$

$$
M^{\mathrm{T}} A M=\left(\begin{array}{ccc}
\lambda_{1} & \cdots & 0  \tag{2}\\
\vdots & \ddots & \vdots \\
0 & \cdots & \lambda_{n}
\end{array}\right)
$$

Then the second order partial differential equation given in Equation (1) can be classified into three different types of partial differential equations as follows [4].

- If all eigenvalues $\lambda_{i}$ are non-zero and have the same sign then Equation (1) is elliptic.
- If all eigenvalues $\lambda_{i}$ are non-zero and have the same sign except for one of the eigenvalues then Equation (1) is hyperbolic.
- If exactly one of the eigenvalues is zero and all the others have the same sign then Equation (1) is parabolic. In this case, the matrix $A$ is singular.
In this work, we consider the second order partial differential equations, and classify relativity accordingly, in the spacetime continuum in which space has three dimensions and time has one dimension therefore we only need to present the case of the partial differential equations in the four-dimensional space whose coordinates are specified by three spatial coordinates $(x, y, z)$ and one temporal coordinate $t$. With this specification, the three different types of second order partial differential equations are given as follows:
- Elliptic equation can be written in the form

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial t^{2}}+\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}=a \frac{\partial \psi}{\partial t}+b \frac{\partial \psi}{\partial x}+c \frac{\partial \psi}{\partial y}+d \frac{\partial \psi}{\partial z}+e \psi+f \tag{3}
\end{equation*}
$$

We will show in the next section that elliptic equations in the four-dimensional spacetime manifold play an important role in the determination of the dynamics of the subfields of Maxwell and Dirac field [5]. Therefore, the subfields of Maxwell and Dirac field comply with the Euclidean relativity which we will classify as elliptic relativity in this work.

- Hyperbolic equation can be written in the form

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial t^{2}}-\frac{\partial^{2} \psi}{\partial x^{2}}-\frac{\partial^{2} \psi}{\partial y^{2}}-\frac{\partial^{2} \psi}{\partial z^{2}}=a \frac{\partial \psi}{\partial t}+b \frac{\partial \psi}{\partial x}+c \frac{\partial \psi}{\partial y}+d \frac{\partial \psi}{\partial z}+e \psi+f \tag{4}
\end{equation*}
$$

Hyperbolic equations play an important role in physics with Maxwell theory of the electromagnetic field and Dirac theory of quantum particles [6] [7]. In particular, the invariance of the hyperbolic equations under Lorentz transformation led Einstein to develop his theories of special and general relativity. We will classify Einstein relativity as hyperbolic relativity in this work.

- Parabolic equation can be written in the form

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}=a \frac{\partial \psi}{\partial t}+b \frac{\partial \psi}{\partial x}+c \frac{\partial \psi}{\partial y}+d \frac{\partial \psi}{\partial z}+e \psi+f \tag{5}
\end{equation*}
$$

We will classify as parabolic relativity for the mathematical structure of the spacetime manifold that makes the parabolic equations invariant. The important parabolic equations in physics are the diffusion equation, the Schrödinger equation, and diffusion equations that are derived from the four-current associated with the differentiable structure of the spacetime manifold and the Ricci flow. The parabolic relativity complies with the Euclidean transformation which consists of translation and rotation in the spatial space.

## 3. Subfield Structure of Maxwell and Dirac Field

In this section, we will discuss possible physical fields that comply with the elliptic equation given in Equation (3). We have shown in our previous works that both Maxwell field equations of the electromagnetic field and Dirac equation of massive quantum particles can be formulated from a general system of linear first order partial differential equations, and, as a consequence, the field equations of the two physical fields have many common features that specify characteristics that are not typical in classical physics [8] [9] [10] [11]. In the following, we further show the similarity between the Maxwell and Dirac field by examining the subfields that are coupled to form either of these two physical fields. We show that the subfields have the mathematical structures and physical properties that are essentially different from the coupled field of Maxwell, and that of Dirac. In particular, we show that the subfields of both Maxwell and Dirac field satisfy elliptic equations rather than hyperbolic equations therefore while Maxwell and Dirac field are described by wave equations therefore they comply with the laws of the pseudo-Euclidean relativity, the Maxwell and Dirac subfields are described by elliptic equations therefore they comply with those of the Euclidean relativity instead [12]. The fact that the subfields of Maxwell and Dirac fields are Euclidean relativistic has profound implications, such as they can be used to explain the stability of elementary particles because if elementary particles are represented by subfields which are described by elliptic equations then since elliptic equations are used to describe equilibrium states of physical systems therefore elementary particles associated with those subfields are also stable. Furthermore, if quantum particles possess physical properties that are represented by subfields which are described by elliptic equations, hence acting in accordance with the Euclidean relativity, then they can be used to explain physical phenomena that require physical transmissions with speeds greater than the speed of light in vacuum, such as the Einstein-Podosky-Rosen paradox in quantum entanglement [13] [14] [15].

The system of linear first order partial differential equations that we need to use in this work is given as follows [16] [17]

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j}^{r} \frac{\partial \psi_{i}}{\partial x_{j}}=k_{1} \sum_{l=1}^{n} b_{l}^{r} \psi_{l}+k_{2} c^{r}, r=1,2, \cdots, n \tag{6}
\end{equation*}
$$

Equation (6) can be rewritten in a matrix form as:

$$
\begin{equation*}
\left(\sum_{i=1}^{n} A_{i} \frac{\partial}{\partial x_{i}}\right) \psi=k_{1} \sigma \psi+k_{2} J \tag{7}
\end{equation*}
$$

where $\psi=\left(\psi_{1}, \psi_{2}, \cdots, \psi_{n}\right)^{\mathrm{T}}, \quad \partial \psi / \partial x_{i}=\left(\partial \psi_{1} / \partial x_{i}, \partial \psi_{2} / \partial x_{i}, \cdots, \partial \psi_{n} / \partial x_{i}\right)^{\mathrm{T}}, \quad A_{i}$, $\sigma$ and $J$ are matrices representing the quantities $a_{i j}^{k}, b_{l}^{r}$ and $c^{r}$, and $k_{1}$ and $k_{2}$ are undetermined constants. Now, if we apply the operator $\sum_{i=1}^{n} A_{i} \partial / \partial x_{i}$ on the left on both sides of Equation (7) then we obtain

$$
\begin{equation*}
\left(\sum_{i=1}^{n} A_{i} \frac{\partial}{\partial x_{i}}\right)\left(\sum_{j=1}^{n} A_{j} \frac{\partial}{\partial x_{j}}\right) \psi=\left(\sum_{i=1}^{n} A_{i} \frac{\partial}{\partial x_{i}}\right)\left(k_{1} \sigma \psi+k_{2} J\right) \tag{8}
\end{equation*}
$$

If we assume further that the coefficients $a_{i j}^{k}$ and $b_{l}^{r}$ are constants and $A_{i} \sigma=\sigma A_{i}$, then Equation (8) can be rewritten in the following form

$$
\begin{align*}
& \left(\sum_{i=1}^{n} A_{i}^{2} \frac{\partial^{2}}{\partial x_{i}^{2}}+\sum_{i=1}^{n} \sum_{j>i}^{n}\left(A_{i} A_{j}+A_{j} A_{i}\right) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}\right) \psi  \tag{9}\\
& =k_{1}^{2} \sigma^{2} \psi+k_{1} k_{2} \sigma J+k_{2} \sum_{i=1}^{n} A_{i} \frac{\partial J}{\partial x_{i}}
\end{align*}
$$

In order for the above systems of partial differential equations to be applied to physical phenomena, the matrices $A_{i}$ must be determined. For the case of Maxwell and Dirac field, the matrices $A_{i}$ must take a form so that Equation (9) reduces to a wave equation

$$
\begin{equation*}
\left(\sum_{i=1}^{n} A_{i}^{2} \frac{\partial^{2}}{\partial x_{i}^{2}}\right) \psi=k_{1}^{2} \sigma^{2} \psi+k_{1} k_{2} \sigma J+k_{2} \sum_{i=1}^{n} A_{i} \frac{\partial J}{\partial x_{i}} \tag{10}
\end{equation*}
$$

From Equation (9), for Dirac field, we simply require the matrices $A_{i}$ to satisfy the conditions $A_{i} A_{j}+A_{j} A_{i}=0$ and $A_{i}^{2}= \pm 1$. However, for the case of Maxwell field, the conditions required for the matrices $A_{i}$ can be determined from the classical form of Maxwell field equations [3] [18]. Furthermore, as shown in the next subsection, in order to reduce Equation (9) to Equation (10) for the case of Maxwell field, we will also need an extra condition on the components of the wavefuction $\psi$ in the form of a divergence or Gauss's law

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\partial \psi_{i}}{\partial x_{i}}=\rho \tag{11}
\end{equation*}
$$

In this work, we will discuss only Maxwell and Dirac field therefore we will set $\sigma=1$.

### 3.1. Maxwell Field as a Coupling of Two Elliptic Fields

In this subsection, we show that Maxwell field of electromagnetism is a coupled field that is formed from the coupling of two subfields that satisfy an elliptic equation. In order to distinguish a field that satisfies an elliptic equation from a field that satisfies a hyperbolic equation, or wave equation, we refer to the former as an elliptic field and the latter as a hyperbolic field. From the general equation given in Equation (7), the two subfields that are coupled to form the Maxwell field can be rewritten in the following simple form:

$$
\begin{equation*}
\left(A_{0} \frac{\partial}{\partial t}+A_{1} \frac{\partial}{\partial x_{1}}+A_{2} \frac{\partial}{\partial x_{2}}+A_{3} \frac{\partial}{\partial x_{3}}\right) \psi=k_{1} \psi+k_{2} J \tag{12}
\end{equation*}
$$

where $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}\right)^{\mathrm{T}}$ and $J=\left(j_{1}, j_{2}, j_{3}\right)^{\mathrm{T}}$, and the matrices $A_{i}$ are given as follows

$$
\begin{align*}
& A_{0}=\mp\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), A_{1}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right),  \tag{13}\\
& A_{2}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right), A_{3}=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
\end{align*}
$$

In Equation (13), the negative sign, or negative time, in front of the matrix $A_{0}$ together with other matrices form one subfield and the positive sign, or positive time, in front of the matrix $A_{0}$ together with other matrices form another subfield. Then we obtain the following results

$$
\begin{gather*}
A_{0}^{2}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), A_{1}^{2}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right), \\
A_{2}^{2}=\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right), A_{3}^{2}=\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right)  \tag{14}\\
A_{0} A_{i}+A_{i} A_{0}=\mp 2 A_{i} \text { for } i=1,2,3  \tag{15}\\
A_{1} A_{2}+A_{2} A_{1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), A_{1} A_{3}+A_{3} A_{1}=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right),  \tag{16}\\
A_{2} A_{3}+A_{3} A_{2}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)
\end{gather*}
$$

Using the matrices $A_{i}$ given in Equation (13) with the negative sign for the matrix $A_{0}$ we obtain the following system of differential equations from Equation (12)

$$
\begin{align*}
& -\frac{\partial \psi_{1}}{\partial t}+\frac{\partial \psi_{3}}{\partial x_{2}}-\frac{\partial \psi_{2}}{\partial x_{3}}=k_{1} \psi_{1}+k_{2} j_{1}  \tag{17}\\
& -\frac{\partial \psi_{2}}{\partial t}-\frac{\partial \psi_{3}}{\partial x_{1}}+\frac{\partial \psi_{1}}{\partial x_{3}}=k_{1} \psi_{2}+k_{2} j_{2}  \tag{18}\\
& -\frac{\partial \psi_{3}}{\partial t}+\frac{\partial \psi_{2}}{\partial x_{1}}-\frac{\partial \psi_{1}}{\partial x_{2}}=k_{1} \psi_{3}+k_{2} j_{3} \tag{19}
\end{align*}
$$

Similarly, using the matrices $A_{i}$ given in Equation (13) with the positive sign for the matrix $A_{0}$ we obtain the following system of differential equations from Equation (12)

$$
\begin{align*}
& \frac{\partial \psi_{4}}{\partial t}+\frac{\partial \psi_{6}}{\partial x_{2}}-\frac{\partial \psi_{5}}{\partial x_{3}}=k_{1} \psi_{4}+k_{2} j_{4}  \tag{20}\\
& \frac{\partial \psi_{5}}{\partial t}-\frac{\partial \psi_{6}}{\partial x_{1}}+\frac{\partial \psi_{4}}{\partial x_{3}}=k_{1} \psi_{5}+k_{2} j_{5}  \tag{21}\\
& \frac{\partial \psi_{6}}{\partial t}+\frac{\partial \psi_{5}}{\partial x_{1}}-\frac{\partial \psi_{4}}{\partial x_{2}}=k_{1} \psi_{6}+k_{2} j_{6} \tag{22}
\end{align*}
$$

In Equations (20)-(22), we have used different subscripts for the field components $\psi_{i}$ because it is a different field from the field given in Equations (17)-(19). However, for simplicity, we have used the same $k_{1}$ and $k_{2}$ for the system of equations given in Equations (20)-(22) even though they may have different dimensional values from those given in Equations (17)-(19).

On the other hand, using the matrices $A_{i}$ given in Equation (13) with negative sign for the matrix $A_{0}$ we obtain the following system of differential equations from Equation (9).

$$
\begin{align*}
& \frac{\partial^{2} \psi_{1}}{\partial t^{2}}-\frac{\partial^{2} \psi_{1}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{1}}{\partial x_{3}^{2}}-2 \frac{\partial}{\partial t}\left(\frac{\partial \psi_{3}}{\partial x_{2}}-\frac{\partial \psi_{2}}{\partial x_{3}}\right)+\frac{\partial}{\partial x_{1}}\left(\frac{\partial \psi_{2}}{\partial x_{2}}+\frac{\partial \psi_{3}}{\partial x_{3}}\right) \\
& =k_{1}^{2} \psi_{1}+k_{1} k_{2} j_{1}+k_{2}\left(-\frac{\partial j_{1}}{\partial t}+\frac{\partial j_{3}}{\partial x_{2}}-\frac{\partial j_{2}}{\partial x_{3}}\right)  \tag{23}\\
& \frac{\partial^{2} \psi_{2}}{\partial t^{2}}-\frac{\partial^{2} \psi_{2}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{2}}{\partial x_{3}^{2}}+2 \frac{\partial}{\partial t}\left(\frac{\partial \psi_{3}}{\partial x_{1}}-\frac{\partial \psi_{1}}{\partial x_{3}}\right)+\frac{\partial}{\partial x_{2}}\left(\frac{\partial \psi_{1}}{\partial x_{1}}+\frac{\partial \psi_{3}}{\partial x_{3}}\right)  \tag{24}\\
& =k_{1}^{2} \psi_{2}+k_{1} k_{2} j_{2}+k_{2}\left(-\frac{\partial j_{2}}{\partial t}+\frac{\partial j_{1}}{\partial x_{3}}-\frac{\partial j_{3}}{\partial x_{1}}\right) \\
& \frac{\partial^{2} \psi_{3}}{\partial t^{2}}-\frac{\partial^{2} \psi_{3}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{3}}{\partial x_{2}^{2}}-2 \frac{\partial}{\partial t}\left(\frac{\partial \psi_{2}}{\partial x_{1}}-\frac{\partial \psi_{1}}{\partial x_{2}}\right)+\frac{\partial}{\partial x_{3}}\left(\frac{\partial \psi_{1}}{\partial x_{1}}+\frac{\partial \psi_{2}}{\partial x_{2}}\right)  \tag{25}\\
& =k_{1}^{2} \psi_{3}+k_{1} k_{2} j_{3}+k_{2}\left(-\frac{\partial j_{3}}{\partial t}+\frac{\partial j_{2}}{\partial x_{1}}-\frac{\partial j_{1}}{\partial x_{2}}\right)
\end{align*}
$$

Similarly, using the matrices $A_{i}$ given in Equation (13) with positive sign for the matrix $A_{0}$ we obtain the following system of differential equations also from Equation (9).

$$
\begin{align*}
& \frac{\partial^{2} \psi_{4}}{\partial t^{2}}-\frac{\partial^{2} \psi_{4}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{4}}{\partial x_{3}^{2}}+2 \frac{\partial}{\partial t}\left(\frac{\partial \psi_{6}}{\partial x_{2}}-\frac{\partial \psi_{5}}{\partial x_{3}}\right)+\frac{\partial}{\partial x_{1}}\left(\frac{\partial \psi_{5}}{\partial x_{2}}+\frac{\partial \psi_{6}}{\partial x_{3}}\right)  \tag{26}\\
& =k_{1}^{2} \psi_{4}+k_{1} k_{2} j_{4}+k_{2}\left(\frac{\partial j_{4}}{\partial t}+\frac{\partial j_{6}}{\partial x_{2}}-\frac{\partial j_{5}}{\partial x_{3}}\right) \\
& \frac{\partial^{2} \psi_{5}}{\partial t^{2}}-\frac{\partial^{2} \psi_{5}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{5}}{\partial x_{3}^{2}}-2 \frac{\partial}{\partial t}\left(\frac{\partial \psi_{6}}{\partial x_{1}}-\frac{\partial \psi_{4}}{\partial x_{3}}\right)+\frac{\partial}{\partial x_{2}}\left(\frac{\partial \psi_{4}}{\partial x_{1}}+\frac{\partial \psi_{6}}{\partial x_{3}}\right)  \tag{27}\\
& =k_{1}^{2} \psi_{5}+k_{1} k_{2} j_{5}+k_{2}\left(\frac{\partial j_{5}}{\partial t}+\frac{\partial j_{6}}{\partial x_{2}}-\frac{\partial j_{4}}{\partial x_{3}}\right) \\
& \frac{\partial^{2} \psi_{6}}{\partial t^{2}}-\frac{\partial^{2} \psi_{6}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{6}}{\partial x_{2}^{2}}+2 \frac{\partial}{\partial t}\left(\frac{\partial \psi_{5}}{\partial x_{1}}-\frac{\partial \psi_{4}}{\partial x_{2}}\right)+\frac{\partial}{\partial x_{3}}\left(\frac{\partial \psi_{4}}{\partial x_{1}}+\frac{\partial \psi_{5}}{\partial x_{2}}\right)  \tag{28}\\
& =k_{1}^{2} \psi_{6}+k_{1} k_{2} j_{6}+k_{2}\left(\frac{\partial j_{6}}{\partial t}+\frac{\partial j_{5}}{\partial x_{1}}-\frac{\partial j_{4}}{\partial x_{2}}\right)
\end{align*}
$$

The equations given in Equations (23)-(28) contain cross derivatives that involve both space and time. Even though the cross derivatives that involve the time coordinate can be removed by using the system of equations given in Equations (17)-(19) and Equations (20)-(22), the cross derivatives that involve the spatial coordinates can only be removed by imposing on the wave function $\psi$ an additional condition that is commonly known as the divergence of a vector field as given in Equation (11). The divergence of a field in fact endows the field with a physical character and gives a direct relationship between a mathematical object and a physical entity. Using Equation (11), Gauss's laws for the field $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}\right)^{\mathrm{T}}$ and the field $\psi=\left(\psi_{4}, \psi_{5}, \psi_{6}\right)^{\mathrm{T}}$ are written as follows:

$$
\begin{align*}
& \frac{\partial \psi_{1}}{\partial x_{1}}+\frac{\partial \psi_{2}}{\partial x_{2}}+\frac{\partial \psi_{3}}{\partial x_{3}}=\rho_{1}  \tag{29}\\
& \frac{\partial \psi_{4}}{\partial x_{1}}+\frac{\partial \psi_{5}}{\partial x_{2}}+\frac{\partial \psi_{6}}{\partial x_{3}}=\rho_{2} \tag{30}
\end{align*}
$$

where $\rho_{1}$ and $\rho_{2}$ are physical quantities that can be identified with the electric and magnetic charge density. Using Equation (29) and Equations (17)-(19) then from Equations (23)-(25) we obtain the following system of equations:

$$
\begin{align*}
& \frac{\partial^{2} \psi_{1}}{\partial t^{2}}+\frac{\partial^{2} \psi_{1}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{1}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{1}}{\partial x_{3}^{2}}+2 k_{1} \frac{\partial \psi_{1}}{\partial t} \\
& =-k_{1}^{2} \psi_{1}-k_{1} k_{2} j_{1}-k_{2}\left(\frac{\partial j_{1}}{\partial t}+\frac{\partial j_{3}}{\partial x_{2}}-\frac{\partial j_{2}}{\partial x_{3}}\right)+\frac{\partial \rho_{1}}{\partial x_{1}}  \tag{31}\\
& \frac{\partial^{2} \psi_{2}}{\partial t^{2}}+\frac{\partial^{2} \psi_{2}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{2}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{2}}{\partial x_{3}^{2}}+2 k_{1} \frac{\partial \psi_{2}}{\partial t} \\
& =-k_{1}^{2} \psi_{2}-k_{1} k_{2} j_{2}-k_{2}\left(\frac{\partial j_{2}}{\partial t}+\frac{\partial j_{3}}{\partial x_{2}}-\frac{\partial j_{1}}{\partial x_{3}}\right)+\frac{\partial \rho_{1}}{\partial x_{2}}  \tag{32}\\
& \frac{\partial^{2} \psi_{3}}{\partial t^{2}}+\frac{\partial^{2} \psi_{3}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{3}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{3}}{\partial x_{1}^{2}}+2 k_{1} \frac{\partial \psi_{3}}{\partial t}  \tag{33}\\
& =-k_{1}^{2} \psi_{3}-k_{1} k_{2} j_{3}-k_{2}\left(\frac{\partial j_{3}}{\partial t}+\frac{\partial j_{2}}{\partial x_{1}}-\frac{\partial j_{1}}{\partial x_{2}}\right)+\frac{\partial \rho_{1}}{\partial x_{3}}
\end{align*}
$$

In order to obtain a system of differential equations that can be applied to the electromagnetic field we set $k_{1}=0$. Then Equations (31)-(33) reduce to the following system of equations:

$$
\begin{align*}
& \frac{\partial^{2} \psi_{1}}{\partial t^{2}}+\frac{\partial^{2} \psi_{1}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{1}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{1}}{\partial x_{3}^{2}}=-k_{2}\left(\frac{\partial j_{1}}{\partial t}+\frac{\partial j_{3}}{\partial x_{2}}-\frac{\partial j_{2}}{\partial x_{3}}\right)+\frac{\partial \rho_{1}}{\partial x_{1}}  \tag{34}\\
& \frac{\partial^{2} \psi_{2}}{\partial t^{2}}+\frac{\partial^{2} \psi_{2}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{2}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{2}}{\partial x_{3}^{2}}=-k_{2}\left(\frac{\partial j_{2}}{\partial t}+\frac{\partial j_{3}}{\partial x_{2}}-\frac{\partial j_{1}}{\partial x_{3}}\right)+\frac{\partial \rho_{1}}{\partial x_{2}}  \tag{35}\\
& \frac{\partial^{2} \psi_{3}}{\partial t^{2}}+\frac{\partial^{2} \psi_{3}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{3}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{3}}{\partial x_{1}^{2}}=-k_{2}\left(\frac{\partial j_{3}}{\partial t}+\frac{\partial j_{2}}{\partial x_{1}}-\frac{\partial j_{1}}{\partial x_{2}}\right)+\frac{\partial \rho_{1}}{\partial x_{3}} \tag{36}
\end{align*}
$$

The equations given in Equations (34)-(36) are elliptic equations rather than hyperbolic or wave equations therefore these subfields are more suitable to rep-
resent stable quantum particles with invariant physical properties. Moreover, since elliptic equations comply with the Euclidean relativity instead of the pseudoEuclidean relativity therefore there may exist some physical properties associated with quantum particles that can travel with speeds greater than the speed of light in vacuum, which is a speed limit of transmission for physical events that comply with the pseudo-Euclidean relativity.

Similarly, by using the matrices $A_{i}$ given in Equation (13), Equations (26)-(28), Gauss's laws given in Equation (30), and $k_{1}=0$, a system of equations with the positive sign for the matrix $A_{0}$ can be obtained and given as follows:

$$
\begin{align*}
& \frac{\partial^{2} \psi_{4}}{\partial t^{2}}+\frac{\partial^{2} \psi_{4}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{4}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{4}}{\partial x_{3}^{2}}=-k_{2}\left(-\frac{\partial j_{4}}{\partial t}+\frac{\partial j_{6}}{\partial x_{2}}-\frac{\partial j_{5}}{\partial x_{3}}\right)+\frac{\partial \rho_{2}}{\partial x_{1}}  \tag{37}\\
& \frac{\partial^{2} \psi_{5}}{\partial t^{2}}+\frac{\partial^{2} \psi_{5}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{5}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{5}}{\partial x_{3}^{2}}=-k_{2}\left(-\frac{\partial j_{5}}{\partial t}+\frac{\partial j_{6}}{\partial x_{2}}-\frac{\partial j_{4}}{\partial x_{3}}\right)+\frac{\partial \rho_{2}}{\partial x_{2}}  \tag{38}\\
& \frac{\partial^{2} \psi_{6}}{\partial t^{2}}+\frac{\partial^{2} \psi_{6}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{6}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{6}}{\partial x_{1}^{2}}=-k_{2}\left(-\frac{\partial j_{6}}{\partial t}+\frac{\partial j_{5}}{\partial x_{1}}-\frac{\partial j_{4}}{\partial x_{2}}\right)+\frac{\partial \rho_{2}}{\partial x_{3}} \tag{39}
\end{align*}
$$

The equations of the subfield with the positive sign for the matrix $A_{0}$ also satisfy elliptic equations rather than wave equations therefore they are also suitable to represent quantum particles with stable properties that accompany the stable properties associated with the field equations given in Equations (37)-(39).

Having shown the basic equations for the two subfields by using the matrices $A_{i}$ with negative and positive time, each of which can be used to represent stable properties of quantum particles due to the fact that they satisfy elliptic equations rather than wave equations, we now show that a coupling of these two subfields can give rise to a coupled field that satisfies wave equations such as Maxwell field equations of the electromagnetic field. A coupled field from the two subfields with the matrices given in Equation (13) can be formulated by using the following coupled matrices.

$$
\begin{align*}
& A_{0}=\left(\begin{array}{cccccc}
-1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), A_{1}=\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{array}\right), \\
& A_{2}=\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0
\end{array}\right), A_{3}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & -1
\end{array} 0\right.  \tag{40}\\
& 0
\end{align*} 00 \begin{array}{cccc}
0 \\
0 & 0 & 0 & 0
\end{array} 0
$$

Then we obtain the following results:

$$
\begin{align*}
& A_{0}^{2}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), A_{1}^{2}=\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{array}\right) \\
& A_{2}^{2}=\left(\begin{array}{cccccc}
-1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1
\end{array}\right), A_{3}^{2}=\left(\begin{array}{ccccc}
-1 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 \\
0 & 0 & 0 & 0 & 0 \\
-1 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0
\end{array}\right) \\
& A_{1} A_{2}+A_{2} A_{1}=\left(\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), A_{1} A_{3}+A_{3} A_{1}=\left(\begin{array}{cccccc}
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0
\end{array}\right) \\
& A_{2} A_{3}+A_{3} A_{2}=\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right), A_{0} A_{i}+A_{i} A_{0}=0 \text { for } i=1,2,3 \tag{41}
\end{align*}
$$

It is noticed from the results obtained in Equation (41) that by coupling the two subfields with negative and positive time the cross derivatives that involve time are automatically removed. This shows that the electromagnetic field may be considered as a resonant field which is formed from the superposition of two physical fields that flow in opposite temporal directions. Similar to the case of subfields, we also rewrite Equation (7) for the coupled field in the following simple form:

$$
\begin{equation*}
\left(A_{0} \frac{\partial}{\partial t}+A_{1} \frac{\partial}{\partial x_{1}}+A_{2} \frac{\partial}{\partial x_{2}}+A_{3} \frac{\partial}{\partial x_{3}}\right) \psi=k_{1} \psi+k_{2} J \tag{42}
\end{equation*}
$$

where $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}, \psi_{5}, \psi_{6}\right)^{\mathrm{T}}$ and $J=\left(j_{1}, j_{2}, j_{3}, j_{4}, j_{5}, j_{6}\right)^{\mathrm{T}}$. Using the matrices given in Equation (40) we obtain the following system of equations for the coupled field from Equation (42):

$$
\begin{align*}
& -\frac{\partial \psi_{1}}{\partial t}+\frac{\partial \psi_{6}}{\partial x_{2}}-\frac{\partial \psi_{5}}{\partial x_{3}}=k_{1} \psi_{1}+k_{2} j_{1}  \tag{43}\\
& -\frac{\partial \psi_{2}}{\partial t}+\frac{\partial \psi_{4}}{\partial x_{3}}-\frac{\partial \psi_{6}}{\partial x_{1}}=k_{1} \psi_{2}+k_{2} j_{2} \tag{44}
\end{align*}
$$

$$
\begin{align*}
& -\frac{\partial \psi_{3}}{\partial t}+\frac{\partial \psi_{5}}{\partial x_{1}}-\frac{\partial \psi_{4}}{\partial x_{2}}=k_{1} \psi_{3}+k_{2} j_{3}  \tag{45}\\
& \frac{\partial \psi_{4}}{\partial t}+\frac{\partial \psi_{3}}{\partial x_{2}}-\frac{\partial \psi_{2}}{\partial x_{3}}=k_{1} \psi_{4}+k_{2} j_{4}  \tag{46}\\
& \frac{\partial \psi_{5}}{\partial t}+\frac{\partial \psi_{1}}{\partial x_{3}}-\frac{\partial \psi_{3}}{\partial x_{1}}=k_{1} \psi_{5}+k_{2} j_{5}  \tag{47}\\
& \frac{\partial \psi_{6}}{\partial t}+\frac{\partial \psi_{2}}{\partial x_{1}}-\frac{\partial \psi_{1}}{\partial x_{2}}=k_{1} \psi_{6}+k_{2} j_{6} \tag{48}
\end{align*}
$$

Using the results obtained for the matrices $A_{i}$ given in Equation (41) we obtain the following system of equations for the coupled field from Equation (9):

$$
\begin{align*}
& \frac{\partial^{2} \psi_{1}}{\partial t^{2}}-\frac{\partial^{2} \psi_{1}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{1}}{\partial x_{3}^{2}}+\frac{\partial}{\partial x_{1}}\left(\frac{\partial \psi_{2}}{\partial x_{2}}+\frac{\partial \psi_{3}}{\partial x_{3}}\right)  \tag{49}\\
& =k_{1}^{2} \psi_{1}+k_{1} k_{2} j_{1}+k_{2}\left(-\frac{\partial j_{1}}{\partial t}+\frac{\partial j_{6}}{\partial x_{2}}-\frac{\partial j_{5}}{\partial x_{3}}\right) \\
& \frac{\partial^{2} \psi_{2}}{\partial t^{2}}-\frac{\partial^{2} \psi_{2}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{2}}{\partial x_{3}^{2}}+\frac{\partial}{\partial x_{2}}\left(\frac{\partial \psi_{1}}{\partial x_{1}}+\frac{\partial \psi_{3}}{\partial x_{3}}\right) \\
& =k_{1}^{2} \psi_{2}+k_{1} k_{2} j_{2}+k_{2}\left(-\frac{\partial j_{2}}{\partial t}+\frac{\partial j_{4}}{\partial x_{3}}-\frac{\partial j_{6}}{\partial x_{1}}\right)  \tag{50}\\
& \frac{\partial^{2} \psi_{3}}{\partial t^{2}}-\frac{\partial^{2} \psi_{3}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{3}}{\partial x_{2}^{2}}+\frac{\partial}{\partial x_{3}}\left(\frac{\partial \psi_{1}}{\partial x_{1}}+\frac{\partial \psi_{2}}{\partial x_{2}}\right)  \tag{51}\\
& =k_{1}^{2} \psi_{3}+k_{1} k_{2} j_{3}+k_{2}\left(-\frac{\partial j_{3}}{\partial t}+\frac{\partial j_{5}}{\partial x_{1}}-\frac{\partial j_{4}}{\partial x_{2}}\right) \\
& \frac{\partial^{2} \psi_{4}}{\partial t^{2}}-\frac{\partial^{2} \psi_{4}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{4}}{\partial x_{3}^{2}}+\frac{\partial}{\partial x_{1}}\left(\frac{\partial \psi_{5}}{\partial x_{2}}+\frac{\partial \psi_{6}}{\partial x_{3}}\right)  \tag{52}\\
& =k_{1}^{2} \psi_{4}+k_{1} k_{2} j_{4}+k_{2}\left(\frac{\partial j_{4}}{\partial t}+\frac{\partial j_{3}}{\partial x_{2}}-\frac{\partial j_{2}}{\partial x_{3}}\right) \\
& \frac{\partial^{2} \psi_{5}}{\partial t^{2}}-\frac{\partial^{2} \psi_{5}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{5}}{\partial x_{3}^{2}}+\frac{\partial}{\partial x_{2}}\left(\frac{\partial \psi_{4}}{\partial x_{1}}+\frac{\partial \psi_{6}}{\partial x_{3}}\right)  \tag{53}\\
& =k_{1}^{2} \psi_{5}+k_{1} k_{2} j_{5}+k_{2}\left(\frac{\partial j_{5}}{\partial t}+\frac{\partial j_{1}}{\partial x_{3}}-\frac{\partial j_{3}}{\partial x_{1}}\right) \\
& \frac{\partial^{2} \psi_{6}}{\partial t^{2}}-\frac{\partial^{2} \psi_{6}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{6}}{\partial x_{2}^{2}}+\frac{\partial}{\partial x_{3}}\left(\frac{\partial \psi_{4}}{\partial x_{1}}+\frac{\partial \psi_{5}}{\partial x_{2}}\right) \\
& =k_{1}^{2} \psi_{6}+k_{1} k_{2} j_{6}+k_{2}\left(\frac{\partial j_{6}}{\partial t}+\frac{\partial j_{2}}{\partial x_{1}}-\frac{\partial j_{1}}{\partial x_{2}}\right) \tag{54}
\end{align*}
$$

Using the divergence conditions or Gauss's laws given in Equations ((29), (30)) the system of equations given in Equations (49)-(54) reduces to the following system of equations:

$$
\begin{align*}
& \frac{\partial^{2} \psi_{1}}{\partial t^{2}}-\frac{\partial^{2} \psi_{1}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{1}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{1}}{\partial x_{3}^{2}} \\
& =k_{1}^{2} \psi_{1}+k_{1} k_{2} j_{1}+k_{2}\left(-\frac{\partial j_{1}}{\partial t}+\frac{\partial j_{6}}{\partial x_{2}}-\frac{\partial j_{5}}{\partial x_{3}}\right)-\frac{\partial \rho_{1}}{\partial x_{1}}  \tag{55}\\
& \frac{\partial^{2} \psi_{2}}{\partial t^{2}}-\frac{\partial^{2} \psi_{2}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{2}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{2}}{\partial x_{3}^{2}} \\
& =k_{1}^{2} \psi_{2}+k_{1} k_{2} j_{2}+k_{2}\left(-\frac{\partial j_{2}}{\partial t}+\frac{\partial j_{4}}{\partial x_{3}}-\frac{\partial j_{6}}{\partial x_{1}}\right)-\frac{\partial \rho_{1}}{\partial x_{2}}  \tag{56}\\
& \frac{\partial^{2} \psi_{3}}{\partial t^{2}}-\frac{\partial^{2} \psi_{3}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{3}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{3}}{\partial x_{3}^{2}} \\
& =k_{1}^{2} \psi_{3}+k_{1} k_{2} j_{3}+k_{2}\left(-\frac{\partial j_{3}}{\partial t}+\frac{\partial j_{5}}{\partial x_{1}}-\frac{\partial j_{4}}{\partial x_{2}}\right)-\frac{\partial \rho_{1}}{\partial x_{3}}  \tag{57}\\
& \frac{\partial^{2} \psi_{4}}{\partial t^{2}}-\frac{\partial^{2} \psi_{4}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{4}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{4}}{\partial x_{3}^{2}} \\
& =k_{1}^{2} \psi_{4}+k_{1} k_{2} j_{4}+k_{2}\left(\frac{\partial j_{4}}{\partial t}+\frac{\partial j_{3}}{\partial x_{2}}-\frac{\partial j_{2}}{\partial x_{3}}\right)-\frac{\partial \rho_{2}}{\partial x_{1}}  \tag{58}\\
& \frac{\partial^{2} \psi_{5}}{\partial t^{2}}-\frac{\partial^{2} \psi_{5}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{5}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{5}}{\partial x_{3}^{2}}  \tag{59}\\
& =k_{1}^{2} \psi_{5}+k_{1} k_{2} j_{5}+k_{2}\left(\frac{\partial j_{5}}{\partial t}+\frac{\partial j_{1}}{\partial x_{3}}-\frac{\partial j_{3}}{\partial x_{1}}\right)-\frac{\partial \rho_{2}}{\partial x_{2}} \\
& \frac{\partial^{2} \psi_{6}}{\partial t^{2}}-\frac{\partial^{2} \psi_{6}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{6}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{6}}{\partial x_{3}^{2}}  \tag{60}\\
& =k_{1}^{2} \psi_{6}+k_{1} k_{2} j_{6}+k_{2}\left(\frac{\partial j_{6}}{\partial t}+\frac{\partial j_{2}}{\partial x_{1}}-\frac{\partial j_{1}}{\partial x_{2}}\right)-\frac{\partial \rho_{2}}{\partial x_{3}}
\end{align*}
$$

Now, to obtain Maxwell field equations of the electromagnetic field we set $k_{1}=0$ and the system of equations given in Equations (43)-(48) reduces to:

$$
\begin{align*}
& -\frac{\partial \psi_{1}}{\partial t}+\frac{\partial \psi_{6}}{\partial x_{2}}-\frac{\partial \psi_{5}}{\partial x_{3}}=k_{2} j_{1}  \tag{61}\\
& -\frac{\partial \psi_{2}}{\partial t}+\frac{\partial \psi_{4}}{\partial x_{3}}-\frac{\partial \psi_{6}}{\partial x_{1}}=k_{2} j_{2}  \tag{62}\\
& -\frac{\partial \psi_{3}}{\partial t}+\frac{\partial \psi_{5}}{\partial x_{1}}-\frac{\partial \psi_{4}}{\partial x_{2}}=k_{2} j_{3}  \tag{63}\\
& \frac{\partial \psi_{4}}{\partial t}+\frac{\partial \psi_{3}}{\partial x_{2}}-\frac{\partial \psi_{2}}{\partial x_{3}}=k_{2} j_{4}  \tag{64}\\
& \frac{\partial \psi_{5}}{\partial t}+\frac{\partial \psi_{1}}{\partial x_{3}}-\frac{\partial \psi_{3}}{\partial x_{1}}=k_{2} j_{5}  \tag{65}\\
& \frac{\partial \psi_{6}}{\partial t}+\frac{\partial \psi_{2}}{\partial x_{1}}-\frac{\partial \psi_{1}}{\partial x_{2}}=k_{2} j_{6} \tag{66}
\end{align*}
$$

By identifying $\boldsymbol{E}=\left(\psi_{1}, \psi_{2}, \psi_{3}\right), \quad \boldsymbol{B}=\left(\psi_{4}, \psi_{5}, \psi_{6}\right), \quad \boldsymbol{j}_{1}=\left(j_{1}, j_{2}, j_{3}\right)$ and $\boldsymbol{j}_{2}=\left(j_{4}, j_{5}, j_{6}\right)$ the system of equations given in Equations (61)-(66), together with Gauss's laws given in Equations ((29), (30)), can be rewritten in the familiar form in classical electrodynamics:

$$
\begin{gather*}
\nabla \cdot \boldsymbol{E}=\rho_{1}  \tag{67}\\
\nabla \cdot \boldsymbol{B}=\rho_{2}  \tag{68}\\
\nabla \times \boldsymbol{E}+\frac{\partial \boldsymbol{B}}{\partial t}=k_{2} \boldsymbol{j}_{2}  \tag{69}\\
\nabla \times \boldsymbol{B}-\frac{\partial \boldsymbol{E}}{\partial t}=k_{2} \boldsymbol{j}_{1} \tag{70}
\end{gather*}
$$

With $k_{1}=0$ we also obtain the following system of equations from Equations (55)-(60):

$$
\begin{gather*}
\frac{\partial^{2} \psi_{1}}{\partial t^{2}}-\frac{\partial^{2} \psi_{1}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{1}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{1}}{\partial x_{3}^{2}}=k_{2}\left(-\frac{\partial j_{1}}{\partial t}+\frac{\partial j_{6}}{\partial x_{2}}-\frac{\partial j_{5}}{\partial x_{3}}\right)-\frac{\partial \rho_{1}}{\partial x_{1}}  \tag{71}\\
\frac{\partial^{2} \psi_{2}}{\partial t^{2}}-\frac{\partial^{2} \psi_{2}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{2}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{2}}{\partial x_{3}^{2}}=k_{2}\left(-\frac{\partial j_{2}}{\partial t}+\frac{\partial j_{4}}{\partial x_{3}}-\frac{\partial j_{6}}{\partial x_{1}}\right)-\frac{\partial \rho_{1}}{\partial x_{2}}  \tag{72}\\
\frac{\partial^{2} \psi_{3}}{\partial t^{2}}-\frac{\partial^{2} \psi_{3}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{3}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{3}}{\partial x_{3}^{2}}=k_{2}\left(-\frac{\partial j_{3}}{\partial t}+\frac{\partial j_{5}}{\partial x_{1}}-\frac{\partial j_{4}}{\partial x_{2}}\right)-\frac{\partial \rho_{1}}{\partial x_{3}}  \tag{73}\\
\frac{\partial^{2} \psi_{4}}{\partial t^{2}}-\frac{\partial^{2} \psi_{4}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{4}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{4}}{\partial x_{3}^{2}}=k_{2}\left(\frac{\partial j_{4}}{\partial t}+\frac{\partial j_{3}}{\partial x_{2}}-\frac{\partial j_{2}}{\partial x_{3}}\right)-\frac{\partial \rho_{2}}{\partial x_{1}}  \tag{74}\\
\frac{\partial^{2} \psi_{5}}{\partial t^{2}}-\frac{\partial^{2} \psi_{5}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{5}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{5}}{\partial x_{3}^{2}}=k_{2}\left(\frac{\partial j_{5}}{\partial t}+\frac{\partial j_{1}}{\partial x_{3}}-\frac{\partial j_{3}}{\partial x_{1}}\right)-\frac{\partial \rho_{2}}{\partial x_{2}}  \tag{75}\\
\frac{\partial^{2} \psi_{6}}{\partial t^{2}}-\frac{\partial^{2} \psi_{6}}{\partial x_{1}^{2}}-\frac{\partial^{2} \psi_{6}}{\partial x_{2}^{2}}-\frac{\partial^{2} \psi_{6}}{\partial x_{3}^{2}}=k_{2}\left(\frac{\partial j_{6}}{\partial t}+\frac{\partial j_{2}}{\partial x_{1}}-\frac{\partial j_{1}}{\partial x_{2}}\right)-\frac{\partial \rho_{2}}{\partial x_{3}} \tag{76}
\end{gather*}
$$

Equations (71)-(76) can be rewritten in a vector form as a system of two equations as in classical electrodynamics:

$$
\begin{align*}
& \frac{\partial^{2} \boldsymbol{E}}{\partial t^{2}}-\nabla^{2} \boldsymbol{E}=\nabla\left(\rho_{1}\right)-k_{2} \frac{\partial \boldsymbol{J}_{e}}{\partial t}+k_{2} \nabla \times \boldsymbol{J}_{2}  \tag{77}\\
& \frac{\partial^{2} \boldsymbol{B}}{\partial t^{2}}-\nabla^{2} \boldsymbol{B}=\nabla\left(\rho_{2}\right)-k_{2} \frac{\partial \boldsymbol{J}_{b}}{\partial t}+k_{2} \nabla \times \boldsymbol{J}_{1} \tag{78}
\end{align*}
$$

where the charge density $\rho_{i}$ and the current density $\boldsymbol{j}_{i}$ satisfy the conservation law

$$
\begin{equation*}
\nabla \cdot \boldsymbol{j}_{i}+\frac{\partial \rho_{i}}{\partial t}=0 \tag{79}
\end{equation*}
$$

### 3.2. Dirac Field as a Coupling of Two Elliptic Fields

In this subsection, we will formulate Dirac field and subfields using the same procedure that we have applied to the Maxwell field of electromagnetism in the previous subsection. We have shown that Maxwell field is represented by matri-
ces of rank six but the two subfields that are coupled to form Maxwell field are represented by matrices of rank three. Now, as it has been known that Dirac equation is formulated with matrices of rank four which are built upon Pauli matrices therefore we will simply use Pauli matrices as the required matrices for the two subfields. The Dirac equation then can be seen as a coupling of two systems of field equations similar to the case of Maxwell field equations of the electromagnetic field. Although the formulation of Dirac equation we consider in this work is straightforward from the known results there are new features that emerge with regard to the nature of the subfields that are coupled to form the Dirac field, such as the subfields also satisfy elliptic equations and therefore comply with the Euclidean relativity instead of wave equations and the pseudoEuclidean relativity. Except for the dimensions, these characteristics show that the quantum behaviours of both Maxwell and Dirac are similar when they are represented by the subfields. The Pauli matrices $A_{i}=\sigma_{i}$ that we use for Dirac subfields are given as follows:

$$
\begin{align*}
& A_{0}=\mp\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad A_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),  \tag{80}\\
& A_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad A_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
\end{align*}
$$

We then obtain the following results:

$$
\begin{equation*}
A_{i}^{2}=1 \text { and } A_{i} A_{j}+A_{j} A_{i}=0 \text { for } i, j=0,1,2,3 \tag{81}
\end{equation*}
$$

Using the Pauli matrices $A_{i}$ given in Equation (80) with negative time we obtain the following system of differential equations from Equation (7):

$$
\begin{align*}
& -\frac{\partial \psi_{1}}{\partial t}+\frac{\partial \psi_{2}}{\partial x_{1}}-i \frac{\partial \psi_{2}}{\partial x_{2}}+\frac{\partial \psi_{1}}{\partial x_{3}}=k_{1} \psi_{1}+k_{2} j_{1}  \tag{82}\\
& -\frac{\partial \psi_{2}}{\partial t}+\frac{\partial \psi_{1}}{\partial x_{1}}+i \frac{\partial \psi_{1}}{\partial x_{2}}-\frac{\partial \psi_{2}}{\partial x_{3}}=k_{1} \psi_{2}+k_{2} j_{2} \tag{83}
\end{align*}
$$

Using the Pauli matrices $A_{i}$ given in Equation (80) with positive time we obtain the following system of differential equations from Equation (7):

$$
\begin{align*}
& \frac{\partial \psi_{3}}{\partial t}+\frac{\partial \psi_{4}}{\partial x_{1}}-i \frac{\partial \psi_{4}}{\partial x_{2}}+\frac{\partial \psi_{3}}{\partial x_{3}}=k_{1} \psi_{3}+k_{2} j_{1}  \tag{84}\\
& \frac{\partial \psi_{4}}{\partial t}+\frac{\partial \psi_{3}}{\partial x_{1}}+i \frac{\partial \psi_{3}}{\partial x_{2}}-\frac{\partial \psi_{4}}{\partial x_{3}}=k_{1} \psi_{4}+k_{2} j_{2} \tag{85}
\end{align*}
$$

On the other hand, using the results obtained in Equation (81) with negative time we obtain the following equation for the components of the function $\psi=\left(\psi_{1}, \psi_{2}\right)^{\mathrm{T}}$ from Equation (9):

$$
\begin{align*}
& \frac{\partial^{2} \psi_{1}}{\partial t^{2}}+\frac{\partial^{2} \psi_{1}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{1}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{1}}{\partial x_{3}^{2}} \\
& =k_{1}^{2} \psi_{1}+k_{1} k_{2} j_{1}+k_{2}\left(-\frac{\partial j_{1}}{\partial t}+\frac{\partial j_{2}}{\partial x_{1}}-i \frac{\partial j_{2}}{\partial x_{2}}+\frac{\partial j_{1}}{\partial x_{3}}\right) \tag{86}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial^{2} \psi_{2}}{\partial t^{2}}+\frac{\partial^{2} \psi_{2}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{2}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{2}}{\partial x_{3}^{2}} \\
& =k_{1}^{2} \psi_{2}+k_{1} k_{2} j_{2}+k_{2}\left(-\frac{\partial j_{2}}{\partial t}+\frac{\partial j_{1}}{\partial x_{1}}+i \frac{\partial j_{1}}{\partial x_{2}}-\frac{\partial j_{2}}{\partial x_{3}}\right) \tag{87}
\end{align*}
$$

Similarly, using the results obtained in Equation (81) with positive time we obtain the following equation for the components of the function $\psi=\left(\psi_{3}, \psi_{4}\right)^{\mathrm{T}}$ from Equation (9):

$$
\begin{align*}
& \frac{\partial^{2} \psi_{3}}{\partial t^{2}}+\frac{\partial^{2} \psi_{3}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{3}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{3}}{\partial x_{3}^{2}} \\
& =k_{1}^{2} \psi_{3}+k_{1} k_{2} j_{3}+k_{2}\left(\frac{\partial j_{3}}{\partial t}+\frac{\partial j_{4}}{\partial x_{1}}-i \frac{\partial j_{4}}{\partial x_{2}}+\frac{\partial j_{3}}{\partial x_{3}}\right)  \tag{88}\\
& \frac{\partial^{2} \psi_{4}}{\partial t^{2}}+\frac{\partial^{2} \psi_{4}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{4}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{4}}{\partial x_{3}^{2}} \\
& =k_{1}^{2} \psi_{4}+k_{1} k_{2} j_{4}+k_{2}\left(\frac{\partial j_{4}}{\partial t}+\frac{\partial j_{3}}{\partial x_{1}}+i \frac{\partial j_{3}}{\partial x_{2}}-\frac{\partial j_{4}}{\partial x_{3}}\right) \tag{89}
\end{align*}
$$

As in the case of the subfields of Maxwell field of the electromagnetic field, the equations given in Equations (86)-(89) are elliptic equations therefore they can be used to describe the steady states of physical systems, in particular they can be used to explain the stability of elementary particles. Furthermore, if quantum particles possess physical properties that are represented by subfields which are described by elliptic equations, hence complying with the Euclidean relativity, then they can be used to explain physical phenomena that require physical transmissions with speeds greater than the speed of light in vacuum, such as the Ein-stein-Podosky-Rosen paradox in quantum entanglement.

Now, as being well-known the coupled field which can be used to represent Dirac field is formulated by using the familiar gamma matrices $\gamma^{\mu}$ written in terms of the Pauli and unit matrices as:

$$
\begin{gather*}
\gamma_{0}=\left(\begin{array}{cc}
I & 0 \\
0 & -I
\end{array}\right), \gamma_{i}=\left(\begin{array}{cc}
0 & \sigma_{i} \\
-\sigma_{i} & 0
\end{array}\right)  \tag{90}\\
\gamma_{0}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right), \gamma_{1}=\left(\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right), \\
\gamma_{2}=\left(\begin{array}{cccc}
0 & 0 & 0 & -i \\
0 & 0 & i & 0 \\
0 & i & 0 & 0 \\
-i & 0 & 0 & 0
\end{array}\right), \gamma_{3}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right) \tag{91}
\end{gather*}
$$

With $k_{2}=0$, Equation (7) reduces to Dirac equation for a free particle which is written in the form:

$$
\begin{equation*}
\gamma^{\mu} \partial_{\mu} \psi=-i m \psi \tag{92}
\end{equation*}
$$

Using the gamma matrices given in Equation (91), Dirac equation given in Equation (92) can be written out for the wavefunction $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}\right)^{\mathrm{T}}$ as

$$
\begin{align*}
\frac{\partial \psi_{1}}{\partial t}+i m \psi_{1} & =-\frac{\partial \psi_{3}}{\partial z}-\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right) \psi_{4}  \tag{93}\\
\frac{\partial \psi_{2}}{\partial t}+i m \psi_{2} & =-\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right) \psi_{3}+\frac{\partial \psi_{4}}{\partial z}  \tag{94}\\
\frac{\partial \psi_{3}}{\partial t}-i m \psi_{3} & =-\frac{\partial \psi_{1}}{\partial z}-\left(\frac{\partial}{\partial x}-i \frac{\partial}{\partial y}\right) \psi_{2}  \tag{95}\\
\frac{\partial \psi_{4}}{\partial t}-i m \psi_{4} & =-\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right) \psi_{1}-\frac{\partial \psi_{2}}{\partial z} \tag{96}
\end{align*}
$$

Dirac equation written as a system of linear first order partial differential equations given in Equations (93)-(96) suggests that matter wave can be interpreted as a coupling of two different physical subfields represented by the field $\left(\psi_{1}, \psi_{2}\right)$ and the field $\left(\psi_{3}, \psi_{4}\right)$ whose temporal rates of change will convert one field to the other. From the gamma matrices given in Equation (91) we obtain the following relations:

$$
\begin{equation*}
\gamma_{0}^{2}=1, \gamma_{i}^{2}=-1 \text { for } i=1,2,3 \text { and } \gamma_{i} \gamma_{j}+\gamma_{j} \gamma_{i}=0 \text { for } i \neq j \tag{97}
\end{equation*}
$$

With the relations obtained in Equation (97), it can be shown that all components of Dirac wavefunction $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}\right)^{\mathrm{T}}$ satisfy the Klein-Gordon equation:

$$
\begin{equation*}
\frac{\partial^{2} \psi_{\mu}}{\partial t^{2}}-\frac{\partial^{2} \psi_{\mu}}{\partial x^{2}}-\frac{\partial^{2} \psi_{\mu}}{\partial y^{2}}-\frac{\partial^{2} \psi_{\mu}}{\partial z^{2}}=-m^{2} \psi_{\mu} \tag{98}
\end{equation*}
$$

The Klein-Gordon equation is a wave equation that is Lorentz invariant in the pseudo-Euclidean space which was proposed and developed by Minkowski based on Einstein's theory of special relativity.

In fact, it is possible to formulate a coupled field that is similar to Dirac field from the subfields represented by the Pauli matrices but instead satisfies an elliptic equation rather than a wave equation. Such field therefore will be Euclidean invariant. Consider a coupled field that is formed from the subfields represented by Pauli matrices with the coupled matrices given as follows:

$$
A_{0}=\left(\begin{array}{cc}
-I & 0  \tag{99}\\
0 & I
\end{array}\right), A_{i}=\left(\begin{array}{cc}
0 & \sigma_{i} \\
\sigma_{i} & 0
\end{array}\right)
$$

Then we obtain the following results:

$$
\begin{equation*}
\gamma_{0}^{2}=1, \gamma_{i}^{2}=1 \text { for } i=1,2,3 \text { and } \gamma_{i} \gamma_{j}+\gamma_{j} \gamma_{i}=0 \text { for } i \neq j \tag{100}
\end{equation*}
$$

From the relations obtained in Equation (100), then it can be shown that all components of the wavefunction $\psi=\left(\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}\right)^{\mathrm{T}}$ satisfy the following elliptic equation:

$$
\begin{equation*}
\frac{\partial^{2} \psi_{\mu}}{\partial t^{2}}+\frac{\partial^{2} \psi_{\mu}}{\partial x^{2}}+\frac{\partial^{2} \psi_{\mu}}{\partial y^{2}}+\frac{\partial^{2} \psi_{\mu}}{\partial z^{2}}=-m^{2} \psi_{\mu} \tag{101}
\end{equation*}
$$

As a further remark, we would like to mention here that we have formulated Maxwell and Dirac field essentially from a general system of linear first order partial differential equations which is a purely mathematical framework that can be used to formulate any physical theory that requires such mathematical structure, similar to the case of Laplace or Poisson's equation. Nonetheless, with such perspective, it has been suggested that they should be referred to as Maxwell-like and Dirac-like field equations instead of Maxwell and Dirac. The approach that we have used to formulate Maxwell and Dirac field is quite different from other mathematical methods such as gauge theories whose formulation is based on the variational principle [19] [20]. However, as we have shown in our work on the principle of least action that the variational principle with quantum objects may not lead to the least action as the principle is supposed to provide but only complies with Feynman's integral method of random paths or random surfaces, which itself is not related to the principle of least action [21]. Therefore, physical theories such as gauge theories that rely on the variational principle with a Lagrangian function to establish a deterministic least action should not be regarded as statistical theories therefore they are not in accordance with the current interpretation of the quantum theory which relies on the probability view for their interpretation of experimental results.

## 4. A Classification of Relativity

In this section, we show that relativity can be classified into three different types that are determined by the mathematical structures given to the spactime continuum so that it can manifest as three different types of relativistic spaces associated with the types of second order partial differential equations that are classified in Section 2. We call the spacetime continuum with the mathematical structure associated with the hyperbolic or wave equation a hyperbolic relativistic space and the corresponding relativity is the hyperbolic relativity. Similarly, we also define the elliptic and parabolic relativity. The problem that we address in this section is similar to our discussion on the fibre bundle structure of the spacetime continuum in which the spacetime continuum is the base space and all other physical events occur on different types of fibres and manifest in different physical forms that can be described by different mathematical structures [22]. We have shown that the spacetime structures result from different relationships between space and time and the apparent geometric and topological structures of the total spatiotemporal manifold are due to the dynamics and the geometric interactions of the decomposed cells from the base space of the total spatiotemporal manifold. The decomposed cells can form different types of fibres which may also geometrically interact with each other. In a more general context, we also discussed in detail a spacetime which has the mathematical structure of a 6 -sphere bundle in which the dynamics of the fibres result from the geometric interactions of different types of decomposed cells that give rise to various relationships between space and time. In this case, it is assumed that we
can only perceive within our physical ability the appearance of the grown intrinsic geometric structures on the base space of the total spatiotemporal manifold and the base space itself may not be observable with a reasonable assumption that a physical object is not observable if it does not have any form of geometric interactions. It could be that the base space of the spatiotemporal manifold at the beginning was only a six-dimensional Euclidean spatiotemporal continuum $R^{6}$ which had no non-trivial geometric structures therefore contained no physical objects. As we have shown in our work on Maxwell and Dirac field with threedimensional time [23], we can assume that the spatiotemporal manifold is described by a six-dimensional differentiable manifold $M$ which is composed of a three-dimensional spatial manifold and a three-dimensional temporal manifold, in which all physical objects are embedded, then the manifold $M$ can be decomposed in the form $M=M \# S_{S}^{3} \# S_{T}^{3}$, where $S_{S}^{3}$ and $S_{T}^{3}$ are the spatial and temporal 3-sphere, respectively. It is expected that the mathematical formulation of possible fibres of the spatiotemporal manifold should be derived from a general line element $\mathrm{ds}^{2}=g_{\alpha \beta} \mathrm{d} x^{\alpha} \mathrm{d} x^{\beta}$. In the following, however, we propose that the three types of relativity are classified in accordance with the classification of their corresponding coordinate transformations.

### 4.1. Hyperbolic Relativity

Hyperbolic relativity refers to the relativistic spacetime continuum with the mathematical structure of a pseudo-Euclidean space that associates with the hyperbolic type of the second order partial differential equations. In physics, the concept of a pseudo-Euclidean spacetime, or relativistic hyperbolic spacetime, was introduced by Minkowski in order to accommodate Einstein's theory of special relativity in which the coordinate transformation between the inertial frame $S$ with spacetime coordinates $(c t, x, y, z)$ and the inertial frame $S^{\prime}$ with coordinates $\left(c t^{\prime}, x^{\prime}, y^{\prime}, z^{\prime}\right)$ are derived from the principle of relativity and the postulate of a universal speed $c$, which is assumed to be the speed of light in vacuum. The coordinate transformation is the Lorentz transformation:

$$
\begin{align*}
& x^{\prime}=\gamma(x-\beta c t), \quad y^{\prime}=y, \quad z^{\prime}=z  \tag{102}\\
& c t^{\prime}=\gamma(-\beta x+c t)
\end{align*}
$$

where $\beta=v / c$ and $\gamma=1 / \sqrt{1-\beta^{2}}$. It can be shown that the Minkowski spacetime interval $c^{2} t^{2}-x^{2}-y^{2}-z^{2}$ is invariant under Lorentz transformation given in Equation (102). Now, in order to show that the hyperbolic equations are associated with the hyperbolic relativity, we need to show that the part that composes of the second order derivatives of the hyperbolic equation given in Equation (4) is invariant under Lorentz transformation. The Lorentz transformation and its inverse can be rewritten in the following forms:

$$
\begin{equation*}
x^{\prime \mu}=\Lambda_{\nu}^{\mu} x^{\nu} \text { and } x^{\nu}=\Lambda_{\mu}{ }^{v} x^{\prime \mu} \tag{103}
\end{equation*}
$$

where $x^{\mu}=(c t, x, y, z)$ and the Lorentz matrix $\Lambda^{\mu}{ }_{v}$ and its inverse $\Lambda_{\mu}{ }^{v}$ are given as:

$$
\Lambda^{\mu}{ }_{v}=\left(\begin{array}{cccc}
\gamma & -\beta \gamma & 0 & 0  \tag{104}\\
-\beta \gamma & \gamma & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \text { and } \Lambda_{\mu}{ }^{v}=\left(\begin{array}{cccc}
\gamma & \beta \gamma & 0 & 0 \\
\beta \gamma & \gamma & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

In order to show that the hyperbolic relativity associates with the hyperbolic type of second order partial differential equations we only need to show that the d'Alembert operator $\partial_{\mu} \partial^{\mu}=\partial^{2} / c^{2} \partial t^{2}-\nabla^{2}$ is invariant under Lorentz transformation, where the differential operators $\partial_{\mu}$ and $\partial^{\mu}$ are defined as $\partial_{\mu}=(\partial / c \partial t, \partial / \partial x, \partial / \partial y, \partial / \partial z) \quad$ and $\quad \partial^{\mu}=g^{\mu \nu} \partial_{\nu}=(-\partial / c \partial t, \partial / \partial x, \partial / \partial y, \partial / \partial z)^{\mathrm{T}}$. This can be seen by the fact that the differential operators $\partial_{\mu}$ and $\partial^{\mu}$ are vectors therefore by using the transformations $\partial_{\mu}^{\prime}=\Lambda_{\mu}{ }^{\nu} \partial_{\nu}$ and $\partial^{\prime \mu}=g^{\mu \nu} \partial_{v}^{\prime}$ we then obtain $\partial_{\mu}^{\prime} \partial^{\prime \mu}=\partial_{\mu} \partial^{\mu}$.

Now, it is remarkable that even though the concept of a relativistic hyperbolic spacetime originates from the invariance of Maxwell field equations under Lorentz transformation, Einstein was able to generalise it into a more general structure utilising the mathematics of differentiable manifold and the resulted theory has only been applied into the description of the gravitational field in which the electromagnetic field can only act as a source. And the only invariance that is required is the transformation of general coordinates. Einstein general relativity that complies with the hyperbolic relativity in curved spaces is represented in tensor form as $T_{\mu \nu}=k\left(R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu}\right)$. Then using the centrally symmetric gravitational field with Schwarzschild metric:

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{e}^{\psi} c^{2} \mathrm{~d} t^{2}-\mathrm{e}^{\chi} \mathrm{d} r^{2}-r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}\right) \tag{105}
\end{equation*}
$$

Schwarzschild solution can be found as:

$$
\begin{equation*}
\mathrm{d} s^{2}=\left(1-\frac{C}{r}\right) c^{2} \mathrm{~d} t^{2}-\left(1-\frac{C}{r}\right)^{-1} \mathrm{~d} r^{2}-r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}\right) \tag{106}
\end{equation*}
$$

where $C=2 M G / c^{2}$. From the Schwarzschild solution, Newton law of gravity can be obtained as an approximation. We show in the next subsection on the elliptic relativistic spacetime that this result can also be obtained from the elliptic or Euclidean relativity.

### 4.2. Elliptic Relativity

Elliptic relativity refers to the relativistic spacetime continuum with the mathematical structure of a Euclidean space that associates with the elliptic type of the second order partial differential equations. We have also shown in our work on Euclidean relativity that it is possible to construct a special relativistic transformation that will make the four-dimensional spacetime continuum a Euclidean space rather than a pseudo-Euclidean space as in the case of Einstein's theory of special relativity. Consider the following modified Lorentz transformation:

$$
\begin{equation*}
x^{\prime}=\gamma_{E}(x-\beta c t), \quad y^{\prime}=y, \quad z^{\prime}=z, c t^{\prime}=\gamma_{E}(\beta x+c t) \tag{107}
\end{equation*}
$$

where $\beta=v / c$ and $\gamma_{E}$ will be determined from the principle of relativity and the postulate of a universal speed. If we now assume the invariance of the Euclidean interval $c^{2} t^{2}+x^{2}+y^{2}+z^{2}=c^{2} t^{\prime 2}+x^{\prime 2}+y^{\prime 2}+z^{\prime 2}$ then from the modified Lorentz transformation given in Equation (107), we obtain $\gamma_{E}=1 / \sqrt{1+\beta^{2}}$. It is seen from this expression for $\gamma_{E}$ that there is no upper limit in the relative speed $v$ between inertial frames. The value of $\gamma_{E}$ at the universal speed $v=c$ is $\gamma_{E}=1 / \sqrt{2}$. For the values of $v \ll c$, the modified Lorentz transformation also reduces to the Galilean transformation. However, it is interesting to observe that when $v \rightarrow \infty$ we have $\gamma_{E} \rightarrow 0$ and $\beta \gamma_{E} \rightarrow 1$, and in this case, we have $x^{\prime} \rightarrow-c t$ and $c t^{\prime} \rightarrow x$. This result shows that there is a conversion between space and time when $v \rightarrow \infty$. We can also derive the relativistic kinematics from the modified Lorentz transformation, such as the transformation of a length, the transformation of a time interval and the transformation of velocities. Let $L_{0}$ be the proper length and $\Delta t_{0}$ is the proper time interval then the length and the time interval transformations can be found as $L=\sqrt{1+\beta^{2}} L_{0}$ and $\Delta t=\Delta t_{0} / \sqrt{1+\beta^{2}}$. It is observed from the length transformation that the length of a moving object is expanding rather than contracting as in Einstein theory of special relativity. It is also observed from the time interval transformation that the proper time interval is longer than the same time interval measured by a moving observer. With the modified Lorentz transformation, the transformation of velocities can be found as:

$$
\begin{equation*}
v_{x}^{\prime}=\frac{v_{x}-\beta c}{1+\beta v_{x} / c}, \quad v_{y}^{\prime}=\frac{v_{y}}{\gamma_{E}\left(1+\beta v_{x} / c\right)}, \quad v_{z}^{\prime}=\frac{v_{z}}{\gamma_{E}\left(1+\beta v_{x} / c\right)} \tag{108}
\end{equation*}
$$

From Equation (108), if we let $v_{x}=c$ then we obtain $v_{x}^{\prime}=((c-v) /(c+v)) c$. Therefore in this case $v_{x}^{\prime}=c$ only when the relative speed $v$ between two inertial frames vanishes. In other words, the universal speed $c$ is not the common speed of any moving physical object or physical field in inertial reference frames. In order to specify the nature of the assumed universal speed, we observe that in Einstein theory of special relativity it is assumed that spatial space of an inertial frame remains steady and this assumption is contradicted to Einstein theory of general relativity that shows that spatial space is actually expanding. Therefore it seems reasonable to suggest that the universal speed $c$ in the modified Lorentz transformation is the universal speed of expansion of the spatial space of all inertial frames. The modified Lorentz transformation and its inverse can be rewritten in the following forms:

$$
\begin{equation*}
x^{\prime \mu}=\Lambda_{\nu}^{\mu} x^{\nu} \text { and } x^{\nu}=\Lambda_{\mu}{ }^{v} x^{\prime \mu} \tag{109}
\end{equation*}
$$

where $x^{\mu}=(c t, x, y, z)$ and the modified Lorentz matrix $\Lambda^{\mu}{ }_{v}$ and its inverse $\Lambda_{\mu}{ }^{v}$ are given as:

$$
\Lambda_{v}^{\mu}=\left(\begin{array}{cccc}
\gamma_{E} & \beta \gamma_{E} & 0 & 0  \tag{110}\\
-\beta \gamma_{E} & \gamma_{E} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \text { and } \Lambda_{\mu}^{v}=\left(\begin{array}{cccc}
\gamma_{E} & -\beta \gamma_{E} & 0 & 0 \\
\beta \gamma_{E} & \gamma_{E} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

In order to show that the elliptic relativity associates with the elliptic type of second order partial differential equations we only need to show that the Euclidean differential operator $\partial_{\mu} \partial^{\mu}=\partial^{2} / c^{2} \partial t^{2}+\nabla^{2}$ is invariant under the modified Lorentz transformation given in Equation (20), where the differential operators $\partial_{\mu}$ and $\partial^{\mu}$ are defined as $\partial_{\mu}=(\partial / c \partial t, \partial / \partial x, \partial / \partial y, \partial / \partial z)$ and $\partial^{\mu}=g^{\mu \nu} \partial_{v}=(\partial / c \partial t, \partial / \partial x, \partial / \partial y, \partial / \partial z)^{\mathrm{T}}$. Since the differential operators $\partial_{\mu}$ and $\partial^{\mu}$ are vectors therefore by using the transformations $\partial_{\mu}^{\prime}=\Lambda_{\mu}{ }^{\nu} \partial_{\nu}$ and $\partial^{\prime \mu}=g^{\mu \nu} \partial_{\nu}^{\prime}$ we then obtain $\partial_{\mu}^{\prime} \partial^{\prime \mu}=\partial_{\mu} \partial^{\mu}$.

We assume that a general relativity that complies with the elliptic relativity in curved spaces can also be represented in tensor form as
$T_{\mu \nu}=k\left(R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu}\right)$. Then using the centrally symmetric gravitational field with Schwarzschild-like metric:

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{e}^{\psi} c^{2} \mathrm{~d} t^{2}+\mathrm{e}^{\chi} \mathrm{d} r^{2}+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}\right) \tag{111}
\end{equation*}
$$

Schwarzschild-like vacuum solution is found as:

$$
\begin{equation*}
\mathrm{ds}^{2}=\left(1-\frac{C}{r}\right) c^{2} \mathrm{~d} t^{2}+\left(1-\frac{C}{r}\right)^{-1} \mathrm{~d} r^{2}+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}\right) \tag{112}
\end{equation*}
$$

where $C=2 M G / c^{2}$. It can also be shown from the Schwarzschild-like solution given in Equation (112) that Newton law of gravity is obtained as an approximation [2].

### 4.3. Parabolic Relativity

We have shown that the hyperbolic and elliptic relativity are classified according to the mathematical structure of the second order derivatives of the second order partial differential equations $\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} \partial^{2} \psi / \partial x_{i} \partial x_{j}$. For the hyperbolic relativity associated with the four-dimensional spacetime manifold we have $\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} \partial^{2} \psi / \partial x_{i} \partial x_{j}=\partial^{2} \psi / \partial t^{2}-\partial^{2} \psi / \partial x^{2}-\partial^{2} \psi / \partial y^{2}-\partial^{2} \psi / \partial z^{2}$. On the other hand, for the elliptic relativity we have
$\sum_{i=1}^{n} \sum_{j=1}^{n} a_{i j} \partial^{2} \psi / \partial x_{i} \partial x_{j}=\partial^{2} \psi / \partial t^{2}+\partial^{2} \psi / \partial x^{2}+\partial^{2} \psi / \partial y^{2}+\partial^{2} \psi / \partial z^{2}$. Now, for the case of the parabolic equation, because there are only three spatial components of second order derivatives for the four-dimensional spacetime continuum therefore as a consequence we consider the invariance of the parabolic equation only for these components under a parabolic coordinate transformation. Parabolic relativity refers to the relativistic spacetime continuum with the mathematical structure of a Euclidean space that associates with the parabolic type of the second order partial differential equations. There are many physical events that are described by the second order partial differential equations that involve only the spatial components of the second order derivatives therefore these physical events can be regarded as being associated with the parabolic relativity. In particular, the physical events that can be described by the diffusion equation and the Schrödinger equation that can be written generically as follows:

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}=a \frac{\partial \psi}{\partial t} \tag{113}
\end{equation*}
$$

In Equation (113), we obtain the diffusion equation if $a \partial \psi / \partial t \neq 0$ and the Schrödinger equation by setting $a \partial \psi / \partial t=-(i 2 m / \hbar) \partial \psi / \partial t$. As in the case of the hyperbolic and elliptic relativity in which the Lorentz and modified Lorentz transformation involve only the second order derivatives of the differential equations, therefore to discuss coordinate transformation for the parabolic equation we should also consider the second order derivatives which form the Laplace operator. Therefore the corresponding transformations for the parabolic equation that leave the Laplace operator unchanged, that is in the parabolic relativity we only consider the invariance of the Euclidean spatial interval $x^{2}+y^{2}+z^{2}=x^{\prime 2}+y^{\prime 2}+z^{\prime 2}$. The time in parabolic relativity is therefore a universal time which is assumed to flow uniformly with the same rate in all reference systems. In general, the parabolic relativity is invariant with respect to the translation and rotation given as follows:

$$
\begin{equation*}
x_{i}^{\prime}=x_{i}+a_{i} \text { and } x_{i}^{\prime}=\sum_{j=1}^{n} b_{i j} x_{j} \tag{114}
\end{equation*}
$$

where $\boldsymbol{x}=\left(x_{1}, x_{2}, \cdots, x_{n}\right)^{\mathrm{T}}$, and $A=\left\{a_{i}\right\}$ is a matrix for the translation and $B=\left\{b_{i j}\right\}$ is an orthogonal matrix for the rotation. If the matrix $B=\left\{b_{i j}\right\}$ is an orthogonal matrix then we have $\sum_{k=1}^{n} b_{i k} b_{j k}=\delta_{i}^{j}$, therefore we obtain the following result:

$$
\begin{equation*}
\nabla_{x}^{2}=\sum_{i=1}^{n}\left(\sum_{j, k=1}^{n} b_{j i} b_{k i} \frac{\partial^{2}}{\partial x_{j}^{\prime} \partial x_{k}^{\prime}}\right)=\sum_{j, k=1}^{n}\left(\sum_{i=1}^{n} b_{j i} b_{k i}\right) \frac{\partial^{2}}{\partial x_{j}^{\prime} \partial x_{k}^{\prime}}=\nabla_{x^{\prime}}^{2} \tag{115}
\end{equation*}
$$

We now extend our discussion to a particular parabolic equation that is related to the curved structure of the spacetime manifold. We have shown in our work on the spacetime structure of quantum particles that they can be endowed with geometric and topological structures of differentiable manifolds and their motion should be described as isometric embeddings in higher Euclidean space that involve the diffusion equation. Fundamentally, we show that the three main dynamical descriptions of physical events in classical physics, namely Newton mechanics, Maxwell electromagnetism and Einstein gravitation, can be formulated in the same general covariant form and they can be represented by the general equation [8] [9]:

$$
\begin{equation*}
\nabla_{\beta} M=k J \tag{116}
\end{equation*}
$$

where $M$ is a mathematical object that represents the corresponding physical system and $\nabla_{\beta}$ is a covariant derivative. For Newton mechanics, $M=\frac{1}{2} m \sum_{\mu=1}^{3}\left(\mathrm{~d} x^{\mu} / \mathrm{d} t\right)^{2}+V$ and $J=0$. For Maxwell electromagnetism, $M=F^{\alpha \beta}=\partial^{\mu} A^{\nu}-\partial^{\nu} A^{\mu}$, with the four-vector potential $A^{\mu} \equiv(V, \boldsymbol{A})$ and $J$ can be identified with the electric and magnetic currents. And for Einstein gravitation, $M=R^{\alpha \beta}$ and $J$ can be defined in terms of a metric $g_{\alpha \beta}$ and the Ricci
scalar curvature using the Bianchi identities $\nabla_{\beta} R^{\alpha \beta}=\frac{1}{2} g^{\alpha \beta} \nabla_{\beta} R$, that is, $J=\frac{1}{2} g^{\alpha \beta} \nabla_{\beta} R$. If we use the Bianchi identities as field equations for the gravitational field then Einstein field equations $T_{\mu \nu}=k\left(R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu}\right)$, as in the case of the electromagnetic field, should be regarded as a definition for the energy-momentum tensor $T_{\mu \nu}$ for the gravitational field. From the definition of the four-current $j^{\alpha}=\left(\rho, \boldsymbol{j}_{i}\right)=\frac{1}{2} g^{\alpha \beta} \nabla_{\beta} R$ for the gravitational field, by comparing with the Poisson equation for a potential $V$ in classical physics, $\nabla^{2} V=4 \pi \rho$, we can identify the scalar potential $V$ with the Ricci scalar curvature $R$ and then obtain a diffusion equation:

$$
\begin{equation*}
\frac{\partial R}{\partial t}=k\left(\frac{\partial^{2} R}{\partial x^{2}}+\frac{\partial^{2} R}{\partial y^{2}}+\frac{\partial^{2} R}{\partial z^{2}}\right) \tag{117}
\end{equation*}
$$

whose solutions can be found to take the form:

$$
\begin{equation*}
R(x, y, z, t)=\left(\frac{M}{(\sqrt{4 \pi k t})^{3}}\right) \exp \left(-\frac{x^{2}+y^{2}+z^{2}}{4 k t}\right) \tag{118}
\end{equation*}
$$

which determines the probabilistic distribution of an amount of geometrical substance $M$ which is defined via the Ricci scalar curvature $R$ and manifests as observable matter. We have also shown that the Ricci scalar curvature $R$ associated with a differentiable manifold can be expressed in terms of the Schrödinger wavefunction $\psi$ in quantum mechanics. Now, instead of deriving a diffusion equation for the Ricci scalar curvature from the four-current we can also derive a diffusion equation for the Ricci scalar curvature from the Ricci flow by considering the case in which $J=\frac{1}{2} g^{\alpha \beta} \nabla_{\beta} R=0$. Then we obtain the equation:

$$
\begin{equation*}
\nabla_{\beta} R^{\alpha \beta}=0 \tag{119}
\end{equation*}
$$

Since $\nabla_{\mu} g^{\alpha \beta} \equiv 0$ for a given metric tensor $g^{\alpha \beta}$, Equation (119) implies $R^{\alpha \beta}=\Lambda g^{\alpha \beta}$ which can be written in a covariant form as:

$$
\begin{equation*}
R_{\alpha \beta}=\Lambda g_{\alpha \beta} \tag{120}
\end{equation*}
$$

where $\Lambda$ is an undetermined constant. Using the identities $g_{\alpha \beta} g^{\alpha \beta}=4$ and $g_{\alpha \beta} R^{\alpha \beta}=R$, we obtain $\Lambda=R / 4$.

The Ricci flow can be derived from the field equation given in Equation (119) as follows [24] [25]. In differential geometry, the covariant derivative of a contravariant tensor of second rank $A^{\alpha \beta}$ is given by:

$$
\begin{equation*}
\nabla_{\gamma} A^{\alpha \beta}=\partial_{\gamma} A^{\alpha \beta}+\Gamma_{\sigma \gamma}^{\alpha} A^{\sigma \beta}+\Gamma_{\sigma \gamma}^{\beta} A^{\alpha \sigma} \tag{121}
\end{equation*}
$$

The partial time derivative of Equation (121) is given as:

$$
\begin{align*}
\partial_{t}\left(\nabla_{\gamma} A^{\alpha \beta}\right)= & \partial_{t}\left(\partial_{\gamma} A^{\alpha \beta}\right)+\left(\partial_{t} \Gamma_{\sigma \gamma}^{\alpha}\right) A^{\sigma \beta}+\Gamma_{\sigma \gamma}^{\alpha}\left(\partial_{t} A^{\sigma \beta}\right)  \tag{122}\\
& +\left(\partial_{t} \Gamma_{\sigma \gamma}^{\beta}\right) A^{\alpha \sigma}+\Gamma_{\sigma \gamma}^{\beta}\left(\partial_{t} A^{\alpha \sigma}\right)
\end{align*}
$$

Under the coordinate transformation $x^{\prime \alpha}=f^{\alpha}\left(x^{\beta}\right)$, the tensor $A^{\alpha \beta}$ is transformed as

$$
\begin{equation*}
A^{\prime \alpha \beta}=\frac{\partial x^{\prime \alpha}}{\partial x^{\rho}} \frac{\partial x^{\prime \beta}}{\partial x^{\sigma}} A^{\rho \sigma} \tag{123}
\end{equation*}
$$

If the coordinate transformation is time-independent then the partial time derivative of the tensor $A^{\alpha \beta}$ is also a tensor which is transformed according to the rule:

$$
\begin{equation*}
\frac{\partial A^{\prime \alpha \beta}}{\partial t}=\frac{\partial x^{\prime \alpha}}{\partial x^{\rho}} \frac{\partial x^{\prime \beta}}{\partial x^{\sigma}} \frac{\partial A^{\rho \sigma}}{\partial t} \tag{124}
\end{equation*}
$$

In this case, we have:

$$
\begin{equation*}
\nabla_{\gamma}\left(\partial_{t} A^{\alpha \beta}\right)=\partial_{\gamma}\left(\partial_{t} A^{\alpha \beta}\right)+\Gamma_{\sigma \gamma}^{\alpha}\left(\partial_{t} A^{\sigma \beta}\right)+\Gamma_{\sigma \gamma}^{\beta}\left(\partial_{t} A^{\alpha \sigma}\right) \tag{125}
\end{equation*}
$$

It is observed from Equations (122) and (125) that if we impose the following condition on Equation (122):

$$
\begin{equation*}
\left(\partial_{t} \Gamma_{\sigma \gamma}^{\alpha}\right) A^{\sigma \beta}+\left(\partial_{t} \Gamma_{\sigma \gamma}^{\beta}\right) A^{\alpha \sigma}=0 \tag{126}
\end{equation*}
$$

then we obtain the identity:

$$
\begin{equation*}
\nabla_{\gamma}\left(\partial_{t} A^{\alpha \beta}\right)=\partial_{t}\left(\nabla_{\gamma} A^{\alpha \beta}\right) \tag{127}
\end{equation*}
$$

In the case of a metric tensor $g^{\alpha \beta}$ then we have $\nabla_{\gamma}\left(\partial_{t} g^{\alpha \beta}\right)=\partial_{t}\left(\nabla_{\gamma} g^{\alpha \beta}\right) \equiv 0$, and from the field equations $\nabla_{\beta} R^{\alpha \beta}=0$ we arrive at the Ricci flow:

$$
\begin{equation*}
\frac{\partial g_{\alpha \beta}}{\partial t}=k R_{\alpha \beta} \tag{128}
\end{equation*}
$$

From Equation (128) we can obtain a diffusion equation for the Ricci scalar curvature as follows [26] [27]:

$$
\begin{equation*}
\frac{\partial R}{\partial t}=\Delta R+2 g^{\alpha \beta} g^{\gamma \sigma} R_{\alpha \sigma} R_{\beta \gamma} \tag{129}
\end{equation*}
$$

As a further remark, it should be mentioned here that it has been shown that parabolic equations have associated invariants that may be related to physical properties of physical objects. For example, consider a linear second order parabolic partial differential equation in two independent variables $x$ and $t$.

$$
\begin{equation*}
\frac{\partial \psi}{\partial t}+a(x, t) \frac{\partial^{2} \psi}{\partial x^{2}}+b(x, t) \frac{\partial \psi}{\partial x}+c(x, t) \psi=0 \tag{130}
\end{equation*}
$$

It is shown that the form of the parabolic equation given in Equation (130) is invariant under the group of equivalence transformations which consists of the linear transformation of the dependent variable and the invertible transformations of the independent variables as follows:

$$
\begin{equation*}
\chi=\sigma(x, t) \psi, t^{\prime}=\varphi(t), x^{\prime}=\rho(x, t) \tag{131}
\end{equation*}
$$

where $\sigma(x, t), \varphi(t)$ and $\rho(x, t)$ are arbitrary functions [28] [29] [30]. The transformed equation of the equation given in Equation (131) then takes the form:

$$
\begin{equation*}
\frac{\partial \chi}{\partial t^{\prime}}+a^{\prime}\left(x^{\prime}, t^{\prime}\right) \frac{\partial^{2} \chi}{\partial x^{\prime 2}}+b^{\prime}\left(x^{\prime}, t^{\prime}\right) \frac{\partial \chi}{\partial x^{\prime}}+c^{\prime}\left(x^{\prime}, t^{\prime}\right) \chi=0 \tag{132}
\end{equation*}
$$

Then an invariant of the parabolic equation given in Equation (130) is a function of the form

$$
\begin{equation*}
J=J\left(a, b, c, \frac{\partial a}{\partial t}, \frac{\partial a}{\partial x}, \frac{\partial b}{\partial t}, \frac{\partial b}{\partial x}, \frac{\partial c}{\partial t}, \frac{\partial c}{\partial x}, \frac{\partial^{2} a}{\partial t^{2}}, \frac{\partial^{2} a}{\partial t \partial x}, \frac{\partial^{2} a}{\partial x^{2}}, \cdots\right) . \tag{133}
\end{equation*}
$$

### 4.4. Simultaneous Relativities

We have shown in previous subsections that the mathematical structure of the spacetime manifold can be classified in accordance with the classification of second order partial differential equations into hyperbolic, elliptic or parabolic relativistic space. On the other hand, normally a complex physical system such as an atom has various physical properties that involve different physical processes described by different types of second order partial differential equations in different relativities. If the physical properties associated with the physical system remain invariant then we can assume that they can be described independently by different second order partial differential equations, and hence their corresponding relativistic spaces should also exist independently from each other. As we have discussed in the introduction, these relativistic spaces may be considered as independent fibres of the spatiotemporal fibre bundle. Then in order to describe independent physical properties, we simply express all corresponding physical equations in all relativistic spaces simultaneously. For example, we assume that a physical system that possesses physical properties that can be described in the parabolic relativity and elliptic relativity respectively. If the parabolic property is massive and the elliptic property is massless then we have a simultaneous system of two equations that take the forms similar to the massive Schrödinger equation and massless Klein-Gordon equation as follows:

$$
\begin{align*}
& \frac{\partial^{2} \psi_{p}}{\partial x^{2}}+\frac{\partial^{2} \psi_{p}}{\partial y^{2}}+\frac{\partial^{2} \psi_{p}}{\partial z^{2}}=-i \frac{2 m}{\hbar} \frac{\partial \psi_{p}}{\partial t}  \tag{134}\\
& \frac{\partial^{2} \psi_{e}}{c_{e}^{2} \partial t^{2}}+\frac{\partial^{2} \psi_{e}}{\partial x_{1}^{2}}+\frac{\partial^{2} \psi_{e}}{\partial x_{2}^{2}}+\frac{\partial^{2} \psi_{e}}{\partial x_{3}^{2}}=0 \tag{135}
\end{align*}
$$

where $\psi_{p}$ and $\psi_{e}$ are wavefunctions in the parabolic and elliptic relativistic space respectively. We have also written $c_{e}$ to indicate that, unlike the universal speed $c$ in the hyperbolic relativity, the speed $c_{e}$ may be very large according to the elliptic relativity. In an $n$-dimensional space, solutions to Laplace equation can be expressed by the Green function as $G=k /\left(x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}\right)^{\frac{n-2}{2}}$, hence for the Laplace equation given in Equation (135) with $n=4$, we obtain the solution:

$$
\begin{equation*}
\psi_{e}=\frac{k}{c_{e}^{2} t^{2}+x^{2}+y^{2}+z^{2}} \tag{136}
\end{equation*}
$$

It is seen that if $c_{e}$ is very large then while other parabolic relativistic proper-
ties of a quantum particle remain the same the elliptic properties vanish quickly with time, and in particular this result may be invoked to explain the EPR paradox in quantum mechanics. However, if different physical properties belong to the same type of relativity then we can express the total equation as a sum of different equations in the same relativistic space, as in the case we have shown in our work on spin dynamics that a total Schrödinger equation can be written as a sum of two separate Schrödinger equations in two different coordinate systems, one of them can be considered as intrinsic. This can be outlined as follows. Instead of introducing a spin operator, we introduce a differential operator that depends on an intrinsic coordinate system and can be used to formulate a spin dynamics. Since spin angular momentum and orbital angular momentum are similar in nature therefore it is possible to suggest that the spin operator in the intrinsic coordinate system should also have similar form to that of the orbital angular momentum operator. From this perspective, we can write a Schrödinger wave equation that is used to describe both the orbital and spin dynamics as follows [31]:

$$
\begin{align*}
& -\frac{\hbar^{2}}{2 \mu} \nabla^{2} \Psi\left(\boldsymbol{r}, \boldsymbol{r}_{s}\right)+V(\boldsymbol{r}) \Psi\left(\boldsymbol{r}, \boldsymbol{r}_{s}\right)-\frac{\hbar^{2}}{2 \mu_{s}} \nabla_{s}^{2} \Psi\left(\boldsymbol{r}, \boldsymbol{r}_{s}\right)  \tag{137}\\
& +V_{s}\left(\boldsymbol{r}_{s}\right) \Psi\left(\boldsymbol{r}, \boldsymbol{r}_{s}\right)=E \Psi\left(\boldsymbol{r}, \boldsymbol{r}_{s}\right)
\end{align*}
$$

The quantity $\mu$ can be identified with a reduced mass. However, since we are treating spin angular momentum as a particular case of angular momentum therefore we retain the Planck constant and the quantity $\mu_{s}$ also retains the dimension of mass. We call the quantity $\mu_{s}$ an intrinsic mass and it could be related to the curvature that determines the differential geometric and topological structure of a quantum particle, as in the case of Bohr model, or charge. On the other hand, the quantity $V(\boldsymbol{r})$ can be identified with normal potential, such as Coulomb potential but the quantity $V_{s}\left(\boldsymbol{r}_{s}\right)$ represents an intrinsic potential that depends on physical intrinsic properties associated with the spin angular momentum of a quantum particle. Since the two dynamics are independent, the wave equation given in Equation (137) is separable and the total wavefunction $\Psi\left(\boldsymbol{r}, \boldsymbol{r}_{s}\right)$ can be written as a product of two wavefunctions as $\Psi\left(\boldsymbol{r}, \boldsymbol{r}_{s}\right)=\psi(\boldsymbol{r}) \chi\left(\boldsymbol{r}_{\mathrm{s}}\right)$. Then Equation (137) is separated into two equations as follows:

$$
\begin{gather*}
-\frac{\hbar^{2}}{2 \mu} \nabla^{2} \psi(\boldsymbol{r})+V(\boldsymbol{r}) \psi(\boldsymbol{r})=E_{0} \psi(\boldsymbol{r})  \tag{138}\\
-\frac{\hbar^{2}}{2 \mu_{s}} \nabla_{s}^{2} \chi\left(\boldsymbol{r}_{s}\right)+V_{s}\left(\boldsymbol{r}_{s}\right) \chi\left(\boldsymbol{r}_{s}\right)=E_{1} \chi\left(\boldsymbol{r}_{s}\right) \tag{139}
\end{gather*}
$$

where $E_{0}+E_{1}=E$. For the case of the hydrogen atom then the total energy spectrum can be found as the sum of two energy spectra as:

$$
\begin{equation*}
E\left(n, n_{s}, m_{s}\right)=-\frac{\mu}{2 \hbar^{2}}\left(\frac{Z q^{2}}{4 \pi \varepsilon_{0}}\right)^{2} \frac{1}{n^{2}}-\frac{A_{s} \mu_{s}}{2 \hbar^{2}\left(n_{s}+m_{s}+\frac{1}{2}\right)^{2}} \tag{140}
\end{equation*}
$$

It is seen that the total energy spectrum has a fine structure depending on the
intrinsic quantum numbers $n_{s}$ and $m_{s}$. Furthermore, the total energy spectrum also depends on the undetermined physical quantities $\mu_{s}$ and $A_{s}$ that define the intrinsic properties of a quantum particle, which is the electron in this case. Without restriction, the quantity $\mu_{s}$ can take zero, positive or negative values. Similarly, it is also possible to explain the wave-particle duality by writing simultaneous equations for a quantum particle in the parabolic and hyperbolic relativistic space respectively. If an experiment is designed to detect an invariance associated with a quantum particle which is invariant in the parabolic relativity then it appears as a particle, but if it is invariant in the hyperbolic relativity then it appears as a wave. The formulation of dual properties of particle and wave in two coexisting relativistic spaces may be viewed as a representation of the hidden variable theory and de Broglie theory of double solution in wave mechanics [32] [33].

## 5. Conclusion

We have shown in this work the possibility to classify relativity in accordance with the classification of second order partial differential equations that have been applied into the formulation of physical laws in physics. Based on the classification of second order partial differential equations into hyperbolic, elliptic or parabolic type, we suggested that relativity should also be classified accordingly into hyperbolic, elliptic or parabolic type by establishing coordinate transformations that preserve the forms of the second order partial differential equations. The coordinate transformation that preserves the form of the hyperbolic equation is the Lorentz transformation and the associated space is the hyperbolic, or pseudo-Euclidean, relativistic spacetime. The coordinate transformation that preserves the form of the elliptic equation is the modified Lorentz transformation, or rotation in spacetime, that we have formulated in our work on Euclidean relativity and the associated space is the elliptic, or Euclidean, relativistic spacetime. And the coordinate transformation that preserves the form of the parabolic equation is the Euclidean transformation consisting of the translation and rotation in the spatial space and the associated space is the parabolic relativistic spacetime, which is a Euclidean space with a universal time. Besides the typical equations in physics that comply with hyperbolic relativity such as Maxwell and Dirac equations, we have also established equations that comply with elliptic relativity and these equations can be used to describe the subfields of Maxwell and Dirac field. On the other hand, apart from the typical equations in physics that comply with parabolic relativity such as the diffusion equation, the Schrödinger equation, we have shown that the diffusion equations that are derived from the four-current defined in terms of the differentiable structures of the spacetime manifold and the Ricci flow also belong to parabolic relativity.
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#### Abstract

Previously published treatment is rather involved. Here we present a useful approximation to the concomitant derivation that yields a simpler way of handling things and still obtains results quite similar to those yielded by the exact treatment. Our approximation consists of giving the graviton field a simpler, but still quite good approximate form.
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## 1. Introduction

Previous attempts to quantize Einstein gravity (EG) have failed because of 1) they utilize a Rigged Hilber Space (RHS) with undefined metric, 2) non-unitarity troubles, and 3) non-renormalizablity problems. These problems were successfully bypassed in [1] [2], yielding a viable quantification procedure for Einstein's gravity. One used two kinds of tools. Some are of physical nature and were developed in [3] [4] [5]. Others are of a purely mathematical character, and concern the nature and properties of a generalization of Schwartz's distributions made in the 1960s. The generalized entities were called Ultrahyperfuntions (UHF). The existence and uniqueness of their convolution, whcih yields another UHF, were demonstrated in the 1990s [6]-[10]. Such convolutions are finite. Since quantum propagators can be seen to be UHFs, and their convolution is finite, all Feynman diagrams also turn out to be finite. There is no longer a need for renormalization. These important mathematical advanced were founded on the efforts
of A. Grothendieck [11] and J. S. Silva (JSS) [12]. The concomitant mathematical apparatus was specifically devised so as to quantify non-renormalizable field theories. For a detailed discussion of it, see [10]. One ends up facing a theory similar to QED, endowed with unitarity at all finite orders of power expansions in the gravitation constant $G$ of the EG Lagrangian. This feat was previously attempted, but without success, by Gupta and by Feynman (in his celebrated Acta Physica Polonica paper [13]).

Our paper is structured as indicated below:

1) Section 2 deals with preliminary materials.
2) Section 3 treats the QFT Lagrangian for EG and introduces our approximation that consists of setting the graviton field $\phi^{\mu \nu}=\gamma^{\mu \nu} \phi$, where $\gamma^{\mu \nu}$ is a constant tensor and $\phi$ a scalar (graviton) field.
3) Section 4 quantizes the ensuing theory.
4) Section 5 evaluates the graviton's self-energy up to second order.
5) Section 6 introduces axions into our scenario and considers the axionsgravitons interaction.
6) Section 7 calculates the graviton's self-energy in the presence of axions.
7) Section 8 evaluates the axion's self-energy, up to second order.
8) Finally, some conclusions are drawn in Section 9.

## 2. Preliminary Materials

The most general quantification approach is based upon Schwinger-Feynman's variational principle [14] and can successfully deal even with high order supersymmetric (HOS) theories (see [15] [16]). It is important to emphasize, for QFT experts, that HOS theories cannot be quantized by appeal to the customary Di-rac-brackets approach.

Consider now the action for a set of fields $\phi_{A}(x)$ written in the fashion

$$
\begin{align*}
& \mathcal{S}\left[\sigma(x), \sigma_{0}, \phi_{A}(x)\right] \\
& =\int_{\sigma_{0}}^{\sigma(x)} L\left[\phi_{A}(\xi), \partial_{\mu} \phi_{A}(\xi), \xi\right] \mathrm{d} \xi, \tag{2.1}
\end{align*}
$$

where $\sigma(x)$ if a space-like surface passing through the point $x . \sigma_{0}$ is that surface (at the remote past), for which all field variations vanish. The Schwing-er-Feynman variational principle asserts then that:
"Any Hermitian infinitesimal variation $\delta \mathcal{S}$ of the action induces a canonical transformation of the vector space in which the quantum system is defined, and the generator of this transformation is this same operator $\delta \mathcal{S}^{\prime \prime}$.

In such circumstances, this equality is seen to hold

$$
\begin{equation*}
\delta \phi_{A}=i\left[\delta \mathcal{S}, \phi_{A}\right] . \tag{2.2}
\end{equation*}
$$

Accordingly, for a Poincare transformation one has

$$
\begin{equation*}
\delta \mathcal{S}=a^{\mu} \mathcal{P}_{\mu}+\frac{1}{2} a^{\mu v} \boldsymbol{\mathcal { M }}_{\mu v} \tag{2.3}
\end{equation*}
$$

where $a^{\mu}$ and $a^{\mu \nu}$ are variational constants, the first for displacement and the second for rotation, $\mathcal{P}_{\mu}$ refers to linear momentum, and $\mathcal{M}_{\mu \nu}$ to complete angular momentum. For the field variation the last two quantities are represented by $\hat{P}_{\mu}$ and $\hat{M}_{\mu \nu}$, respectively. One has

$$
\begin{equation*}
\delta \phi_{a}=a^{\mu} \hat{P}_{\mu} \phi_{A}+\frac{1}{2} a^{\mu v} \hat{M}_{\mu v} \phi_{A} . \tag{2.4}
\end{equation*}
$$

From (2.2) one can now ascertain that

$$
\begin{equation*}
\partial_{\mu} \phi_{A}=i\left[\mathcal{P}_{\mu}, \phi_{A}\right] \tag{2.5}
\end{equation*}
$$

More to the point,

$$
\begin{equation*}
\partial_{0} \phi_{A}=i\left[\mathcal{P}_{0}, \phi_{A}\right] . \tag{2.6}
\end{equation*}
$$

Equation (2.6) will be used below for quantizing EG.

## 3. The Convolution of Two Lorentz Invariant Tempered Ultradistributions

In [7] we have obtained a conceptually simple but rather lengthy expression for the convolution of two Lorentz invariant tempered ultradistributions. $\rho$ and $\Lambda$ are defined there. $\Theta$ is the Heaviside function and $\mathfrak{J}$ stands for imaginary part. We have then

$$
\begin{aligned}
& H_{\lambda}(\rho, \Lambda) \\
& =\frac{1}{8 \pi^{2} \rho_{\Gamma_{1} \Gamma_{2}} \iint_{1} F\left(\rho_{1}\right) G\left(\rho_{2}\right) \rho_{1}^{\lambda} \rho_{2}^{\lambda}\left\{\Theta [ \Im ( \rho ) ] \left\{\left[\ln \left(-\rho_{1}+\Lambda\right)-\ln \left(-\rho_{1}-\Lambda\right)\right]\right.\right.} \\
& \times\left[\ln \left(-\rho_{2}+\Lambda\right)-\ln \left(-\rho_{2}-\Lambda\right)\right] \sqrt{4\left(\rho_{1}+\Lambda\right)\left(\rho_{2}+\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}-2 \Lambda\right)^{2}} \\
& \\
& \times \ln \left[\frac{\sqrt{4\left(\rho_{1}+\Lambda\right)\left(\rho_{2}+\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}-2 \Lambda\right)^{2}}-i\left(\rho-\rho_{1}-\rho_{2}-2 \Lambda\right)}{\left.2 \sqrt{\left(\rho_{1}+\Lambda\right)\left(\rho_{2}+\Lambda\right)}\right]}\right. \\
& +\left[\ln \left(\rho_{1}+\Lambda\right)-\ln \left(\rho_{1}-\Lambda\right)\right]\left[\ln \left(\rho_{2}+\Lambda\right)-\ln \left(\rho_{2}-\Lambda\right)\right] \\
& \times \sqrt{4\left(\rho_{1}-\Lambda\right)\left(\rho_{2}-\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}+2 \Lambda\right)^{2}} \\
& \times \ln \left[\frac{\sqrt{4\left(\rho_{1}-\Lambda\right)\left(\rho_{2}-\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}+2 \Lambda\right)^{2}}-i\left(\rho-\rho_{1}-\rho_{2}+2 \Lambda\right)}{2 \sqrt{\left(\rho_{1}-\Lambda\right)\left(\rho_{2}-\Lambda\right)}}\right] \\
& +\left[\ln \left(\rho_{1}+\Lambda\right)-\ln \left(\rho_{1}-\Lambda\right)\right]\left[\ln \left(-\rho_{2}+\Lambda\right)-\ln \left(-\rho_{2}-\Lambda\right)\right] \\
& \times\left\{\frac{i \pi}{2}\left[\sqrt{4\left(\rho_{1}+\Lambda\right)\left(\rho_{2}-\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}}-i\left(\rho-\rho_{1}-\rho_{2}\right)\right]\right. \\
& +\sqrt{4\left(\rho_{1}+\Lambda\right)\left(\rho_{2}-\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}}
\end{aligned}
$$

$$
\begin{aligned}
& \left.\times \ln \left[\frac{\sqrt{4\left(\rho_{1}+\Lambda\right)\left(\rho_{2}-\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}}-i\left(\rho-\rho_{1}-\rho_{2}\right)}{2 i \sqrt{-\left(\rho_{1}+\Lambda\right)\left(\rho_{2}-\Lambda\right)}}\right]\right\} \\
& +\left[\ln \left(-\rho_{1}+\Lambda\right)-\ln \left(-\rho_{1}-\Lambda\right)\right]\left[\ln \left(\rho_{2}+\Lambda\right)-\ln \left(\rho_{2}-\Lambda\right)\right] \\
& \times\left\{\frac{i \pi}{2}\left[\sqrt{4\left(\rho_{1}-\Lambda\right)\left(\rho_{2}+\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}}-i\left(\rho-\rho_{1}-\rho_{2}\right)\right]\right. \\
& +\sqrt{4\left(\rho_{1}-\Lambda\right)\left(\rho_{2}+\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}} \\
& \left.\left.\left.\times \ln \left[\frac{\sqrt{4\left(\rho_{1}-\Lambda\right)\left(\rho_{2}+\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}}}{2 i \sqrt{-\left(\rho_{1}-\Lambda\right)\left(\rho_{2}+\Lambda\right)}}\right]\left(\rho-\rho_{1}-\rho_{2}\right)\right]\right\}\right\} \\
& -\Theta[-\Im(\rho)]\left\{\left[\ln \left(-\rho_{1}+\Lambda\right)-\ln \left(-\rho_{1}-\Lambda\right)\right]\left[\ln \left(-\rho_{2}+\Lambda\right)-\ln \left(-\rho_{2}-\Lambda\right)\right]\right. \\
& \times \sqrt{4\left(\rho_{1}-\Lambda\right)\left(\rho_{2}-\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}+2 \Lambda\right)^{2}} \\
& \times \ln \left[\frac{\sqrt{4\left(\rho_{1}-\Lambda\right)\left(\rho_{2}-\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}+2 \Lambda\right)^{2}}}{2 \sqrt{\left(\rho_{1}-\Lambda\right)\left(\rho_{2}-\Lambda\right)}}-i\left(\rho-\rho_{1}-\rho_{2}+2 \Lambda\right)\right] \\
& +\left[\ln \left(\rho_{1}+\Lambda\right)-\ln \left(\rho_{1}-\Lambda\right)\right]\left[\ln \left(\rho_{2}+\Lambda\right)-\ln \left(\rho_{2}-\Lambda\right)\right] \\
& \times \sqrt{4\left(\rho_{1}+\Lambda\right)\left(\rho_{2}+\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}-2 \Lambda\right)^{2}} \\
& \times \ln \left[\frac{\sqrt{4\left(\rho_{1}+\Lambda\right)\left(\rho_{2}+\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}-2 \Lambda\right)^{2}}-i\left(\rho-\rho_{1}-\rho_{2}-2 \Lambda\right)}{2 \sqrt{\left(\rho_{1}+\Lambda\right)\left(\rho_{2}+\Lambda\right)}}\right] \\
& +\left[\ln \left(\rho_{1}+\Lambda\right)-\ln \left(\rho_{1}-\Lambda\right)\right]\left[\ln \left(-\rho_{2}+\Lambda\right)-\ln \left(-\rho_{2}-\Lambda\right)\right] \\
& \times\left\{\frac{i \pi}{2}\left[\sqrt{4\left(\rho_{1}-\Lambda\right)\left(\rho_{2}+\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}}-i\left(\rho-\rho_{1}-\rho_{2}\right)\right]\right. \\
& +\sqrt{4\left(\rho_{1}-\Lambda\right)\left(\rho_{2}+\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}} \\
& \left.\times \ln \left[\frac{\sqrt{4\left(\rho_{1}-\Lambda\right)\left(\rho_{2}+\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}}-i\left(\rho-\rho_{1}-\rho_{2}\right)}{2 i \sqrt{-\left(\rho_{1}-\Lambda\right)\left(\rho_{2}+\Lambda\right)}}\right]\right\} \\
& +\left[\ln \left(-\rho_{1}+\Lambda\right)-\ln \left(-\rho_{1}-\Lambda\right)\right]\left[\ln \left(\rho_{2}+\Lambda\right)-\ln \left(\rho_{2}-\Lambda\right)\right] \\
& \times\left\{\frac{i \pi}{2}\left[\sqrt{4\left(\rho_{1}+\Lambda\right)\left(\rho_{2}-\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}}-i\left(\rho-\rho_{1}-\rho_{2}\right)\right]\right. \\
& +\sqrt{4\left(\rho_{1}+\Lambda\right)\left(\rho_{2}-\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}} \\
& \left.\left.\left.\times \ln \left[\frac{\sqrt{4\left(\rho_{1}+\Lambda\right)\left(\rho_{2}-\Lambda\right)-\left(\rho-\rho_{1}-\rho_{2}\right)^{2}}}{2 i \sqrt{-\left(\rho_{1}+\Lambda\right)\left(\rho_{2}-\Lambda\right)}}\right]\left(\rho-\rho_{1}-\rho_{2}\right)\right]\right\}\right\} \\
& -\frac{i}{2}\left\{\left[\ln \left(-\rho_{1}+\Lambda\right)-\ln \left(-\rho_{1}-\Lambda\right)\right]\left[\ln \left(-\rho_{2}+\Lambda\right)-\ln \left(-\rho_{2}-\Lambda\right)\right]\right.
\end{aligned}
$$

$$
\begin{align*}
& \times\left(\rho_{1}-\rho_{2}\right)\left[\ln \left(i \sqrt{\frac{\rho_{1}+\Lambda}{\rho_{2}+\Lambda}}\right)+\ln \left(-i \sqrt{\frac{\rho_{1}-\Lambda}{\rho_{2}-\Lambda}}\right)\right] \\
& +\left[\ln \left(\rho_{1}+\Lambda\right)-\ln \left(\rho_{1}-\Lambda\right)\right]\left[\ln \left(\rho_{2}+\Lambda\right)-\ln \left(\rho_{2}-\Lambda\right)\right] \\
& \times\left(\rho_{1}-\rho_{2}\right)\left[\ln \left(-i \sqrt{\frac{\Lambda-\rho_{1}}{\Lambda-\rho_{2}}}\right)+\ln \left(i \sqrt{\frac{\Lambda+\rho_{1}}{\Lambda+\rho_{2}}}\right)\right] \\
& +\left[\ln \left(\rho_{1}+\Lambda\right)-\ln \left(\rho_{1}-\Lambda\right)\right]\left[\ln \left(-\rho_{2}+\Lambda\right)-\ln \left(-\rho_{2}-\Lambda\right)\right] \\
& \times\left\{\left(\rho_{1}-\rho_{2}\right)\left[\ln \left(\sqrt{\frac{\Lambda+\rho_{1}}{\Lambda-\rho_{2}}}\right)+\ln \left(\sqrt{\frac{\Lambda-\rho_{1}}{\Lambda+\rho_{2}}}\right)\right]\right. \\
& +\frac{\rho_{1}-\rho_{2}}{2}\left[\ln \left(-\rho_{1}-\rho_{2}+\Lambda\right)-\ln \left(-\rho_{1}-\rho_{2}-\Lambda\right)\right. \\
& \left.-\ln \left(\rho_{1}+\rho_{2}+\Lambda\right)+\ln \left(\rho_{1}+\rho_{2}-\Lambda\right)\right]+\rho_{2}\left[\ln \left(-\rho_{1}-\rho_{2}+\Lambda\right)\right. \\
& \left.\left.-\ln \left(-\rho_{1}-\rho_{2}-\Lambda\right)\right]+\rho_{1}\left[\ln \left(\rho_{1}+\rho_{2}+\Lambda\right)-\ln \left(\rho_{1}+\rho_{2}-\Lambda\right)\right]\right\} \\
& {\left[\ln \left(-\rho_{1}+\Lambda\right)-\ln \left(-\rho_{1}-\Lambda\right)\right]\left[\ln \left(\rho_{2}+\Lambda\right)-\ln \left(\rho_{2}-\Lambda\right)\right]} \\
& \times\left\{\left(\rho_{1}-\rho_{2}\right)\left[\ln \left(\sqrt{\frac{\Lambda-\rho_{1}}{\Lambda+\rho_{2}}}\right)+\ln \left(\sqrt{\frac{\Lambda+\rho_{1}}{\Lambda-\rho_{2}}}\right)\right]\right. \\
& +\frac{\rho_{1}-\rho_{2}}{2}\left[\ln \left(\rho_{1}+\rho_{2}+\Lambda\right)-\ln \left(\rho_{1}+\rho_{2}-\Lambda\right)\right. \\
& \left.-\ln \left(-\rho_{1}-\rho_{2}+\Lambda\right)+\ln \left(-\rho_{1}-\rho_{2}-\Lambda\right)\right]+\rho_{1}\left[\ln \left(-\rho_{1}-\rho_{2}+\Lambda\right)\right.  \tag{3.1}\\
& \left.\left.\left.\left.-\ln \left(-\rho_{1}-\rho_{2}-\Lambda\right)\right]+\rho_{2}\left[\ln \left(\rho_{1}+\rho_{2}+\Lambda\right)-\ln \left(\rho_{1}+\rho_{2}-\Lambda\right)\right]\right\}\right\}\right\} \mathrm{d} \rho_{1} \mathrm{~d} \rho_{2}
\end{align*}
$$

This defines an ultradistribution in the variables $\rho$ and $\Lambda$ for

$$
|\mathfrak{J}(\rho)|>\mathfrak{J}(\Lambda)>\left|\mathfrak{J}\left(\rho_{1}\right)\right|+\left|\mathfrak{J}\left(\rho_{2}\right)\right|
$$

Let $\mathfrak{B}$ be a vertical band contained in the complex $\lambda$-plane $\mathfrak{P}$. Integral (3.1) is an analytic function of $\lambda$ defined in the domain $\mathfrak{B}$. Moreover, it is bounded by a power of $|\rho \Lambda|$. Then, $H_{\lambda}(\rho, \Lambda)$ can be analytically continued to other parts of $\mathfrak{P}$. Thus, we define

$$
\begin{gather*}
H(\rho)=H^{(0)}\left(\rho, i 0^{+}\right)  \tag{3.2}\\
H_{\lambda}\left(\rho, i 0^{+}\right)=\sum_{-m}^{\infty} H^{(n)}\left(\rho, i 0^{+}\right) \lambda^{n} \tag{3.3}
\end{gather*}
$$

As in the other cases, we define now

$$
\begin{equation*}
\{F * G\}(\rho)=H(\rho) \tag{3.4}
\end{equation*}
$$

as the convolution of two Lorentz invariant tempered ultradistributions.
The Feynman propagators corresponding to a massless particle $F$ and a massive particle $G($ mass $m$ ) are, respectively, the following ultrahyperfunctions:

$$
\begin{gather*}
F(\rho)=-\Theta[-\mathfrak{J}(\rho)] \rho^{-1} \\
G(\rho)=-\Theta[-\mathfrak{J}(\rho)]\left(\rho+m^{2}\right)^{-1} \tag{3.5}
\end{gather*}
$$

where $\rho$ is the complex variable, such that on the real axis one has $\rho=k_{1}^{2}+k_{2}^{2}+k_{3}^{2}-k_{0}^{2}$. For them, the following equalities are satisfied

$$
\begin{gather*}
\rho^{\lambda} F(\rho)=-\Theta[-\mathfrak{J}(\rho)] \rho^{\lambda-1} \\
\rho^{\lambda} G(\rho)=-\Theta[-\mathfrak{J}(\rho)]\left(\rho+m^{2}\right)^{\lambda-1} \tag{3.6}
\end{gather*}
$$

where we have used: $\left(\rho+m^{2}\right)^{\lambda} \simeq \rho^{\lambda}$, since we have chosen $m$ to be very small. On the real axis, the previously defined propagators are given by:

$$
\begin{gather*}
f(\rho)=F(\rho+i 0)-F(\rho-i 0)=(\rho-i 0)^{-1} \\
g(\rho)=G(\rho+i 0)-G(\rho-i 0)=\left(\rho+m^{2}-i 0\right)^{-1} \tag{3.7}
\end{gather*}
$$

These are the usual expressions for Feynman propagators.
Consider first the convolution of two massless propagators. We use (3.6), since here the corresponding ultrahyperfunctions do not have singularities in the complex plane. We obtain from (3.1) a simplified expression for the convolution:

$$
\begin{equation*}
h_{\lambda}(\rho)=\frac{\pi}{2 \rho} \iint_{-\infty}^{\infty}\left(\rho_{1}-i 0\right)^{\lambda-1}\left(\rho_{2}-i 0\right)^{\lambda-1}\left[\left(\rho-\rho_{1}-\rho_{2}\right)^{2}-4 \rho_{1} \rho_{2}\right]_{+}^{\frac{1}{2}} \mathrm{~d} \rho_{1} \mathrm{~d} \rho_{2} \tag{3.8}
\end{equation*}
$$

This expression is nothing other than the usual convolution:

$$
\begin{equation*}
h_{\lambda}(\rho)=(\rho-i 0)^{\lambda-1} *(\rho-i 0)^{\lambda-1} \tag{3.9}
\end{equation*}
$$

In the same way, we obtain for massive propagators:

$$
\begin{equation*}
h_{\lambda}(\rho)=\left(\rho+m^{2}-i 0\right)^{\lambda-1} *\left(\rho-m^{2}-i 0\right)^{\lambda-1} \tag{3.10}
\end{equation*}
$$

These last two expressions are the ones we will use later to evaluate the graviton's self-energy.

## 4. The Lagrangian of Einstein's QFT

The EG Lagrangian is [3] [4] [5], for curvature $\boldsymbol{R}$ and $\kappa^{2}$ the gravitation's constant,

$$
\begin{equation*}
\mathcal{L}_{G}=\frac{1}{\kappa^{2}} \boldsymbol{R} \sqrt{|g|}-\frac{1}{2} \eta_{\mu \nu} \partial_{\alpha} h^{\mu \alpha} \partial_{\beta} h^{\nu \beta}, \tag{4.1}
\end{equation*}
$$

where Minkowski's $\eta^{\mu \nu}=\operatorname{diag}(1,1,1,-1)$, while $h^{\mu \nu}=\sqrt{|g|} g^{\mu \nu}$, with $g^{\mu \nu}$ the metric tensor. The second term in (4.1) establishes the gauge fixing. We reach here a critical stage. At it, we will proceed to perform a crucial linear approximation. This will be immediately seen to be an approximation to the graviton field. We will write

$$
\begin{equation*}
h^{\mu \nu}=\eta^{\mu \nu}+\kappa \phi^{\mu \nu}, \tag{4.2}
\end{equation*}
$$

where $\kappa^{2}$ is the gravitation's constant and $\phi^{\mu \nu}$ the graviton field. Our ap-
proximation, based on [1], reads

$$
\begin{equation*}
\phi^{\mu v}=\gamma^{\mu v} \phi, \tag{4.3}
\end{equation*}
$$

with $\phi$ a scalar field and where $\gamma^{\mu \nu}$ is a constant tensor which satisfies

$$
\begin{equation*}
\gamma_{\mu}^{\mu}=0 \tag{4.4}
\end{equation*}
$$

This approximate casting of $\phi^{\mu \nu}$ considerably simplifies the handling of matters without sacrifice of rigor. We write now the Lagrangian as a sum of a non-perturbative component plus an interactive one, i.e.,

$$
\begin{equation*}
\mathcal{L}_{G}=\mathcal{L}_{L}+\mathcal{L}_{I}, \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{L}=-\frac{1}{4} \gamma_{\mu \nu} \gamma^{\mu \nu} \partial_{\lambda} \phi \partial^{\lambda} \phi \tag{4.6}
\end{equation*}
$$

and, up to $2^{\text {nd }}$ order, one has [3] [4] [5]

$$
\begin{equation*}
\mathcal{L}_{I}=-\frac{1}{2} \kappa \gamma^{\mu v} \phi\left[\frac{1}{2} \gamma_{\rho \lambda} \gamma^{\rho \lambda} \partial_{\mu} \phi \partial_{v} \phi+\gamma_{\mu \beta} \gamma_{\lambda v} \partial^{\lambda} \phi \partial^{\beta} \phi-\gamma_{\mu \rho} \gamma_{v}^{\rho} \partial_{\lambda} \phi \partial^{\lambda} \phi\right] \tag{4.7}
\end{equation*}
$$

having made use of the constraint (4). This constraint is required in order to satisfy gauge invariance [17] For the field $\phi$. We have then, as can also be seen to happen for the considerations made in [10],

$$
\begin{equation*}
\square \phi=0, \tag{4.8}
\end{equation*}
$$

whose solution is

$$
\begin{equation*}
\phi(x)=\frac{1}{(2 \pi)^{\frac{3}{2}}} \int\left[\frac{a(\boldsymbol{k})}{\sqrt{2 k_{0}}} \mathrm{e}^{i k_{\mu} x^{\mu}}+\frac{a^{+}(\boldsymbol{k})}{\sqrt{2 k_{0}}} \mathrm{e}^{-i k_{\mu} x^{\mu}}\right] \mathrm{d}^{3} k \tag{4.9}
\end{equation*}
$$

with $k_{0}=|\boldsymbol{k}|$. Above, $a(\boldsymbol{k})$ and $a^{+}(\boldsymbol{k})$ stand for Fourier coefficients. Up to this point, we were using Einstein's Lagrangian. Its quantization begins next.

## 5. Quantization of the Theory

As usual in QFT (see for instance Visconti' celebrated book [14]), the quantum energy-momentum tensor $T_{\rho}^{\lambda}$ is cast as

$$
\begin{equation*}
T_{\rho}^{\lambda}=\frac{\partial L}{\partial \partial^{\rho} \phi^{\mu \nu}} \partial^{\lambda} \phi^{\mu v}-\delta_{\rho}^{\lambda} L, \tag{5.1}
\end{equation*}
$$

and the time-component of the four-momentum is now the quantum operator

$$
\begin{equation*}
\mathcal{P}_{0}=\int T_{0}^{0} \mathrm{~d}^{3} x \tag{5.2}
\end{equation*}
$$

Using (4) we have

$$
\begin{equation*}
T_{0}^{0}=-\frac{1}{4} \gamma_{\mu \nu} \gamma^{\mu \nu}\left[\partial_{0} \phi \partial^{0} \phi-\partial_{j} \phi \partial^{j} \phi\right] \tag{5.3}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\mathcal{P}_{0}=\frac{1}{4} \gamma_{\mu \nu} \gamma^{\mu \nu} \int|\boldsymbol{k}|\left[a(\boldsymbol{k}) a^{+}(\boldsymbol{k})+a^{+}(\boldsymbol{k}) a(\boldsymbol{k})\right] \mathrm{d}^{3} k \tag{5.4}
\end{equation*}
$$

Appeal to (2.6) leads now to

$$
\begin{gather*}
{\left[\mathcal{P}_{0}, a(\boldsymbol{k})\right]=-k_{0} a(\boldsymbol{k})} \\
{\left[\mathcal{P}_{0}, a^{+}(\boldsymbol{k})\right]=k_{0} a^{+}(\boldsymbol{k}) .} \tag{5.5}
\end{gather*}
$$

From the last relation in (5.5) one gathers that

$$
\begin{equation*}
|\boldsymbol{k}| a^{+}\left(\boldsymbol{k}^{\prime}\right)=\frac{\gamma_{\mu v} \gamma^{\mu v}}{2} \int|\boldsymbol{k}|\left[a(\boldsymbol{k}), a^{+}\left(\boldsymbol{k}^{\prime}\right)\right] a^{+}(\boldsymbol{k}) \mathrm{d}^{3} k \tag{5.6}
\end{equation*}
$$

The solution of this integral equation is

$$
\begin{equation*}
\left[a(\boldsymbol{k}), a^{+}\left(\boldsymbol{k}^{\prime}\right)\right]=\frac{2}{\gamma_{\mu v} \gamma^{\mu \nu}} \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \tag{5.7}
\end{equation*}
$$

We use now the usual definition

$$
\begin{equation*}
\Delta(x-y)=\langle 0| T[\phi(x) \phi(y)]|0\rangle \tag{5.8}
\end{equation*}
$$

The graviton's propagator then turns out to be

$$
\begin{equation*}
\Delta(x-y)=\frac{i}{(2 \pi)^{4}} \frac{2}{\gamma_{\mu \nu} \gamma^{\mu \nu}} \int \frac{\mathrm{e}^{i k_{\mu}\left(x^{\mu}-y^{\mu}\right)}}{k^{2}-i 0} \mathrm{~d}^{4} k \tag{5.9}
\end{equation*}
$$

As a consequence, we can write

$$
\begin{equation*}
\mathcal{P}_{0}=\frac{\gamma_{\mu v} \gamma^{\mu \nu}}{4} \int|\boldsymbol{k}|\left[a(\boldsymbol{k}) a^{+}\left(\boldsymbol{k}^{\prime}\right)+a^{+}\left(\boldsymbol{k}^{\prime}\right) a(\boldsymbol{k})\right] \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \mathrm{d}^{3} k \mathrm{~d}^{3} k^{\prime} \tag{5.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathcal{P}_{0}=\frac{\gamma_{\mu \nu} \gamma^{\mu \nu}}{4} \int|\boldsymbol{k}|\left[2 a^{+}\left(\boldsymbol{k}^{\prime}\right) a(\boldsymbol{k})+\frac{2}{\gamma_{\rho \lambda} \gamma^{\rho \lambda}} \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right)\right] \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \mathrm{d}^{3} k \mathrm{~d}^{3} k^{\prime} \tag{5.11}
\end{equation*}
$$

Thus, we obtain

$$
\begin{equation*}
\mathcal{P}_{0}=\frac{\gamma_{\mu v} \gamma^{\mu v}}{2} \int|\boldsymbol{k}| a^{+}(\boldsymbol{k}) a(\boldsymbol{k}) \mathrm{d}^{3} k \tag{5.12}
\end{equation*}
$$

where we have used the fact that the product of two deltas with the same argument vanishes [6], i.e., $\delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) \delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right)=0$. This illustrates the fact that using Ultrahyperfunctions is here equivalent to adopting the normal order in the definition of the time-component of the four-momentum

$$
\begin{equation*}
\mathcal{P}_{0}=\frac{\gamma_{\mu \nu} \gamma^{\mu \nu}}{4} \int|\boldsymbol{k}|:\left[a(\boldsymbol{k}) a^{+}(\boldsymbol{k})+a^{+}(\boldsymbol{k}) a(\boldsymbol{k})\right]: \mathrm{d}^{3} k \tag{5.13}
\end{equation*}
$$

Now, we must insist on the fact that the physical state should satisfy the relation (see [3] [4] [5])

$$
\begin{equation*}
\gamma^{\mu \nu} \partial_{\mu} \phi|\psi\rangle=0 \tag{5.14}
\end{equation*}
$$

The ensuing theory is similar to the QED-one obtained via the quantization approach of Gupta-Bleuler. This implies that the theory is unitary for any finite perturbative order. In this theory, just one type of graviton arises, $\phi^{12}$, while in Gupta's treatment two sorts of graviton emerge. Of course, this happens for a non-interacting theory, as pointed out by Gupta.

## 6. Graviton's Self Energy

So as to compute the graviton's self-energy (SF) we begin with the interaction Hamiltonian $\mathcal{H}_{I}$. Remark that the Lagrangian has derivative interaction terms.

$$
\begin{equation*}
\mathcal{H}_{I}=\frac{\partial \mathcal{L}_{I}}{\partial \partial^{0} \phi^{\mu \nu}} \partial^{0} \phi^{\mu \nu}-\mathcal{L}_{I} \tag{6.1}
\end{equation*}
$$

A typical term reads

$$
\begin{equation*}
\Sigma_{G \alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}(k)=k_{\alpha_{1}} k_{\alpha_{2}}(\rho-i 0)^{-1} * k_{\alpha_{3}} k_{\alpha_{4}}(\rho-i 0)^{-1} \tag{6.2}
\end{equation*}
$$

where $\rho=k_{1}^{2}+k_{2}^{2}+k_{3}^{2}-k_{0}^{2}$.
The Fourier transform of (2) becomes

$$
\begin{align*}
& \mathcal{F}\left[k_{\alpha_{1}} k_{\alpha_{2}}(\rho-i 0)^{\lambda-1} * k_{\alpha_{3}} k_{\alpha_{4}}(\rho-i 0)^{\lambda-1}\right] \\
& =-\frac{2^{4(\lambda+1)}\left[\Gamma(2+\lambda)^{2}\right]}{4 \Gamma(1-\lambda)^{2}} \eta_{\alpha_{1} \alpha_{2}} \eta_{\alpha_{3} \alpha_{4}}(x+i 0)^{-2 \lambda-4} \\
& +\frac{2^{4(\lambda+1)} \Gamma(2+\lambda) \Gamma(3+\lambda)}{2 \Gamma(1-\lambda)^{2}}\left(\eta_{\alpha_{1} \alpha_{2}} x_{\alpha_{3}} x_{\alpha_{4}}+\eta_{\alpha_{3} \alpha_{4}} x_{\alpha_{1}} x_{\alpha_{2}}\right)(x+i 0)^{-2 \lambda-5}  \tag{6.3}\\
& -\frac{2^{4(\lambda+1)} \Gamma(3+\lambda)^{2}}{\Gamma(1-\lambda)} x_{\alpha_{1}} x_{\alpha_{2}} x_{\alpha_{3}} x_{\alpha_{4}}(x+i 0)^{-v-2}
\end{align*}
$$

where $x=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-x_{0}^{2}$.
Anti-transforming the above equation one has

$$
\begin{align*}
& k_{\alpha_{1}} k_{\alpha_{2}}(\rho-i 0)^{\lambda-1} * k_{\alpha_{3}} k_{\alpha_{4}}(\rho-i 0)^{\lambda-1} \\
&= \frac{i \pi^{2}}{4 \Gamma(1-\lambda)^{2}}\left\{\Gamma(\lambda+2)\left[\frac{\Gamma(2+\lambda)}{\Gamma(2 \lambda+4)}-2 \frac{\Gamma(3+\lambda)}{\Gamma(2 \lambda+5)}\right] \eta_{\alpha_{1} \alpha_{2}} \eta_{\alpha_{3} \alpha_{4}}\right. \\
&\left.+\frac{\Gamma(\lambda+3)^{2}}{\Gamma(2 \lambda+6)}\left(\eta_{\alpha_{1} \alpha_{2}} \eta_{\alpha_{3} \alpha_{4}}+\eta_{\alpha_{2} \alpha_{3}} \eta_{\alpha_{1} \alpha_{4}}+\eta_{\alpha_{2} \alpha_{4}} \eta_{\alpha_{1} \alpha_{3}}\right)\right\} \Gamma(-2 \lambda-2)(\rho-i 0)^{2 \lambda+2} \\
&+\frac{i \pi^{2} \Gamma(\lambda+3)}{2 \Gamma(1-\lambda)^{2}}\left\{\frac{\Gamma(2+\lambda)}{\Gamma(2 \lambda+5)} \Gamma(v+1)\left(\eta_{\alpha_{1} \alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}+\eta_{\alpha_{3} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{2}}\right)\right. \\
&-\frac{\Gamma(\lambda+3)}{\Gamma(2 \lambda+6)}\left(\eta_{\alpha_{1} \alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}+\eta_{\alpha_{1} \alpha_{3}} k_{\alpha_{2}} k_{\alpha_{4}}+\eta_{\alpha_{1} \alpha_{4}} k_{\alpha_{2}} k_{\alpha_{3}}+\eta_{\alpha_{3} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{2}}\right. \\
&\left.\left.+\eta_{\alpha_{2} \alpha_{3}} k_{\alpha_{1}} k_{\alpha_{4}}+\eta_{\alpha_{2} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{3}}\right)\right\} \Gamma(-2 \lambda-1)(\rho-i 0)^{2 \lambda+1}  \tag{6.4}\\
&+\frac{i \pi^{2} \Gamma(\lambda+3)^{2}}{\Gamma(1-\lambda)^{2} \Gamma(2 \lambda+6)} k_{\alpha_{1}} k_{\alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}} \Gamma(-2 \lambda)(\rho-i 0)^{2 \lambda}
\end{align*}
$$

## Computing the Self-Energy

We proceed here to perform a $\lambda$-Laurent expansion, keeping from it just the $\lambda$ independent term [10]. We Laurent-expand (4) around $\lambda=0$ and encounter:

$$
\begin{align*}
& k_{\alpha_{1}} k_{\alpha_{2}}(\rho-i 0)^{\lambda-1} * k_{\alpha_{3}} k_{\alpha_{4}}(\rho-i 0)^{\lambda-1} \\
&=-i \frac{\pi^{2}}{4 \lambda}\left\{\frac{1}{5!}\left(\eta_{\alpha_{1} \alpha_{2}} \eta_{\alpha_{3} \alpha_{4}}+\eta_{\alpha_{2} \alpha_{3}} \eta_{\alpha_{1} \alpha_{4}}+\eta_{\alpha_{2} \alpha_{4}} \eta_{\alpha_{1} \alpha_{3}}\right) \rho^{2}\right. \\
&-\left[\frac{2}{4!}\left(\eta_{\alpha_{1} \alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}+\eta_{\alpha_{3} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{2}}\right)-\frac{1}{6!}\left(\eta_{\alpha_{1} \alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}\right.\right. \\
&+\eta_{\alpha_{3} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{2}}+\eta_{\alpha_{1} \alpha_{3}} k_{\alpha_{2}} k_{\alpha_{4}}+\eta_{\alpha_{1} \alpha_{4}} k_{\alpha_{2}} k_{\alpha_{3}} \\
&\left.\left.\left.+\eta_{\alpha_{2} \alpha_{3}} k_{\alpha_{1}} k_{\alpha_{4}}+\eta_{\alpha_{2} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{3}}\right)\right] \rho+\frac{8}{5!} k_{\alpha_{1}} k_{\alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}\right\} \\
&-\frac{i \pi^{2}}{5!2}\left(\eta_{\alpha_{1} \alpha_{2}} \eta_{\alpha_{3} \alpha_{4}}+\eta_{\alpha_{2} \alpha_{3}} \eta_{\alpha_{1} \alpha_{4}}+\eta_{\alpha_{2} \alpha_{4}} \eta_{\alpha_{1} \alpha_{3}}\right)\left[\ln (\rho-i 0)-\frac{137}{60}\right] \rho^{2} \\
&+i \frac{\pi^{2}}{4!}\left\{\left(\eta_{\alpha_{1} \alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}+\eta_{\alpha_{3} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{2}}\right)\left[\ln (\rho-i 0)-\frac{11}{6}\right]\right. \\
&-\frac{1}{24}\left(\eta_{\alpha_{1} \alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}+\eta_{\alpha_{3} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{2}}+\eta_{\alpha_{1} \alpha_{3}} k_{\alpha_{2}} k_{\alpha_{4}}+\eta_{\alpha_{1} \alpha_{4}} k_{\alpha_{2}} k_{\alpha_{3}}\right.  \tag{6.5}\\
&+\left.\left.\eta_{\alpha_{2} \alpha_{3}} k_{\alpha_{1}} k_{\alpha_{4}}+\eta_{\alpha_{2} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{3}}\right)\left[\ln (\rho-i 0)+\ln \pi+2 C-\frac{101}{30}\right]\right\} \rho \\
&\left.-i \frac{\pi^{2}}{30} k_{\alpha_{1}} k_{\alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}\left[\ln (\rho-i 0)-\frac{47}{60}\right]+\sum_{n=1}^{\infty} a_{n} \lambda^{n}\right\} .
\end{align*}
$$

The exact value of the convolution we are interested in, i.e., the left hand side of (5.5), is given by the independent term above, as everyone knows. Should the reader be unfamiliar with this scenario, we direct him/her to [10]. We now get

$$
\begin{align*}
& \Sigma_{G \alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}(k)=k_{\alpha_{1}} k_{\alpha_{2}}(\rho-i 0)^{-1} * k_{\alpha_{3}} k_{\alpha_{4}}(\rho-i 0)^{-1} \\
&=-\frac{i \pi^{2}}{5!2}\left(\eta_{\alpha_{1} \alpha_{2}} \eta_{\alpha_{3} \alpha_{4}}+\eta_{\alpha_{2} \alpha_{3}} \eta_{\alpha_{1} \alpha_{4}}+\eta_{\alpha_{2} \alpha_{4}} \eta_{\alpha_{1} \alpha_{3}}\right)\left[\ln (\rho-i 0)+\ln \pi+C-\frac{46}{15}\right] \rho^{2} \\
&+i \frac{\pi^{2}}{4!}\left\{\left(\eta_{\alpha_{1} \alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}+\eta_{\alpha_{3} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{2}}\right)\left[\ln (\rho-i 0)+\ln \pi+C-\frac{8}{3}\right]\right. \\
&-\frac{1}{24}\left(\eta_{\alpha_{1} \alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}+\eta_{\alpha_{3} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{2}}+\eta_{\alpha_{1} \alpha_{3}} k_{\alpha_{2}} k_{\alpha_{4}}+\eta_{\alpha_{1} \alpha_{4}} k_{\alpha_{2}} k_{\alpha_{3}}\right.  \tag{6.6}\\
&\left.\left.+\eta_{\alpha_{2} \alpha_{3}} k_{\alpha_{1}} k_{\alpha_{4}}+\eta_{\alpha_{2} \alpha_{4}} k_{\alpha_{1}} k_{\alpha_{3}}\right)\left[\ln (\rho-i 0)+\ln \pi+2 C-\frac{101}{15}\right]\right\} \rho \\
&\left.-i \frac{\pi^{2}}{30} k_{\alpha_{1}} k_{\alpha_{2}} k_{\alpha_{3}} k_{\alpha_{4}}\left[\ln (\rho-i 0)+\ln \pi+C-\frac{47}{30}\right]\right\} .
\end{align*}
$$

We face here 1296 diagrams of this type.

## 7. Axions Enter the Picture

Axions are hypothetical elementary particles conjectured by the 1977 PecceiQuinn theory so as to tackle the strong CP problem in quantum chromodynamics. Should they exist and have low enough mass (within a certain range), they may be of some interest as putative components of cold dark matter [18]. We thus consider now a massive scalar field (axions) interacting with the graviton and the pertinent Lagrangian becomes

$$
\begin{align*}
\mathcal{L}_{G M}= & \frac{1}{\kappa^{2}} \boldsymbol{R} \sqrt{|g|}-\frac{1}{2} \eta_{\mu \nu} \partial_{\alpha} h^{\mu \alpha} \partial_{\beta} h^{\nu \beta}  \tag{7.1}\\
& -\frac{1}{2}\left[h^{\mu \nu} \partial_{\mu} \psi \partial_{\nu} \psi+m^{2} \psi^{2}\right] .
\end{align*}
$$

It is possible to recast the Lagrangian now as

$$
\begin{equation*}
\mathcal{L}_{G M}=\mathcal{L}_{L}+\mathcal{L}_{I}+\mathcal{L}_{L M}+\mathcal{L}_{I M}, \tag{7.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{L M}=-\frac{1}{2}\left[\partial_{\mu} \psi \partial^{\mu} \psi+m^{2} \psi^{2}\right], \tag{7.3}
\end{equation*}
$$

so that $\mathcal{L}_{L M}$ is the Lagrangian for the axion-graviton action

$$
\begin{equation*}
\mathcal{L}_{I M}=-\frac{1}{2} \kappa \gamma^{\mu v} \phi \partial_{\mu} \psi \partial_{\nu} \psi \tag{7.4}
\end{equation*}
$$

A new term in the interaction Hamiltonian appears

$$
\begin{equation*}
\mathcal{H}_{I M}=\frac{\partial \mathcal{L}_{I M}}{\partial \partial^{0} \psi} \partial^{0} \psi-\mathcal{L}_{I M} \tag{7.5}
\end{equation*}
$$

## 8. Graviton's Complete Self Energy

Axions necessarily generate a new contribution to a graviton's self energy

$$
\begin{equation*}
\Sigma_{G M \mu r v s}(k)=k_{\mu} k_{r}\left(\rho+m^{2}-i 0\right)^{-1} * k_{v} k_{s}\left(\rho+m^{2}-i 0\right)^{-1} \tag{8.1}
\end{equation*}
$$

To evaluate it face the customary four-dimensional integral together with the Feynman-parameters denoted by the letter $x$. After a Wick rotation, we find

$$
\begin{align*}
& k_{\mu} k_{r}\left(\rho+m^{2}-i 0\right)^{\lambda-1} * k_{v} k_{s}\left(\rho+m^{2}-i 0\right)^{\lambda-1} \\
& =i \int_{0}^{1} x^{-\lambda}(1-x)^{-\lambda} \int \frac{k_{\mu} k_{r}\left(p_{v}-k_{v}\right)\left(p_{s}-k_{s}\right)}{\left[(k-p x)^{2}+a\right]^{2-2 \lambda}} \mathrm{~d}^{4} k \mathrm{~d} x \tag{8.2}
\end{align*}
$$

where

$$
\begin{equation*}
a=p^{2} x-p^{2} x^{2}+m^{2} . \tag{8.3}
\end{equation*}
$$

Effecting a variables-change $u=k-p x$ we encounter

$$
\begin{align*}
& k_{\mu} k_{r}\left(\rho+m^{2}-i 0\right)^{\lambda-1} * k_{v} k_{s}\left(\rho+m^{2}-i 0\right)^{\lambda-1} \\
& =i \int_{0}^{1} x^{-\lambda}(1-x)^{-\lambda} \int \frac{f(u, x, \mu, r, v, s)}{\left(u^{2}+a\right)^{2-2 \lambda}} \mathrm{~d}^{4} u \mathrm{~d} x \tag{8.4}
\end{align*}
$$

where

$$
\begin{align*}
& f(u, x, \mu, r, v, s) \\
& =u_{\mu} u_{r} p_{v} p_{s}(1-x)^{2}+u_{\mu} u_{r} u_{v} u_{s}-u_{\mu} u_{s} p_{r} p_{v} x(1-x) \\
& \quad-u_{\mu} u_{v} p_{r} p_{s} x(1-x)-u_{r} u_{s} p_{\mu} p_{v} x(1-x)  \tag{8.5}\\
& \quad-u_{r} u_{v} p_{\mu} p_{s} x(1-x)+p_{\mu} p_{r} p_{v} p_{s} x^{2}(1-x)^{2}+u_{v} u_{s} p_{\mu} p_{r} x^{2} .
\end{align*}
$$

After computing the associated integrals we find

$$
\begin{align*}
& k_{\mu} k_{r}\left(\rho+m^{2}-i 0\right)^{\lambda-1} * k_{v} k_{s}\left(\rho+m^{2}-i 0\right)^{\lambda-1} \\
&= \frac{i \pi^{\frac{5}{2}} 2^{2 \lambda} m^{2+4 \lambda}}{16} \frac{\Gamma(-1-2 \lambda)}{\Gamma(1-\lambda)}\left(\eta_{\mu r} k_{v} k_{s}+\eta_{v s} k_{\mu} k_{r}\right) \\
& \times\left[\frac{F\left(1-2 \lambda,-1-2 \lambda, \frac{3}{2}-\lambda ;-\frac{\rho}{4 m^{2}}\right)}{\Gamma\left(\frac{3}{2}-\lambda\right)}+\frac{F\left(1-\lambda,-1-2 \lambda, \frac{5}{2}-\lambda ;-\frac{\rho}{4 m^{2}}\right)}{2 \Gamma\left(\frac{5}{2}-\lambda\right)}\right] \\
&+i \frac{i \pi^{\frac{5}{2}} 2^{2 \lambda-1} m^{4+4 \lambda}}{4}\left(\eta_{\mu r} \eta_{v s}+\eta_{\mu v} \eta_{r s}+\eta_{\mu s} \eta_{v r}\right) \\
& \frac{\Gamma(1-\lambda) \Gamma\left(\frac{3}{2}-\lambda\right)}{\Gamma(-2-2 \lambda)} F\left(-2 \lambda, 1-\lambda, \frac{3}{2}-\lambda ;-\frac{\rho}{4 m^{2}}\right) \\
&-i \frac{i \pi^{\frac{5}{2}} 2^{2 \lambda} m^{2+4 \lambda}}{64}\left(\eta_{\mu s} k_{r} k_{v}+\eta_{\mu v} k_{r} k_{s}+\eta_{r s} k_{\mu} k_{v}+\eta_{r v} k_{\mu} k_{s}\right) \\
& \times \frac{\Gamma(2-\lambda) \Gamma(-1-2 \lambda)}{\Gamma(1-\lambda)^{2} \Gamma\left(\frac{5}{2}-\lambda\right)} F\left(-1-2 \lambda, 2-\lambda, \frac{5}{2}-\lambda ;-\frac{\rho}{4 m^{2}}\right)  \tag{8.6}\\
&+i \frac{i \pi^{\frac{5}{2}} 2^{2 \lambda} m^{4 \lambda}}{32} k_{\mu} k_{r} k_{v} k_{s} \frac{\Gamma(3-\lambda) \Gamma(-2 \lambda)}{\Gamma(1-\lambda)^{2} \Gamma\left(\frac{5}{2}-\lambda\right)} F\left(-2 \lambda, 2-\lambda, \frac{5}{2}-\lambda ;-\frac{\rho}{4 m^{2}}\right)
\end{align*}
$$

## Computing the Self-Energy $(\lambda=0)$

We appeal once again to a Laurent's expansion and have

$$
\begin{aligned}
& k_{\mu} k_{r}\left(\rho+m^{2}-i 0\right)^{\lambda-1} * k_{v} k_{s}\left(\rho+m^{2}-i 0\right)^{\lambda-1} \\
&= i \frac{\pi^{2}}{4 \lambda}\left\{m^{2}\left(\eta_{\mu r} k_{v} k_{s}+\eta_{v s} k_{\mu} k_{r}\right)\left[\frac{1}{3}+\frac{1}{5} \frac{\rho}{4 m^{2}}\right]\right. \\
&-m^{4}\left(\eta_{\mu r} \eta_{v s}+\eta_{\mu v} \eta_{r s}+\eta_{\mu s} \eta_{r v}\right) \times\left[\frac{1}{4}+\frac{1}{3} \frac{\rho}{4 m^{2}}+\frac{4}{15}\left(\frac{\rho}{4 m^{2}}\right)^{2}\right] \\
&-\frac{m^{2}}{4 m^{2}+k^{2}-i 0}\left(\eta_{\mu s} k_{r} k_{v}+\eta_{\mu v} k_{r} k_{s}+\eta_{r s} k_{\mu} k_{v}+\eta_{r v} k_{\mu} k_{s}\right) \\
&\left.\times \frac{k^{2}-m^{2}}{12}+\frac{m^{2}}{4}+\frac{k^{2}-m^{2}}{30} \frac{\rho}{4 m^{2}}-\frac{1}{6} k_{\mu} k_{r} k_{v} k_{s}\right\} \\
&+i \frac{m^{2} \pi^{2}}{2}\left(\eta_{\mu r} k_{v} k_{s}+\eta_{v s} k_{\mu} k_{r}\right) \\
& \times \times\left[\frac{1}{3}\left(\ln m^{2}+\frac{1}{12}\right)+\frac{1}{5} \frac{\rho}{4 m^{2}}\left(\ln m^{2}+\frac{13}{15}\right)\right] \\
&+i \frac{m^{2} \pi^{2}}{30}\left(\eta_{\mu r} k_{v} k_{s}+\eta_{v s} k_{\mu} k_{r}\right) \frac{\rho}{4 m^{2}} \\
& \times\left[F\left(1,1, \frac{7}{2} ;-\frac{\rho}{4 m^{2}}\right)+\frac{1}{7} F\left(1,1, \frac{9}{2} ;-\frac{\rho}{4 m^{2}}\right)\right] \\
&-i \frac{\pi^{2} m^{4}}{4}\left(\eta_{\mu r} \eta_{v s}+\eta_{\mu v} \eta_{r s}+\eta_{\mu s} \eta_{v r}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times\left\{\left[\frac{1}{2}-\frac{2}{3} \frac{\rho}{4 m^{2}}-\frac{8}{15}\left(\frac{\rho}{4 m^{2}}\right)^{2}\right]\right. \\
& \left.\times\left(\ln m^{2}+1\right)-\frac{1}{2}\left[\frac{3}{2}-\frac{1}{9}\left(\frac{\rho}{4 m^{2}}\right)+\frac{52}{225}\left(\frac{\rho}{4 m^{2}}\right)^{2}\right]\right\} \\
& -i \frac{2 \pi^{2} m^{4}}{105}\left(\eta_{\mu r} \eta_{v s}+\eta_{\mu v} \eta_{r s}+\eta_{\mu s} \eta_{v r}\right)\left(\frac{\rho}{4 m^{2}}\right)^{3} F\left(1,1, \frac{9}{2} ;-\frac{\rho}{4 m^{2}}\right) \\
& -i \frac{\pi^{2} m^{2}\left(k^{2}-m^{2}\right)}{12\left(4 m^{2}+k^{2}-i 0\right)}\left(\eta_{\mu s} k_{r} k_{v}+\eta_{\mu v} k_{r} k_{s}+\eta_{r s} k_{\mu} k_{v}+\eta_{r v} k_{\mu} k_{s}\right) \\
& \times\left[\frac{1}{2}\left(\ln m^{2}+\frac{1}{3}\right)+\frac{1}{5}\left(\ln m^{2}+\frac{5}{6}\right) \frac{k^{2}}{4 m^{2}}\right] \\
& -i \frac{\pi^{2} m^{2}}{8\left(4 m^{2}+k^{2}-i 0\right)}\left(\eta_{\mu s} k_{r} k_{v}+\eta_{\mu v} k_{r} k_{s}+\eta_{r s} k_{\mu} k_{v}+\eta_{r v} k_{\mu} k_{s}\right) \\
& \times m^{2}\left[\left(\ln m^{2}+\frac{2}{3}\right)+\frac{k^{2}}{12}+\frac{k^{2}}{30} \frac{k^{2}}{4 m^{2}}\right]-\frac{i \pi^{2} m^{4}}{40\left(4 m^{2}+k^{2}-i 0\right)} \frac{k^{2}}{4 m^{2}} \\
& -i \frac{\pi^{2} m^{2}}{10}\left(\eta_{\mu s} k_{r} k_{v}+\eta_{\mu v} k_{r} k_{s}+\eta_{r s} k_{\mu} k_{v}+\eta_{r v} k_{\mu} k_{s}\right) \\
& \times \frac{k^{2}-m^{2}}{21\left(4 m^{2}+k^{2}-i 0\right)} F\left(1,1, \frac{9}{2} ;-\frac{\rho}{4 m^{2}}\right)\left(\frac{k^{2}}{4 m^{2}}\right)^{2} \\
& -i \frac{\pi^{2}}{12} k_{\mu} k_{r} k_{v} k_{s}\left[\left(\ln m^{2}+\frac{3}{4}\right)+\frac{k^{2}-4 m^{2}}{2\left(4 m^{2}+k^{2}-i 0\right)}\right]  \tag{8.7}\\
& -i \frac{\pi^{2} m^{2}}{30} k_{\mu} k_{r} k_{v} k_{s} \frac{k^{2}-m^{2}}{4 m^{2}+k^{2}-i 0} \frac{k^{2}}{4 m^{2}} F\left(1,1, \frac{7}{2} ;-\frac{k^{2}}{4 m^{2}}\right)+\sum_{n=0}^{\infty} a_{n} \lambda^{n} .
\end{align*}
$$

Once again, the exact result for our four-dimensional convolution is

$$
\begin{aligned}
& \Sigma_{G M \mu v r s}(k)=k_{\mu} k_{r}\left(\rho+m^{2}-i 0\right)^{-1} * k_{v} k_{s}\left(\rho+m^{2}-i 0\right)^{-1} \\
&= i \frac{m^{2} \pi^{2}}{2}\left(\eta_{\mu r} k_{v} k_{s}+\eta_{v s} k_{\mu} k_{r}\right) \times\left[\frac{1}{3}\left(\ln m^{2}+\frac{1}{12}\right)+\frac{1}{5} \frac{\rho}{4 m^{2}}\left(\ln m^{2}+\frac{13}{15}\right)\right] \\
&+i \frac{m^{2} \pi^{2}}{30}\left(\eta_{\mu r} k_{v} k_{s}+\eta_{v s} k_{\mu} k_{r}\right) \frac{\rho}{4 m^{2}} \\
& \times\left[F\left(1,1, \frac{7}{2} ;-\frac{\rho}{4 m^{2}}\right)+\frac{1}{7} F\left(1,1, \frac{9}{2} ;-\frac{\rho}{4 m^{2}}\right)\right] \\
&-i \frac{\pi^{2} m^{4}}{4}\left(\eta_{\mu r} \eta_{v s}+\eta_{\mu v} \eta_{r s}+\eta_{\mu s} \eta_{v r}\right) \times\left\{\left[\frac{1}{2}-\frac{2}{3} \frac{\rho}{4 m^{2}}-\frac{8}{15}\left(\frac{\rho}{4 m^{2}}\right)^{2}\right]\right. \\
& \times\left.\times\left(\ln m^{2}+1\right)-\frac{1}{2}\left[\frac{3}{2}-\frac{1}{9}\left(\frac{\rho}{4 m^{2}}\right)+\frac{52}{225}\left(\frac{\rho}{4 m^{2}}\right)^{2}\right]\right\} \\
&-i \frac{2 \pi^{2} m^{4}}{105}\left(\eta_{\mu r} \eta_{v s}+\eta_{\mu v} \eta_{r s}+\eta_{\mu s} \eta_{v r}\right)\left(\frac{\rho}{4 m^{2}}\right)^{3} F\left(1,1, \frac{9}{2} ;-\frac{\rho}{4 m^{2}}\right) \\
&- i \frac{\pi^{2} m^{2}\left(k^{2}-m^{2}\right)}{12\left(4 m^{2}+k^{2}-i 0\right)}\left(\eta_{\mu s} k_{r} k_{v}+\eta_{\mu v} k_{r} k_{s}+\eta_{r s} k_{\mu} k_{v}+\eta_{r v} k_{\mu} k_{s}\right)
\end{aligned}
$$

$$
\begin{align*}
& \times\left[\frac{1}{2}\left(\ln m^{2}+\frac{1}{3}\right)+\frac{1}{5}\left(\ln m^{2}+\frac{5}{6}\right) \frac{k^{2}}{4 m^{2}}\right] \\
& -i \frac{\pi^{2} m^{2}}{8\left(4 m^{2}+k^{2}-i 0\right)}\left(\eta_{\mu s} k_{r} k_{v}+\eta_{\mu v} k_{r} k_{s}+\eta_{r s} k_{\mu} k_{v}+\eta_{r v} k_{\mu} k_{s}\right) \\
& \times m^{2}\left[\left(\ln m^{2}+\frac{2}{3}\right)+\frac{k^{2}}{12}+\frac{k^{2}}{30} \frac{k^{2}}{4 m^{2}}\right]-\frac{i \pi^{2} m^{4}}{40\left(4 m^{2}+k^{2}-i 0\right)} \frac{k^{2}}{4 m^{2}} \\
& -i \frac{\pi^{2} m^{2}}{10}\left(\eta_{\mu s} k_{r} k_{v}+\eta_{\mu v} k_{r} k_{s}+\eta_{r s} k_{\mu} k_{v}+\eta_{r v} k_{\mu} k_{s}\right) \\
& \times \frac{k^{2}-m^{2}}{21\left(4 m^{2}+k^{2}-i 0\right)} F\left(1,1, \frac{9}{2} ;-\frac{\rho}{4 m^{2}}\right)\left(\frac{k^{2}}{4 m^{2}}\right)^{2}  \tag{8.8}\\
& -i \frac{\pi^{2}}{12} k_{\mu} k_{r} k_{v} k_{s}\left[\left(\ln m^{2}+\frac{3}{4}\right)+\frac{k^{2}-4 m^{2}}{2\left(4 m^{2}+k^{2}-i 0\right)}\right] \\
& -i \frac{\pi^{2} m^{2}}{30} k_{\mu} k_{r} k_{v} k_{s} \frac{k^{2}-m^{2}}{4 m^{2}+k^{2}-i 0} \frac{k^{2}}{4 m^{2}} F\left(1,1, \frac{7}{2} ;-\frac{k^{2}}{4 m^{2}}\right)
\end{align*}
$$

Accordingly, our desired self-energy total is a combination of $\Sigma_{G \alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}(k)$ and $\Sigma_{G M \alpha_{1} \alpha_{2} \alpha_{3} \alpha_{4}}(k)$.

## 9. Axion's Self Energy

The self-energy reads

$$
\begin{equation*}
\Sigma^{\mu s}(k)=\frac{2 \gamma^{\mu \nu} \gamma^{r s}}{\gamma_{\rho \lambda} \gamma^{\rho \lambda}} k_{v} k_{r}\left(\rho+m^{2}-i 0\right)^{-1} *(\rho-i 0)^{-1} . \tag{9.1}
\end{equation*}
$$

In four dimensions, we have

$$
\begin{equation*}
k_{v} k_{r}\left(\rho+m^{2}-i 0\right)^{-1} *(\rho-i 0)^{-1}=\int \frac{k_{v} k_{r}}{\left(k^{2}+m^{2}-i 0\right)\left[(p-k)^{2}-i 0\right]} \mathrm{d}^{4} k . \tag{9.2}
\end{equation*}
$$

Using the same Feynman parameters as above, we have

$$
\begin{align*}
& k_{v} k_{r}\left(\rho+m^{2}-i 0\right)^{\lambda-1} *(\rho-i 0)^{\lambda-1} \\
& =i \int_{0}^{1} x^{-\lambda}(1-x)^{-\lambda} \int \frac{k_{v} k_{r}}{\left[(k-p x)^{2}+a\right]^{2-\lambda}} \mathrm{d}^{4} k \mathrm{~d} x \tag{9.3}
\end{align*}
$$

where

$$
\begin{equation*}
a=\left(p^{2}+m^{2}\right) x-p^{2} x^{2} \tag{9.4}
\end{equation*}
$$

We compute the integral (3) and encounter

$$
\begin{align*}
& k_{v} k_{r}\left(\rho+m^{2}-i 0\right)^{\lambda-1} *(\rho-i 0)^{\lambda-1} \\
& =i \frac{\eta_{v r} m^{2+4 \lambda} \pi^{2}}{4} \frac{\Gamma(2+\lambda)}{\Gamma(1-\lambda)} \Gamma(-1-2 \lambda) F\left(-1-2 \lambda, 1-\lambda, 3 ;-\frac{\rho}{m^{2}}\right)  \tag{9.5}\\
& \quad+\frac{i k_{v} k_{r} m^{4 \lambda} \pi^{2}}{6} \frac{\Gamma(3+\lambda)}{\Gamma(1-\lambda)} \Gamma(-2 \lambda) F\left(-2 \lambda, 1-\lambda, 4 ;-\frac{\rho}{m^{2}}\right) .
\end{align*}
$$

## Self-Energy Computation ( $\lambda=0$ )

We Laurent-expand again, this time (5) around $\lambda=0$.

$$
\begin{align*}
& k_{v} k_{r}\left(\rho+m^{2}-i 0\right)^{\lambda-1} *(\rho-i 0)^{\lambda-1} \\
&= i \pi^{2}\left\{\frac{1}{2 \lambda}\left(\frac{\eta_{v r} m^{2}}{4}-\frac{1}{3} k_{v} k_{r}\right)+\frac{\eta_{v r} m^{2}}{4}\left[\left(1+\frac{1}{3} \frac{\rho}{m^{2}}\right)\left(\ln m^{2}+\frac{1}{2}\right)\right.\right. \\
&\left.-\left(1+\frac{1}{6} \frac{\rho}{m^{2}}\right)\right]-\frac{k_{v} k_{r}}{3}\left(\ln m^{2}+\frac{3}{4}\right)  \tag{9.6}\\
&\left.+\frac{1}{4}\left(\frac{\rho}{m^{2}}\right)\left[\frac{\eta_{v r} m^{2}}{12} \frac{\rho}{m^{2}}-\frac{k_{v} k_{r}}{3}\right] F\left(1,1,5 ;-\frac{\rho}{m^{2}}\right)+\sum_{n=1}^{\infty} a_{n} \lambda^{n}\right\}
\end{align*}
$$

The $\lambda$-independent term yields the exact convolution result we need

$$
\begin{align*}
\Sigma_{v r}(k)= & k_{v} k_{r}\left(\rho+m^{2}-i 0\right)^{-1} *(\rho-i 0)^{-1} \\
= & i \pi^{2}\left\{\frac{\eta_{v r} m^{2}}{4}\left[\left(1+\frac{1}{3} \frac{\rho}{m^{2}}\right)\left(\ln m^{2}+\frac{1}{2}\right)\right]\right. \\
& \left.-\left(1+\frac{1}{6} \frac{\rho}{m^{2}}\right)\right]-\frac{k_{v} k_{r}}{3}\left(\ln m^{2}+\frac{3}{4}\right)  \tag{9.7}\\
& \left.+\frac{1}{4}\left(\frac{\rho}{m^{2}}\right)\left[\frac{\eta_{v r} m^{2}}{12} \frac{\rho}{m^{2}}-\frac{k_{v} k_{r}}{3}\right] F\left(1,1,5 ;-\frac{\rho}{m^{2}}\right)\right\}
\end{align*}
$$

## 10. Conclusions

We have developed above an approximate quantum field theory (QFT) of Einstein's gravity (EG) that is both unitary and finite. This treatment considerably simplifies the mathematical handling so that it may constitute a valuable tool in the theorist's arsenal.

This paper addressed the same problem tackled in [19], with different mathematical techniques. Both papers dealt with gravity's quantization (GQ) via an approximate graviton's approach. The difference between that reference and the present paper resides in the fact that here we base our discourse on a general GQ formulation using Ultrahyperfunctions. In [19], instead, we constitute a special instance, based on Explicitly Lorentz Invariant Schwartz' Distributions (ELISD). The predictions of the two papers are similar, a remarkable fact given that the two types of mathematics involved are very different.

Our approximation consists of defining the graviton field as $\phi^{\mu \nu}=\gamma^{\mu \nu} \phi$ with $\gamma^{\mu \nu}$ a constant tensor and $\phi$ an scalar field.

Summing up, we have evaluated in finite fashion.

- A graviton's self-energy in the EG-field.
- The self-energy in the presence of a massive scalar field (axions, for example). Two sorts of diagram emerge: the original ones of the pure EG field plus the ones generated by the addition of a scalar field.
- An axion's self-energy.
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#### Abstract

A set of discoveries are described that complete the structural model and diffraction theory for quasicrystals. The irrational diffraction indices critically oppose Bragg diffraction. We analyze them as partly rational; while the irrational part determines the metric that is necessary for measurement. The measurement is verified by consistency with the measured lattice parameter, now corrected with the metric and index. There is translational symmetry and it is hierarchic, as is demonstrated by phase-contrast, optimum-defocus imaging. In Bragg's law, orders are integral, periodic and harmonic; we demonstrate harmonic quasi-Bloch waves despite the diffraction in irrational, geometric series. The harmonicity is both local and long range. A breakthrough in understanding came from a modified structure factor that features independence from scattering angle. Diffraction is found to occur at a given "quasi-Bragg condition" that depends on the special metric. This is now analyzed and measured and verified: the metric function is derived from the irrational part of the index in three dimensions. The inverse of the function is exactly equal to the metric that was first discovered independently by means of "qua-si-structure factors". These are consistent with all structural measurements, including diffraction by the quasicrystal, and with the measured lattice parameter.
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## 1. Introducing Harmonics in Hierarchy

"A metallic phase with long range order but with no translational symmetry" [1], how come? The greater the prize, the worse the gaff: the translational symmetry is strictly hierarchic [2]-[15]. How, in particular, can the diffraction represent long range order when it occurs as irrational numbers, aperiodically ordered, and in geometric series? Since Bohr's atom, all of modern wave physics
have required harmonic solutions; how does that strange series harmonize? This study shows precisely how the exceptional harmony occurs.

The original solid-state phase was discovered in 1982 and published in 1984 [1], shortly before my hierarchic proposal in 1986. After twenty years in the doldrums, Senechal wrote for the American Mathematical Society, "What is a quasicrystal?" The paper began, "The short answer is no one [knows]" [16]. She was mistaken: I had by then discovered the quasi-structure factor and metric [2] [3] [6]. These were based on phase-contrast, optimum-defocus images [17] which identify the locations of the heavier atom in the $\mathrm{Al}_{6} \mathrm{Mn}$ icosahedral alloy, owing to high atomic scattering factor. Knowing all of the microscope magnification, the image pattern, and the diffraction pattern, it was obvious that the unit cell is $A l_{12} M n$, with stoichiometry $A l_{6} M n$ because of edge sharing. These cells are hierarchically arranged, each order having 6 five-fold rotation axes. In particular, four tiers of hierarchic structure are evident in the data and this structure was shown to be infinitely extensible: it is logarithmically periodic with period $\tau^{2}$, the square of the golden section $\tau=\left(1+5^{1 / 2}\right) / 2 \quad$ [18].

To calculate the diffraction pattern from the known structure, it was necessary to correctly index [9] the original diffraction pattern [1] [2]. From stereographic projections of the icosahedral axes and diffraction planes, the indexation was shown to be three dimensional, in geometric series, simple and complete. The planes are normal to the three-dimensional axes. Mathematicians choose six dimensions; physicists falsify them.

A breakthrough in understanding of the diffraction pattern followed our realization that the structure factor is independent of scattering angle and can be simply calculated from our knowledge of the structure [2] [14]. Prima facie, the structure factor was inconsistent with data. This inconsistency was half expected because of known "quasi-periodicity", so we included two adjustments to the formulae. Firstly, a coherence term $c_{s}$ which has the effect similar to making the structure breath so that the quasi-Bragg condition became evident by sudden diffractive coherence, that is similar to Bragg coherence observed by rotation of a crystal through the Bragg condition: suddenly on and suddenly off. Bragg diffraction is bi-planar where quasi-Bragg diffraction is multi-planar [14], but the breathing coherence provides sharp diffraction at the quasi-Bragg condition [12], in spite of the "quasiperiodic lattice". Actually of course, there is no mechanical breathing strain; the coherence is due to axial contraction owing to the peculiar hierarchic optics as will be described below by a new law in physics. Secondly, it became obvious that because our unit cells do not repeat periodically in linear order, we had to sum our quasi-structure not just over the unit cell as in crystals; but over the whole quasicrystal (QC) in hierarchic order. The qua-si-structure factor formula (QSF) allowed an important iterative procedure that was necessary for the summation of high orders: the iteration overcame computing truncation errors. The final result is consistent with experimental diffraction data [2] [5]. An example will be given in Figure 1. This shows four peaks in
geometric series, offset from the Bragg condition by the metric 0.894 . This will be elaborated in the next section.

The outstanding question remained, what is the metric and how does the geometric series diffraction occur? It is not consistent with Bragg diffraction; but rather diametrically opposed by geometric, aperiodic, and anharmonic orders $n$, and multiple spacings $d$ at any given Bragg condition. The new quasi-Bragg law was evident: $\tau^{m} \lambda=2 d^{\prime} \sin \left(\theta^{\prime}\right)$, where through multiple simulations, the role of the metric defined all of the lattice parameter $a$; the order $n^{\prime} \rightarrow m$; the quasi-interplanar spacing $d^{\prime}$; and quasi-Bragg angle $\theta^{\prime}$ (the compliment to the angle of incidence). After completely understanding the metric in this unique diffraction, the varieties of data verify both the structure and the diffraction.


Figure 1. Quasi structure factors calculated by scanning for five peaks in geometric series against the coherence factor $c_{s}$ [14]. At the Bragg condition, $c_{s}=1$ (ordinate axis), and there is no diffraction; the diffraction peaks occur at the quasi-Bragg condition when the metric $c_{s}=0.894$. All peaks in the diffraction pattern of ref. [1] are calculated to occur at this condition. Geometric series indices are shown level with the tops of corresponding QSF peaks.

## 2. Quasi Structure Factor (QSF) Suppresses Diffraction

The sites of atoms and cell centers in icosahedral clusters are known [2] [13] [14], and also sites of higher order $p$ of supercluster centers, where radii multiply by $\tau^{2 p}$ :
Unit cell $\left(r_{u}\right): \quad \mathrm{Mn} \quad(0,0,0)$

$$
\begin{equation*}
\mathrm{Al} \quad \frac{1}{2}( \pm \tau, 0, \pm 1), \frac{1}{2}(0, \pm 1, \pm \tau), \frac{1}{2}( \pm 1, \pm \tau, 0) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { Cell or cluster centers }\left(r_{c c}\right) \quad \frac{1}{2}\left( \pm \tau^{2}, 0, \pm \tau\right), \frac{1}{2}\left(0, \pm \tau, \pm \tau^{2}\right), \frac{1}{2}\left( \pm \tau, \pm \tau^{2}, 0\right) \tag{2}
\end{equation*}
$$

The QSF formula is adapted from classical crystallography with two differences:

$$
\begin{equation*}
F_{h k l}=\sum_{i=1}^{\text {all atoms }} f_{i} \cos \left(2 \pi \cdot c_{s}\left(\overline{h_{h k l}} \cdot \overline{r_{i}}\right)\right) \tag{3}
\end{equation*}
$$

firstly, because the diffraction is sharp in spite of multiple interplanar spacings $d$, a coherence factor $c_{s}$ is inserted. Its value will be derived analytically below. The factor is used as a scanned variable (Figure 1) to illustrate the variance of quasi-Bragg diffraction from Bragg diffraction in crystals.


Figure 2. Each golden triad has three principal planes on each dimension that intersect (red pointers) at normals on the [100] axis in the diagram. Each corner of each golden rectangle locates the center of a cell or subcluster. Intercluster spacings are arranged at intervals $0,1, \tau$, for the unit cell. By scaling the triad for clusters and superclusters, the spacings continue $\tau^{2}, \tau^{3}, \tau^{4}, \cdots$ in geometric series, as observed in diffraction indices.

Secondly, because the unit cells are not periodic as in crystals, the summation is made over all atoms in the QC; not just the unit cell. The summation is taken in two steps: over the unit cell and cluster, and iteratively over the superclusters in hierarchic order $p$. Write the vector from the origin to each atom in a cluster $\overline{r_{c l}}$ as the sum of a unit cell vector $\overline{r_{u}}$, with a vector to the cell centers in the cluster $\overline{r_{c c}}: \overline{r_{c l}}=\overline{r_{c c}}+\overline{r_{u}}$. Then since:

$$
\begin{equation*}
\sum_{i}^{N_{c l u s t e r}} \exp \left(\overline{h_{h k l}} \cdot \overline{r_{c l}}\right)=\sum_{i}^{12} \exp \left(\overline{h_{h k l}} \cdot \overline{r_{c c}}\right) \times \sum_{i}^{13} \exp \left(\overline{h_{h k l}} \cdot \overline{r_{u}}\right) \tag{4}
\end{equation*}
$$

with corresponding summations over unit cell sites and cell centers, and knowing that $N_{\text {cluster }}=N_{c c} \cdot N_{u}$, the QSF for the cluster is calculated:

$$
\begin{equation*}
F_{h k l}^{\text {cluster }}=\sum_{i=1}^{12} \cos \left(2 \pi \cdot c_{s}\left(\overline{h_{h k l}} \cdot \overline{r_{c c}}\right)\right) \cdot F_{h k l}^{\text {cell }} \tag{5}
\end{equation*}
$$

and repeating iteratively over superclusters by using the known stretching factor $\tau^{2 p}:$

$$
\begin{equation*}
F_{h k l}^{p}=\sum_{i=1}^{\text {all atoms }} \cos \left(2 \pi \cdot c_{s}\left(\overline{h_{h k l}} \cdot \tau^{2 p} \overline{r_{c c}}\right)\right) \cdot F_{h k l}^{p-1} \tag{6}
\end{equation*}
$$

The example in Figure 1 is for a simple axial series, but all beams in the original data [1] display the same metric deviance from the Bragg condition on the ordinate axis where $c_{s}=1$. In the QCs all beams peak at the quasi-Bragg condition $c_{s}=0.894$. There is no Bragg diffraction. From larger samples, the value of $c_{s}$ is extremely precise [5]. As we shall see, this value is the result of harmonization of the incident, sine wave probe with the aperiodic, hierarchic structure. Notice that the QSF depends on the angle between a specific atomic plane-normal and the crystal structure; it is independent of the experimental Bragg angle. Elimination of the Bragg angle $\theta$ from the equation, allowed access to parameters $n^{\prime}, d^{\prime}$, and hierarchic lattice parameter $a$. (The value of the QSF depends greatly on the number of atoms in the simulated quasicrystal as also partly on atomic scattering factors: the number is much larger and more varied than the number of atoms in a crystal unit cell).

## 3. Stretching the Axis for Bloch

Bragg diffraction is bi-planar: the path difference between two rays reflected from neighboring Bragg planes is equal to the wavelength of light. QC diffractions multiplanar, as is observed in high resolution electron micrographs: within the "quasi-periodic solids" every atom scatters. To know how the phases of the various scattered rays add, it is necessary to calculate the QSF. The addition is iterative (Equation (6)). Subclusters locate on the corners of the golden rectangles shown in Figure 2, i.e. on principal planes. These planes, in hierarchic diffraction, replace Bragg planes in diffraction from crystals. Keeping the golden triad as basis in the hierarchy, the spacings between principal planes scale geometrically owing to the stretching factor $\tau^{2 p}$ that determines axial dimensions with increasing order.

Interplanar spacings are ordered like the diffraction pattern: $0,1, \tau, \tau^{2}, \tau^{3}, \tau^{4}, \tau^{5}, \ldots$ It is evident that whereas Bragg diffraction occurs by coherent scattering from Bragg planes, hierarchic diffraction occurs by coherent scattering from subcluster centers. How, more precisely, this happens will be illustrated with qua-si-Bloch waves. These waves differ from both the Bloch wave in crystals and from the Bragg diffracted wave beam. Bloch waves are evident as lattice images in the two-beam condition [19]. The waves are due to interference between an incident X-ray or electron beam with its specularly reflected diffraction beam. However, because the interplanar spacings are not in linear order in the QC, an imagined pseudo-Bragg Bloch wave (blue waves in Figure 3) may be coherent in the unit cell but must then be incoherent with the geometric, principal-plane, hierarchic lattice that describes the higher order icosahedra. The pseudo interference is destructive. To construct interference, the interfering sine wave must be stretched by the inverse of the metric. This makes the quasi-Bloch wave commensurate and approximately harmonic with the principal planes. The interfe-
rence is accompanied by a small (10.6\%) change in scattering angle, away from the Bragg condition i.e. smaller than would occur in crystals having equivalent interplanar spacing. The result is the quasi-Bragg angle $\theta^{\prime}$ to be used below in the quasi-Bragg law. Before we reach for this conclusion, we must explain the origin for the metric that was calculated in the QSFs, and that is critically needed to find the function $f\left(n^{\prime}, d^{\prime}, \theta^{\prime}, c_{s}\right)=0$ for the quasi-Bragg diffraction. The strong explanation is principally numerical, and will be described in the next section.

Meanwhile, it is obvious in Figure 3, that whereas long range order is evident from the diffraction of quasicrystals, it is not true that there is no translational symmetry: the quasi-Bloch wave is invariant in all translations $a \tau^{m}$. There is additional symmetry because the hierarchic model is also centrosymmetric. Notice the extraordinary feature: the quasi-Bloch wave symmetry is both long range and local at each intercept in Figure 3(b).


Figure 3. (a) Red Quasi-Bloch wave invariant under translation $a \tau^{m}$ compared with blue pseu-do-Bragg Bloch wave that is incommensurate with the structure below in d. (b) Geometric series that mark locations of principal plane intercepts in the unit cell and cluster as below. (c) Same traces as (a), but translated to demonstrate local and long range invariance of the quasi-Bloch wave, and approximate coherence with structure. (d), Atomic planes in the semi-cluster that cross the [100] axis, including principal planes: $u$ for the unit cell; c for the cluster. Where the pseudo-Bragg Bloch wave is incoherent.

## 4. Irrational Metric Function

Column 7 in Table 1 lists the geometric series, base $\tau$. Corresponding values are shown in col.9. They are irrational excepting the first. The exact Fibonacci equivalents are shown in cols $2-5$. They can be rationalized by replacing the irrational number $t$ by the fraction $3 / 2$. For harmony, the fraction should be

Table 1. The bold type in column 7 shows the geometric series that correctly indexes the observed diffraction pattern. Corresponding irrational values are shown in col. 9 and the common Fibonacci sequence (cols $2-5$ ), which sums a rational part and an irrational part. By substituting the rational fraction $3 / 2$ for irrational $\tau$ in col.5, the rational series in col. 10 is derived. QSFs calculated for this imaginary structure are Bragg-like with $c_{s}=1$. This fact confirms the supposition that the metric, calculated in the quasi-Bragg QSFs, is due to the irrational part of col. 9 (i.e. completely absent in Bragg diffraction). Subtract it from col. 9 and harmonize the residue by dividing col. 11/col. 12 (corresponding to harmonics in Figure 3). Derive the metric in the final col. 14. This value is identical to the metric simulated universally in QSFs. N.B. $\tau^{m}=F_{m}(1, \tau)=F_{m}(0,1)+F_{m+1}(0,1) \tau$; where $m>0$; ratios $F_{m+1}(0,1) / F_{m}(0,1)$ oscillate about $\tau$, contrasting $F_{m+1}(1, \tau) / F_{m}(1, \tau)=\tau$, as in the diffraction data.

|  |  | Fibonacci series |  |  |  | Geometric series |  | Irrational values | Rational Approx. | Irr.-Rat. residue | Commensurate divisor | Residue/ divisor | Metric <br> $c_{s}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | $\tau^{m-1}$ |  |  |  |  |  |  |  |
| $m$ | $F_{m}$ |  | $F_{m+1}$ | $\tau$ |  |  |  |  | $a+3 b / 2$ |  | $/ F_{m+1}$ | $\Delta=\tau-3 / 2$ | $1 /(1+\Delta)$ |
|  |  |  | 0 | $\tau$ |  | $\tau^{0}$ | $=$ | 1 | 1 | 0 | 0 |  |  |
| 1 | 0 |  | 1 | $\tau$ | $=$ | $\tau$ | $=$ | 1.618034... | 1.5 | 0.11803 | 1 | 0.118034 | 0.894427 |
| 2 | 1 | $+$ | 1 | $\tau$ | $=$ | $\tau^{2}$ | $=$ | 2.618034... | 2.5 | 0.11803 | 1 | 0.118034 | 0.894427 |
| 3 | 1 | + | 2 | $\tau$ | $=$ | $\tau^{3}$ | $=$ | 4.236068... | 4 | 0.23607 | 2 | 0.118034 | 0.894427 |
| 4 | 2 | + | 3 | $\tau$ | $=$ | $\tau^{4}$ | $=$ | 6.854102 | 6.5 | 0.3541 | 3 | 0.118034 | 0.894427 |
| 5 | 3 | $+$ | 5 | $\tau$ | = | $\tau^{5}$ | $=$ | 11.09017 | 10.5 | 0.59017 | 5 | 0.118034 | 0.894427 |
| 6 | 5 | + | 8 | $\tau$ | $=$ | $\tau^{6}$ | $=$ | 17.944272 | 17 | 0.94427 | 8 | 0.118034 | 0.894427 |
| 7 | 8 | + | 13 | $\tau$ | $=$ | $\tau^{7}$ | $=$ | 29.034443 | 27.5 | 1.53444 | 13 | 0.118034 | 0.894427 |
| 8 | 13 | + | 21 | $\tau$ | $=$ | $\tau^{8}$ | $=$ | 46.978715 | 44.5 | 2.47872 | 21 | 0.1180341 | 0.894427 |
| 9 | 21 | + | 34 | $\tau$ | $=$ | $\tau^{9}$ | $=$ | 76.013159 | 72 | 4.01316 | 34 | 0.1180341 | 0.894427 |
| 10 | 34 | + | 55 | $\tau$ | $=$ | $\tau^{10}$ | $=$ | 122.99188 | 116.5 | 6.49188 | 55 | 0.1180341 | 0.894427 |
| 11 | 55 | + | 89 | $\tau$ | $=$ | $\tau^{11}$ | = | 199.00504 | 188.5 | 10.505 | 89 | 0.1180341 | 0.894427 |
| 12 | 89 | + | 144 | $\tau$ | $=$ | $\tau^{12}$ | $=$ | 321.99691 | 305 | 16.9969 | 144 | 0.1180341 | 0.894427 |

integral or half integral. QSF calculations show it is half integral. The rational approximation to the geometric series indices is listed in col. 10. Calculation of the QSFs for this imaginary series is Bragg-like with $c_{s}=1$. This demonstrates the fact that the metric is an expression of the irrational part of the geometric sequence in col. 7. To derive the metric, subtract the rational part from the irrational sequence (col. 7 - col. 10) to give the residue in column 11. Notice that this is a growing number down the sequence, and that it can be harmonized by the integers $F_{m+1}(0,1)$ in col. 12, i.e. the Fibonacci sequence $F_{m+1}=0,1,1,2,3,5, \cdots$, with the argument representing the first two terms. The re-normalization corresponds to the increasing number of periods between intercepts illustrated in Figure 3. Division of the irrational residue by this sequential harmonization leaves the constant, irrational number. When this is represented as an increment on the $c_{s}=1$ at the Bragg condition, and then inverted, we derive, from the irrational
indices, the analytic metric which is exactly the same as was discovered, by the perfectly independent numerical method of QSF simulations on the QC. The exact and identical values make the probability for error infinitesimally small and practically impossible.

The result is summarized in Figure 4. The "metric function" is the inverse of the metric and is equal to:

$$
\begin{aligned}
& 1 / c_{s}=1+(\tau-3 / 2)=1+0.118034=1 / c_{s} \\
& =1+\left(z^{2}-5 / 2\right) \\
& =1+\frac{\left(x^{3}-4\right)}{2} \\
& =1+\frac{\left(t^{4}-13 / 2\right)}{3} \\
& =1+\frac{\left(\tau^{5}-21 / 2\right)}{5} \\
& =1+\frac{\left(t^{6}-34 / 2\right)}{8} \\
& \begin{aligned}
& \text { Albonacci divisor } \begin{array}{c}
\text { irrational } \\
\text { index }
\end{array} \\
&=1+\left(\tau^{m}-F_{m+4} / 2\right) \\
& F_{m+1} \frac{1}{0.89 b t r a c t i o n}
\end{aligned} \quad \begin{array}{l}
\text { : Metric } \\
\text { function }
\end{array}
\end{aligned}
$$

Figure 4. The metric function is derived by subtraction of the rational part from the irrational index $F_{m}(1, \tau)=1, \tau, \tau^{2}, \tau^{3}, \cdots$ (see Table 1). After division by a commensurating harmonic number, $F_{m+1}(0,1)=0,1,1,2,3,5,8,11, \cdots$, (also Fibonacci, see Figure 3), the metric expresses computational "breathing" of the QC axes that are necessary for coherence. This condition was obtained by scanning $c_{s}$ to find the maximum QSF. The metric function is the inverse of the metric that is simulated universally in QSFs. The first six terms are evaluated as examples. The wave expands when the metric contracts the axes.

$$
\begin{equation*}
\frac{1}{c_{s}}=1+\frac{\tau^{m}-F_{m+4} / 2}{F_{m+1}}=\frac{1}{0.894} \tag{7}
\end{equation*}
$$

To illustrate, the first six terms are shown in the figure: the metric is exactly derived from the irrational part of the index, the part that is completely absent in the Bragg formula.

The metric may be derived in several ways, one is as follows: An index $\tau^{m}$ is separated into rational and irrational parts while $\tau$ is separated into the rational semi-integral 3/2 and an irrational residue $\Delta=\tau-3 / 2 \quad$ (Table 1):

$$
\begin{align*}
\tau^{m} & =F_{m}+F_{m+1} \cdot \tau \\
& =F_{m}+F_{m+1}+F_{m+1} / 2+F_{m+1} \cdot \Delta  \tag{8}\\
& =F_{m+2}+F_{m+1} / 2+F_{m+1} \cdot \Delta \\
& =F_{m+4} / 2+F_{m+1} \cdot \Delta
\end{align*}
$$

Since, by general properties of the Fibonacci sequence:

$$
\begin{align*}
F_{m+4} / 2 & =F_{m+3} / 2+F_{m+2} / 2 \\
& =F_{m+2} / 2+F_{m+1} / 2+F_{m+2} / 2  \tag{9}\\
& =F_{m+2}+F_{m+1} / 2
\end{align*}
$$

Equation (8) is thereby systematically confirmed from Table 1 and Figure 4, and rearranged:

$$
\begin{equation*}
\Delta=\frac{\tau^{m}-F_{m+4} / 2}{F_{m+1}} \tag{10}
\end{equation*}
$$

So that the metric function:

$$
\begin{equation*}
\frac{1}{c_{s}}=1+\Delta=\frac{1}{0.894} \tag{11}
\end{equation*}
$$

in complete agreement with the QSF simulations where $c_{s}=1 / 1.1180$, and $\Delta=\tau-3 / 2=0.1180$. This irrational part (Table 1, col. 11), can be written $F_{m+1}(1, \tau-3 / 2) \Delta$, consistent with Equation (8).
The metric can be derived in further ways: notice, for example, that if $\tau$ is supposed to vary, then $c_{s} \rightarrow 1$ as $\tau \rightarrow 0$, i.e. at the Bragg condition. Generally however, the metric commensurates and harmonizes the diffracted sine wave onto a geometric grid [2] [14], as is simulated in the QSFs.

A summary of the structural result is shown in Figure 5. Notice, in particular, that the lattice parameter for the QC that was measured a long time ago on an assumption of Bragg diffraction [20] [21], is now corrected for the metric and index under the quasi-Bragg law: $a=0.205 \cdot \tau \cdot c_{s} \mathrm{~nm}$. Within errors, $a$ is equal to both the known diameter of $A l$ and to the edge width of the unit cell (Figure 6). To understand this, consider the edge of the unit cell. Twelve $A I$ atoms are closely packed around the central $M n$ atom. The edge width of the unit cell is the sum of the radii of two $A l$ atoms [5] [14] [15]. The experimental value of $a$ is a necessary consistency test for any model that has been proposed, and the test is only possible with a systematic and complete theory of the unique diffraction. There is a further fact beyond the strong evidence from imaging and

| Bragg | Hierarchic | Comment |
| :---: | :---: | :---: |
| $n=2 d \sin (\theta) / \hat{\lambda}$ | $r^{m}=2 d^{\prime} \sin \left(\theta^{*}\right) / \lambda$ | Harmonic laws <br> Give us $\theta^{\prime}=\theta / c_{j}$ |
| $F_{\text {hak }}=\Sigma f_{i} \cos \left(2 \pi \boldsymbol{h}_{\text {bik }} \cdot r_{i}\right)$ | $\begin{gathered} F_{h u k}^{\prime}=\Sigma f_{i} \cos \left(2 \pi c_{c}\left(h_{\text {du }} \cdot r_{i l}\right)\right) \\ \\ \text { including iteration } \end{gathered}$ | Structure factors Give $c_{1}, a$ and $d$ |
| $d=\sigma / h$ | $d^{\prime}=a c_{1} / h$ | $\theta^{\prime}=\theta / c_{5}$ |
|  | $\begin{gathered} a=0.206 \tau c_{s} \mathrm{~nm} \\ a^{*}=2 \pi / a \end{gathered}$ | Measured lattice parameter $a \approx$ Diameter of $\mathrm{A} l$ |

Measured \& Varitiod

| $n:$ | Bragg order |
| :--- | :--- |
| $d:$ | Bragg interplanar spacing |
| $\theta:$ | Bragg angle |
| $i:$ | wavelength |
| $t:$ | golden section |
| prime | Hierarchic equivalent |

Structure factors atomic scattering factor for atomi metric atom position plane normal for indices $h, k, l$ lattice parameter (cubic lattice) ~ $A l$ dia reciprocal lattice vector $a^{*}=1 / a^{\prime}$

Figure 5. Comparison of Bragg parameters in crystals with quasi-Bragg parameters in quasicrystals. Notice especially the corrections (col. 2, row 5) to the lattice parameter $a$, derived from the earlier, false assumption of Bragg diffraction.


Figure 6. Cross-section of icosahedral unit cell showing central $M n$ atom touching outer $A l$ atoms centered on corners of the golden rectangle. The measured lattice parameter, $a=0.296 \mathrm{~nm}$, equals the width of the golden rectangle and the diameter of $A l$. The dense unit cell has 15 identical cross-sections between the 30 edges on the Platonic solid. Alongside the imaging of hierarchies and theory of diffraction, the measurement verifies the structure.
diffraction, namely that all diatomic, icosahedral QCs have atomic diameter ratios: $D_{\text {solute }} / D_{\text {solvent }}=\left(1+\tau^{2}\right)^{1 / 2}-1$, as indeed do $D_{\mathrm{Mn}} / D_{\text {Al }}$ in the figure. The fact is consistent with high local density as the structural driving force.

The true measurement of the lattice parameter, with the correction given by the metric and index under the quasi-Bragg law (Figure 5), verifies the structure and diffraction of the QC.

## 5. Welcome Hierarchic Physics

The quasicrystal has inter-related icosahedral symmetry with diffraction in geometric series: an incident X-ray or electron beam scatters off the hierarchic lattice into geometric space. The metric, that is measured and experimentally verified, is now completely understood. This is unique and novel in QCs. Quasicrystallographers have, for 38 years refused to accept this fact, though some, like Senechal have acknowledged shortcomings. For example, a sub-editor of Acta Crystallographica wrote that you don't measure the lattice parameter, 'You just have to choose ' $d_{h}$ '", the interplanar spacing [[5] p. 82]. This is a category error: mathematicians choose their axioms; physicists falsify them [22] [23]. He went on to write, "Bragg's equation cannot be applied if we do not know how to handle the term $d_{h}$ ". He doesn't "know" since he "chooses" $a$ in $d_{h k l}=a / m \cdot\left(h, k, l^{2}\right)$ falsely and inaccurately (without metric); while Bragg's law never applies. His is first rank, mainstream, quasi-physics. As we have shown, the dimensions that mathematicians invent are multiplied without necessity; it is ironic that the metric function supplies the new dimensionality that they sought. Whatever, they do not review papers objectively when their own writings and readings are made irrelevant. The formal and informal logic that has guided science for two millenia are observed by neglect, and this is evident in published reviews. Other mathematical theories are equally quasi [23] [24], as Feynman famously observed, "No one understands quantum mechanics". But obviously, whatever is not understood is not physics.

## 6. Conclusion

The quasi-Bragg law is a new law in physics. Now that the structure and diffraction are clear for anybody to see and understand, we should turn our attention to outlying problems. These include quasicrystalloids in which planar five-fold, six-fold and eight-fold quasicrystal symmetries link to regular linear symmetries on planar normals. The icosahedral unit cell may share edges in various ways, and metrics are likely dependent on them individually. Another class of problems is defects, especially in rapidly quenched material. Some anomalous microstructures have been recorded, by convergent beam diffraction for example [21], so these, along with grain boundaries [14], might give important information about hierarchic crystal growth. Supposing that the dense unit cell nucleates in the melt before solidification, it is not obvious how clusters, superclusters and higher orders grow and agglomerate during solidification. It may become necessary to discover methods that can be used on samples that are more bulky than thin foils observed in typical transmission electron microscopy. Hierarchic crystals present ever more interesting phenomena, where mature and complete understanding now graduates them as a new field in physics.
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