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#### Abstract

Bell's theorem founded on Bell's inequalities asserts that no local realistic theories can reproduce all quantum mechanical predictions for spin correlation of particle pairs. It is pointed out that the assumption of setting-independent probability makes Bell's inequalities not impose constraint on all local realistic models and thus constitutes a theoretical loophole of Bell's theorem. A counterexample is presented by showing that a local realistic model with appropriate probability density reproduces all quantum mechanical predictions. It becomes clear that experiments violate Bell's inequalities because the real correlation functions are not constrained by these inequalities. It is also exposed that, rigorous logical reasoning of counter factual deduction does not permit to exclude any premises of Bell's inequalities by a certain amount of experimental violations of these inequalities.
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## 1. Introduction

Bell's theorem has influenced some physics researches over a half of century. As the foundation of the theorem, Bell's original inequality [1] has inspired two variants CHSH (Clauser-Horne-Shimony-Holt) inequality and CH (Clauser-Horne) inequality for convenience of experimental implementation [2] [3]. Several authors also claimed proofs of the theorem without using inequality. These proofs include the GHZ (Greenberger-Horne-Zeilinger) paradox [4] and Hardy's paradox [5]. As all proofs without inequality commence with the quantum mechanical concept of entangled state, they involve inherent inconsistency in logic for experimental test to discriminate between quantum mechanical concepts and classical concepts. Therefore, we are confined to consider merely the original Bell's theorem founded on Bell's inequalities, which are derived totally from
classical concepts and have been used as criterions in most experimental tests.
Since the publication of Bell's seminal work, about twenty Bell experiments have been performed [6]. Majority of these experiments yielded outcomes violating one of Bell's inequalities and meantime agreeing with quantum mechanical predictions. During the earlier period, this experimental fact had been interpreted as the evidence of completeness of quantum mechanics or as a proof that no hidden variable theories exist, as then it had been often claimed that quantum mechanics overwhelms local realistic theories experimentally. Indeed, if quantum mechanics were proved a complete theory, not merely correct in predicting some properties of quantum systems, all weird properties arisen from its interpretation would be accounted as real physical phenomena. But proof of completeness of quantum mechanics seems far more difficult than the contrary. It was recognized many years later that violation of Bell's inequalities and proof of completeness of quantum mechanics are two irrelevant things. The objective of all Bell experiments was turned to exclude local realistic theories. Yet there has been no conclusive answer up to now. For the advocates of Bell's theory, the pending situation is caused by remaining loopholes for experimental tests of Bell's inequalities, despite the fact that the two main recognized loopholes were closed simultaneously in one experiment [7]. For other physicists, however, Bell's theorem is dubious due to the basic concepts or skeptical assumption underlying Bell's inequalities.

Negation of Bell's theorem is from computer simulations and theoretical analyses. Only theoretical aspect is exemplified here. Tipler showed that quantum non-locality does not exist if observed quantum particles and observer are both assumed to obey quantum mechanics as in the many-world interpretation [8]; Hess and Philipp demonstrated that Bell's theorem will be invalid if Bell's inequalities cover an extended parameter space that includes instrument parameters correlated by both time and setting dependencies [9] [10]. Although above viewpoints or alike have aroused argument or strong opposition from Bell's followers, they represent right stance against abandoning local realism, which is the fundamental believing in almost all other established scientific theories.

So far, the fact of experimental violations of Bell's inequalities has been established. This fact explains that Bell's inequalities are not applicable to the pertinent experiments. In other words, they are invalid in physics. Because their mathematical derivations are too simple to be suspected, it is deduced that at least one of their premises is wrong. [Here, we see that the verification of Bell's theorem is somewhat logically strange in comparison with that of other rules or theorems in physics. The involved problem will be discussed in the Section 3]. Some physicists think the attribute of local realism associated with the expression of the spin correlation function must be ruled out. However, the assumption of setting-independent probability can also be responsible for the situation. This point has long been ignored but is fatal to Bell's theorem. Without any further analysis, we immediately identify this assumption to be a theoretical loophole of the theorem, because it is not a necessary condition for locality. A set-
ting-dependent probability can also be factorized to guarantee the locality of a correlation function. Therefore, we are sure that Bell's inequalities do not impose constraint on all local models and for this reason their experimental violation cannot rule out locality theoretically.

Zhao showed the necessity of setting dependence of the probability [11]. While the assumption of setting-independent probability is indispensible for derivation of Bell's inequalities. Bell had indeed sensed that setting-independent probability might be one of the four possibilities invalidating his theorem [12]. He thus proposed a measure for compensation while the inequality was kept in use [13]. Regarding this issue, Clauser also proposed a countermeasure [2]. To evaluate the effect of these compensations is very difficult, but it is unlikely that they could make the Bell's inequality cover up all local models.

To avoid the mentioned problem, actually, one can circumvent Bell's inequalities by investigating a correlation function directly. That is, one can exploit a correlation function that obeys the general condition of locality and then examine its compatibility with experimental outcomes as well as quantum mechanical prediction. If the concerned properties of a correlation function can be worked out directly, why do we make a detour by investigating them through a fabricated constraint on it?

It has been demonstrated that quantum mechanical correlation could be reproduced by local models. To author's knowledge, Barut et al. advanced an instance with a simple model of a classical break-up process [14], and Gisin et al. with a local hidden variable model exploiting detection loophole [15]. As these demonstrations are not directly related to the correlation function in Bell's original proof, and do not reveal the flaw of Bell's inequalities, they do not disprove Bell's theorem.

In this paper, a counterexample to Bell's theorem is presented by demonstrating that a spin correlation function adopted from an extension of Bell's origin reproduces all quantum mechanical predictions under appropriate probability densities. It is explained that verification of Bell's theorem through certain amount of experimental violations of Bell's inequalities is logically prohibited even if these inequalities imposed constraint on all local models. In summary, the counterexample disproves Bell's theorem firmly, and the cause for which is that Bell's inequalities do not impose constraint particularly on real correlation functions.

## 2. The Counterexample

To avoid ambiguity, let us begin by making clear the precise scope of local realistic models that is referred in Bell's theorem. As generally understood and also explained by Greenberg et al. [16], "local realistic theories" means that there are no other restrictions except locality and reality on the probability density, the hidden variable and the measuring outcomes in the correlation expression in Bell's original proof. For conciseness, spin $1 / 2$ of particle is tacitly assumed in
following discussion.
It is known that quantum mechanical prediction for the spin correlation of particle pairs in EPRB experiment is given by

$$
\begin{equation*}
\langle\Psi| \sigma_{\boldsymbol{a}} \otimes \sigma_{\boldsymbol{b}}|\Psi\rangle=-\boldsymbol{a} \cdot \boldsymbol{b} \tag{1}
\end{equation*}
$$

where $\langle\Psi|=(|+\rangle \otimes|-\rangle-|-\rangle \otimes|+\rangle) \sqrt{1 / 2}$ is the singlet spin state for the two particles, and $\sigma_{a}=\boldsymbol{\sigma} \cdot \boldsymbol{a}$ and $\sigma_{\boldsymbol{b}}=\boldsymbol{\sigma} \cdot \boldsymbol{b}$ are the components of Pauli spin operator $\sigma$ in the directions of $\boldsymbol{a}$ and $\boldsymbol{b}$ respectively; $\otimes$ denotes the Kronecker product, $\boldsymbol{a}$ is the unit vector of the spin analyzer setting for particle 1 and $\boldsymbol{b}$ for that of particle 2 ; the single particle vectors $|+\rangle$ and $|-\rangle$ denote "spin up" and "spin down" with respect to some coordinate system.

On the other hand, Bell gave the correlation function of local realistic theories as [1]

$$
\begin{equation*}
\mathrm{P}(\boldsymbol{a}, \boldsymbol{b})=\int \rho(\lambda) \mathrm{A}(\boldsymbol{a}, \lambda) \mathrm{B}(\boldsymbol{b}, \boldsymbol{\lambda}) \mathrm{d} \lambda \tag{2}
\end{equation*}
$$

From the expression above Bell derived his inequality and found that quantum mechanical prediction does not obey it. This led to his famous theorem. It is easily found that the setting-independent probability in Equation (2) is indispensible for the derivation of Bell's inequality. As aforementioned, this premise limits the range of local models imposed by the inequality. In other words, that correlation of Equation (2) cannot reproduce the quantum mechanical prediction does not prevent the correlation given by other local models from reproducing all quantum mechanical predictions. Hence, we will extend the correlation of Equation (2) to a general form by considering a setting-dependent probability. Although the general correlation prohibits derivation of any Bell-type inequality, it can be used to solve the key concern whether local realistic model can yield prediction in agreement with experimental result as well as quantum mechanical prediction.

Before the formal proof, all terms in Equation (2) are explained as follows. $\mathrm{A}(\boldsymbol{a}, \boldsymbol{\lambda})$ and $\mathrm{B}(\boldsymbol{b}, \boldsymbol{\lambda})$ are two measuring outcomes for the spins of particle pairs respectively, which take the values either +1 or $-1 . \mathrm{P}(\boldsymbol{a}, \boldsymbol{b})$ is the spin correlation that is given as an expectation of the product $\mathrm{A}(\boldsymbol{a}, \boldsymbol{\lambda}) \mathrm{B}(\boldsymbol{b}, \boldsymbol{\lambda})$ with the probability density $\rho(\lambda)$, which is commonly called the joint probability density. $\mathrm{P}(\boldsymbol{a}, \boldsymbol{b})$ has been also termed as joint detection probability in many literatures, because the measuring outcomes have not dimension. $\lambda$ is a hidden parameter introduced by Bell, ordinarily considered to be a vector with its terminal points uniformly distributed on the surface of a unit sphere.

It is known, the general condition of locality is expressed by the factorability of the probability [17]. So, when probability density depends on the settings, the general correlation is given by

$$
\begin{equation*}
\mathrm{P}(\boldsymbol{a}, \boldsymbol{b})=\int_{\Lambda} \rho_{a}(\boldsymbol{a}, \lambda) \rho_{\boldsymbol{b}}(\boldsymbol{b}, \lambda) \mathrm{A}(\boldsymbol{a}, \lambda) \mathrm{B}(\boldsymbol{b}, \lambda) \mathrm{d} \lambda \tag{3}
\end{equation*}
$$

where $\Lambda$ is the sample space of $\lambda, \rho_{a}(a, \lambda)$ is the probability density for measuring $\mathrm{A}(\boldsymbol{a}, \boldsymbol{\lambda})$, and $\rho_{\boldsymbol{b}}(\boldsymbol{b}, \boldsymbol{\lambda})$ for $\mathrm{B}(\boldsymbol{b}, \boldsymbol{\lambda})$. It is evident that Bell's origi-
nal correlation is a special case of the correlation given by Equation (3). Besides its generality in locality, this general correlation highlights that the measurements are performed on two spatially-separate stations, while the correlation $\mathrm{P}(\boldsymbol{a}, \boldsymbol{b})$ is merely a result of experimental data processing. Particularly, the measuring data at each station is allowed processing alone, so the statistical quantities of $\mathrm{A}(\boldsymbol{a}, \boldsymbol{\lambda})$ and $\mathrm{B}(\boldsymbol{b}, \boldsymbol{\lambda})$ can be calculated independently. For instance, the expectation of $\mathrm{A}(\boldsymbol{a}, \boldsymbol{\lambda})$ is given as

$$
\begin{equation*}
\mathrm{E}(\mathrm{~A})=\int_{\Lambda} \rho_{a}(\boldsymbol{a}, \lambda) \mathrm{A}(\boldsymbol{a}, \lambda) \mathrm{d} \lambda \tag{4}
\end{equation*}
$$

By the considerations above, the two probability densities must satisfy

$$
\begin{equation*}
\int_{\Lambda} \rho_{a}(\boldsymbol{a}, \lambda) \mathrm{d} \lambda=1 \text { and } \int_{\Lambda} \rho_{\boldsymbol{b}}(\boldsymbol{b}, \lambda) \mathrm{d} \lambda=1 \tag{5a,5b}
\end{equation*}
$$

respectively.
The ideal counter-correlation of particle pairs is also assumed

$$
\begin{equation*}
\mathrm{A}(\boldsymbol{a}, \boldsymbol{\lambda}) \mathrm{B}(\boldsymbol{a}, \boldsymbol{\lambda})=-1 \tag{6}
\end{equation*}
$$

Following Bell's treatment, measuring outcomes can be designated

$$
\begin{equation*}
\mathrm{A}(\boldsymbol{a}, \boldsymbol{\lambda})=\operatorname{sign}(\boldsymbol{a} \cdot \boldsymbol{\lambda}) \text { and } \mathrm{B}(\boldsymbol{b}, \boldsymbol{\lambda})=-\operatorname{sign}(\boldsymbol{b} \cdot \boldsymbol{\lambda}) \tag{7a,7b}
\end{equation*}
$$

where $\operatorname{sign}($.$) is the symbolic function.$
Suppose that $\rho_{a}(\boldsymbol{a}, \boldsymbol{\lambda})=\kappa_{a}|\boldsymbol{a} \cdot \boldsymbol{\lambda}|$ and $\rho_{\boldsymbol{b}}(\boldsymbol{b}, \boldsymbol{\lambda})=\kappa_{b}|\boldsymbol{b} \cdot \boldsymbol{\lambda}|$ respectively, where $\kappa_{a}$ and $\kappa_{b}$ are normalizing coefficients respective to each probability density. With these designations and assumptions, Equation (3) becomes simply

$$
\begin{equation*}
\mathrm{P}(\boldsymbol{a}, \boldsymbol{b})=-\kappa \int_{\Lambda}(\boldsymbol{a} \cdot \boldsymbol{\lambda})(\boldsymbol{b} \cdot \lambda) \mathrm{d} \lambda \tag{8}
\end{equation*}
$$

in which $\kappa=\kappa_{a} \kappa_{b}$, being not a normalizing coefficient for the so called joint probability (Appendix 1).

Then suppose that $\lambda$ is a random vector with its terminal points distributing uniformly on the surface of a sphere with radius $r=1 / 3 \pi$ (Appendix 2), and denote it as $\lambda=r(\cos \varphi \sin \theta, \sin \varphi \sin \theta, \cos \theta)$, where $\varphi$ is the azimuthal angle and $\theta$ is the polar angle of the spherical coordinates, we have by inserting it in Equation (8)

$$
\begin{equation*}
\mathrm{P}(\boldsymbol{a}, \boldsymbol{b})=-\kappa\left(I_{1}+I_{2}+I_{3}+I_{4}\right) \tag{9}
\end{equation*}
$$

in which

$$
\begin{gathered}
I_{1}=r^{3} \int_{0}^{2 \pi} \int_{0}^{\pi}\left(a_{1} b_{1} \cos ^{2} \varphi \sin ^{2} \theta+a_{2} b_{2} \sin ^{2} \varphi \sin ^{2} \theta+a_{3} b_{3} \cos ^{2} \theta\right) \sin \theta \mathrm{d} \varphi \mathrm{~d} \theta \\
I_{2}=r^{3} \int_{0}^{2 \pi} \int_{0}^{\pi}\left(a_{1} b_{2}+a_{2} b_{1}\right) \sin \varphi \cos \varphi \sin ^{3} \theta \mathrm{~d} \varphi \mathrm{~d} \theta \\
I_{3}=r^{3} \int_{0}^{2 \pi} \int_{0}^{\pi}\left(a_{1} b_{3}+a_{3} b_{1}\right) \cos \varphi \sin ^{2} \theta \cos \theta \mathrm{~d} \varphi \mathrm{~d} \theta
\end{gathered}
$$

and

$$
I_{4}=r^{3} \int_{0}^{2 \pi} \int_{0}^{\pi}\left(a_{2} b_{3}+a_{3} b_{2}\right) \sin \varphi \sin ^{2} \theta \cos \theta \mathrm{~d} \varphi \mathrm{~d} \theta
$$

where $a_{i}$ and $b_{i}(i=1,2,3)$ are components of $\boldsymbol{a}$ and $\boldsymbol{b}$, respectively.
Simple calculations yield $I_{1}=(4 \pi / 3) r^{3} \boldsymbol{a} \cdot \boldsymbol{b}$ and $I_{2}=I_{3}=I_{4}=0$, and also
$\kappa_{a}=\kappa_{b}=1 /\left(2 \pi r^{2}\right)$. Substituting these and $r=1 / 3 \pi$ into Equation (9), we finally obtain

$$
\begin{equation*}
\mathrm{P}(\boldsymbol{a}, \boldsymbol{b})=-\kappa_{a} \kappa_{b} I_{1}=-\boldsymbol{a} \cdot \boldsymbol{b} \tag{10}
\end{equation*}
$$

which is exactly the right side of Equation (1), what quantum mechanics predicts.

Quantum mechanical predictions may also include that the expectations of particle spin at each terminal are equal to zero, that is,

$$
\begin{equation*}
\mathrm{E}(\mathrm{~A})=\mathrm{E}(\mathrm{~B})=\mathbf{0} \tag{11}
\end{equation*}
$$

These are readily confirmed. For example, we have

$$
\begin{equation*}
\mathrm{E}(\mathrm{~A})=\int \rho_{\boldsymbol{a}}(\boldsymbol{a}, \boldsymbol{\lambda}) \mathrm{A}(\boldsymbol{a}, \boldsymbol{\lambda}) \mathrm{d} \boldsymbol{\lambda}=\kappa_{a} \int|\boldsymbol{a} \cdot \boldsymbol{\lambda}| \operatorname{sign}(\boldsymbol{a} \cdot \boldsymbol{\lambda}) \mathrm{d} \boldsymbol{\lambda}=\kappa_{a} \int(\boldsymbol{a} \cdot \boldsymbol{\lambda}) \mathrm{d} \lambda \tag{12}
\end{equation*}
$$

and then substitution of $\lambda$ as supposed previously and a calculation gives $\mathrm{E}(\mathrm{A})=0$.

Up to this point, we have presented the counterexample to Bell's theorem. Definitely, the correlation function that we have achieved, just like quantum mechanical prediction, is not constrained by Bell's inequalities. This is the true reason for experimental violation of these inequalities.

## 3. Logical Issue with Experimental Verification of Bell's Theorem

Let us scrutinize a logical issue with application of Bell's inequalities. We have made clear that Bell's inequalities only impose constraint on partial local models. Moreover, even if this flaw does not exist, there is also a logical obstacle with application of these inequalities. To exclude the premises of these inequalities by experimental violations belongs to the counter factual deduction of logical reasoning. However, to be rigorous, one will find in this logical deduction that a certain amount of experiments cannot substitute a theoretical proposition, because a theoretical proposition might involve indefinite or even infinite amount of experiments. Hence, to exclude the premises of Bell's inequalities by experimental violations of them is not permitted by rigorous logical reasoning.

## 4. Discussion of Bell's Model

In his seminal paper, Bell intended to implement the guessed EPR's idea of hidden variable model. As he stated, "...that idea will be formulated mathematically and shown to be incompatible with the statistical predictions of quantum mechanics." But his inequality and its variants are actually unrelated to hidden variable theory, because these inequalities are derived totally from classical concepts. The introduced parameter $\lambda$ has nothing to do with completing the description of quantum mechanics though it has been termed hidden variable or parameter. The word of local hidden theories or models has concealed the inappropriateness of the assumption of setting-independent probability. Besides limiting the coverage of Bell's inequalities, actually, the setting-independent proba-
bility causes incompatibility with certain experimental observation. If the second moment of the outcome on one terminal is observed in the EPRB-type experiment with the photons of linear polarization, it will make the established fact like Malus' rule unpredictable. The demonstration is omitted here as it is very simple. Therefore, the assumption of setting-independent probability is inconsistent with what occurs in actual measuring process. Actually, that CHSH inequality was derived without any consideration of measuring process [18] has already hinted such inequality not for experimental test but to be a trivial mathematical relation.

## 5. Conclusions

As a necessary assumption of Bell's inequalities, the setting-independent probability makes these inequalities not impose constraint on all correlation functions representing local realistic models, and is also apparently false for actual experimental measurement. Existence of the counterexample further manifests that Bell's inequalities particularly do not impose constraint on real correlation functions. The revealed fatal flaw of these inequalities explains why they have been violated by experiments. Moreover, even if these inequalities had not the flaw, they would be useless for experiment because certain amount of experiments cannot substitute a theoretical proposition in counter factual deduction. It is concluded that, Bell's theorem is false because Bell's inequalities are trivial mathematical relations that, due to an unsuitable assumption of probability, lack essential connection with the real measuring process of the pertinent experiments.

Meanwhile, a point of view should be stated. Collapse of Bell's theorem does not deny the conflicts between classical concepts and some weird notions by the orthodox interpretation of quantum mechanics. And what Einstein had insisted that these conflicts are caused by incompleteness of quantum mechanics in description of microscopic systems appears rather reasonable.
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## Appendix 1

Due to the two constraints Equations (5a) and (5b), the product $\rho_{a}(\boldsymbol{a}, \boldsymbol{\lambda}) \rho_{b}(\boldsymbol{b}, \boldsymbol{\lambda})$ generally termed as the joint probability is actually not a normalized probability density. The proof is given as follows. The product can be conceived as a degenerated joint probability from $\rho_{a}(\boldsymbol{a}, \boldsymbol{\lambda}) \rho_{b}(\boldsymbol{b}, \gamma)$ for two random variables $\lambda$ and $\gamma$, when $\gamma$ goes to equate $\lambda$ and both have the same sample space $\Lambda$. With this consideration, we have

$$
1=\int_{\Lambda} \int_{\Lambda} \rho_{a}(\boldsymbol{a}, \boldsymbol{\lambda}) \rho_{b}(\boldsymbol{b}, \gamma) \mathrm{d} \lambda \mathrm{~d} \gamma>\int_{\Lambda} \int_{\Lambda} \rho_{a}(\boldsymbol{a}, \boldsymbol{\lambda}) \rho_{b}(\boldsymbol{b}, \gamma) \delta(\lambda-\gamma) \mathrm{d} \lambda \mathrm{~d} \gamma
$$

where $\delta(\cdot)$ is Dirac function. The most right part of the above is exactly $\int_{\Lambda} \rho_{a}(\boldsymbol{a}, \lambda) \rho_{b}(\boldsymbol{b}, \lambda) \mathrm{d} \lambda$.
It is noted that all Bell inequalities were derived by that the joint probability fulfills the normalization condition. This normalization would be justified if the joint probability were for ordinary two random events. But the two random outcomes in the considered experiment are dependent on one parameter $\lambda$ with the expectation of their product being not determined by a normalized joint probability, as demonstrated above. This exceptional property was not noticed in derivations of Bell's inequalities.

## Appendix 2

We deliberately choose $r=1 / 3 \pi$ rather than ordinarily $r=1$ to obtain a normalized correlation function in end, though this operation is essentially unnecessary. This means that a normalization of the correlation function is carried out in advance. Otherwise, it is readily found that the final correlation function will be $\mathrm{P}(\boldsymbol{a}, \boldsymbol{b})=-(1 / 3 \pi) \boldsymbol{a} \cdot \boldsymbol{b}$. In a view of geometry, a series of data represents a line, and the essence of a correlation coefficient represents the cosine of the angle made by two lines. The value of the cosine is independent of either length of the two lines. While a correlation function is the extension of the correlation coefficient when it depends on a variable. In practice, it is well known to an experimental physicist or an engineer of signal processing that a scaling of experimental data has to be carried out in order to verify a theoretical correlation function. This scaling is really equal to the normalization of a correlation function, entailing that the absolute magnitude of a correlation function makes nonsense or that correlation functions only different in magnitude are equivalent. Please excuse the author for the wordy explanations above, since some theorists might ignore this tiny issue. For instance, Bell did not treat $-(1 / 3) \boldsymbol{a} \cdot \boldsymbol{b}$ as equivalent to $-\boldsymbol{a} \cdot \boldsymbol{b}$ in his seminal paper [1].
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#### Abstract

We introduce a novel model for the origin of the observable universe in which a flat universe with a positive vacuum energy is proceeded by a flat universe with a negative vacuum energy. A negative vacuum energy is consistent with a supersymmetric ground state similar to that predicted by superstring theories. A positive vacuum energy could emerge as a result of the gravitational collapse of the negative vacuum energy universe when the matter temperature reaches a characteristic value where supersymmetry is strongly broken. In principle this allows one to derive all the features of our expanding universe from a single parameter: the magnitude of the pre-big bang negative vacuum energy density. In this paper, a simple model for the big bang is introduced which allows us to use the present day entropy density, and temperature fluctuations of the CMB, together with the present day density of dark matter, to predict the magnitude of the negative vacuum energy. This model for the big bang also makes a dramatic prediction: dark matter consists of compact objects with masses on the order of $10^{4}$ solar masses. Remarkably this is consistent with numerical simulations for how the primordial fluctuations in the density of dark matter give rise to the observed inhomogeneous distribution of matter in our universe. Our model for the big bang also allows for the production of some compact objects with masses greater than $10^{4}$ solar masses which are consistent with observations of massive compact objects at the center of the earliest galaxies.
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## 1. Introduction

One of the outstanding puzzles of modern theoretical physics is that classical
general relativity offers no clue as the fate of matter undergoing gravitational collapse or the state of matter prior to the "big bang". These puzzles are all the more perplexing because in quantum mechanics it is not possible for matter to simply appear or disappear. Previously we have drawn attention [1] [2] to the fact that the quantum critical phase transition theory of event horizons [3] provides a plausible explanation for the fate of matter undergoing gravitational collapse; namely most of the mass-energy is converted into vacuum energy resulting in the formation of a "dark energy star" [4]. Dark energy stars are distinguished from black holes in that their interiors resemble deSitter or Godel "interior" solutions [5] rather than a black hole space-times predicted by classical general relativity. In this paper, we offer a possible resolution of the enigma of what preceded the big bang by noting that a flat Robertson-Walker universe with a negative cosmological constant will naturally evolve via the same kind of quantum dynamics that resolves the problem of gravitational collapse to an expanding inhomogeneous universe containing radiation and dark matter. It was suggested some time ago by deSitter, Eddington, and Lemaitre [6] that the observable universe may not have had a singular beginning, but, instead may have originated from a finite size seed. Lemaitre suggested that this finite seed was a macroscopic quantum state which he called the "primeval atom". Cosmological models incorporating this idea make use of Lemaitre's examples of Robertson-Walker space-times with positive cosmological constant [7] [8]. In the following we describe a model for the origin of the expanding universe, in which the initial state of the observable universe is not a single quantum object, but an infinite assembly of quantum objects. It has already been noted [9] that such a two-phase cosmology provides a simple explanation for many of the observed features of our universe, including the entropy and temperature fluctuations of the cosmic microwave background. In this paper we describe how a 2-phase model for the initial state of our expanding universe can arise from the gravitational collapse of a flat Robertson-Walker universe with a negative cosmological constant. We also indicate how the parameters of the standard cosmological model as well the present day large scale inhomogeneous structure of our universe might be derived from a single parameter: the magnitude of the initial negative vacuum energy. The classical gravitational dynamics of a flat universe with a negative cosmological constant necessarily involves collapse to a density singularity. The acceleration of the cosmological scale factor $R(t)$ in a flat Robertson-Walker universe with a cosmological constant is

$$
\begin{equation*}
\ddot{R}=-\frac{4 \pi G}{3 c^{2}}\left(\rho+3 p-2 \rho_{\Lambda}\right) R^{2} \tag{1}
\end{equation*}
$$

where $\rho$ is the matter density, $p$ is the matter pressure and $\rho_{\Lambda}$ is the vacuum energy density. When the vacuum energy density $\rho_{\Lambda}$ is negative and the matter is a relativistic gas of particles with an adiabatic index $4 / 3$, Equation (1) has a simple analytic solution [8]:

$$
\begin{equation*}
R(\tau)=R_{m}\left[\frac{1-\cos 4 \alpha \tau}{2}\right]^{1 / 4} \tag{2}
\end{equation*}
$$

where $\tau$ is the usual Robertson-Walker universal time. The cosmological constant $\Lambda=-3 \alpha^{2}=8 \pi G \rho_{\Lambda} / c^{2}$. Regardless of it's maximum value the scale collapses to zero in a time $\tau_{c} \equiv \pi / 4 \alpha$. At the time $\tau=\pi / 4 \alpha$ when the scale factor is a maximum the total energy density $\rho+\rho_{\Lambda}=0$. As $\tau$ approaches $\pi / 2 \alpha$ the energy density which is dominated by the matter density $\rho$ approaches infinity. In Figure 1, we show the evolution of the scale factor for an initial scale factor $R_{m}=10 R_{g}$ where $R_{g}$ is the initial gravitational radius for the matter. We also show the light sphere radius $r_{c}$ for photons emitted at the initial time $\tau=\pi / 4 \alpha$. Equation (2). implies that a conformal radius

$$
r_{c} / R=\sqrt{2} R_{g} / R_{m} F\left(\cos ^{-1}\left(R / R_{m}\right) \mid \pi / 4\right)
$$

where $F$ is an incomplete elliptic integral of the first kind. As is evident from Figure 1, photons emitted from any point in the negative cosmological constant universe are trapped, and according to Penrose and Hawking would require collapse to a singularity. On the other hand, we will assume that in reality a negative cosmological constant does not collapse to a singularity due to quantum effects.

## 2. Model for the Big Bang

Our hypothesis is that the same type of conversion of matter mass-energy to vacuum energy [10] that we previously been proposed [1] [2] as the reason for the avoidance of a singular end point for the gravitational collapse of massive stellar cores will also lead to the avoidance of a mass density singularity in a flat


Figure 1. Time evolution of the scale factor in a radiation filled flat Robertson-Walker universe with a negative cosmological constant, together with the light sphere radius for photons emitted at the initial time $t=0.5$. Time is measure in units of $\pi / 2 \alpha$, while the radii are measured in units of the initial matter gravitational radius $C / \alpha$.
negative cosmological constant universe. In particular, we will argue that as a result of the ubiquitous formation of trapped surfaces in a flat negative cosmological constant universe most of the matter mass-energy will be transformed into positive vacuum energy, resulting in an expanding universe which resembles our universe. As a simple model for the conversion of most of the mass-energy of radiation in our negative cosmological constant universe to vacuum energy we propose replacing the usual conservation law for a Lemaitre universe with a constant cosmological constant with the equations

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\rho R^{3}\right)+p \frac{\mathrm{~d} R^{3}}{\mathrm{~d} t}=-\frac{\rho R^{3}}{\tau_{c}}  \tag{3}\\
\frac{\mathrm{~d} \rho_{\Lambda}}{\mathrm{d} t}=\frac{\rho}{\tau_{c}} \tag{4}
\end{gather*}
$$

Numerical solutions of Equations (1), (3) and (4) are shown in Figure 2 and Figure 3. It can be seen that the acceleration of the Robertson-Walker scale factor switches from being negative to positive, indicating evolution from a collapsing to an expanding universe. Our model for the big bang consists of Equations (1), (3) and (4) together with the stipulation that after a time $\tau_{c}=\pi / 2 \alpha$ the vacuum energy created when the deSitter horizon is small compared to the Hubble radius does not contribute to a cosmological constant, but instead is encapsulated into a form of dark matter.

Of course the ultimate fate of matter undergoing gravitational collapse has been a long standing enigma. Following the seminal paper of Oppenheimer and Snyder, it had come to be widely accepted that the gravitational collapse of a sufficiently large mass would inevitably lead to the formation of an event horizon and a density singularity [11]. Moreover, it has generally been believed


Figure 2. Evolution of a flat Robertson-Walker universe, initially with a negative cosmological constant and filled with radiation, but allowing for the radiation and vacuuum energy density to change according to Equations (3) and (4). Time is measured in units of $\pi / 2 \alpha$ while the radii are measured in units of the initial matter gravitational radius $R_{g}=C / \alpha$.


Figure 3. The matter, vacuum and total energy densities resulting from the collapse of a flat negative vacuum energy universe.
that these predictions will turn out to be correct even when quantum effects are taken into account, since the formation of an event horizon can take place in a region of space-time where the curvature is very small. On the other hand, there are several long standing puzzles connected with general relativistic picture of gravitational collapse. The most famous of these puzzles concerns the fact that in quantum mechanics information can never disappear. The most likely resolution of this paradox is that quantum effects profoundly affect the classical picture of matter in-falling smoothly through an event horizon. In particular, there are plausible arguments [3] [12] [13] that in a quantum theory of gravity the space-time inside an event horizon always resembles deSitter's "interior" solution of the Einstein equations [5].

## 3. Estimate of the Mass Range for Dark Matter MACHOs

A central central element for our argument that a negative cosmological constant evolves into an expanding universe that resembles our own is that, due to the well known instability of infinite deSitter space at the deSitter horizon [3], patches of space-time resembling deSitter interior solutions will appear throughout the collapsing universe. These "dark energy stars" are gravitationally stable, and will have a mass

$$
\begin{equation*}
M^{*}=0.3\left[(\mathrm{GeV})^{4} / \rho^{*}\right]^{1 / 2} M_{\odot} \tag{5}
\end{equation*}
$$

where $\rho^{*}$ is the positive vacuum energy created at the collapse time $\tau_{c}=\pi / 2 \alpha$ by the conversion of radiation energy in the collapsing negative cosmological universe into vacuum energy and $M_{\odot}$ is the mass of the sun. This mass is just the mass inside the deSitter horizon at the time $\tau_{c}$. The two-phase picture for cosmology [14] where space-time is a mixture of ordinary vacuum and dark energy stars, emerges from our model in somewhat the same way that supersaturated steam consists of a mixture of water vapor and water droplets. It
is of course rather natural to imagine that in such a picture the initial energy densities of the dark matter and the cosmological vacuum may be comparable. The initial masses of the dark energy stars will be given by Equation (6) but because the spatial density of these dark energy stars will be very large, collisions and fluctuations in the spatial density of the primordial dark energy stars created at $\tau_{c}=\pi / 4 \alpha$ will cause them coalesce, (the details are discussed in Ref. [9]) leading to the formation of more massive compact objects. The reversal of the scale factor acceleration from negative to positive will result in a universe consisting of dark energy stars and radiation expanding in a Freidmann-like fashion. The maximum mass of these compact objects will be dictated by the time it takes for their spatial density to become too low for them to continue to coalesce (the details are discussed in Ref. [9]). We are immediately faced with the puzzle though that the expansion of a cloud of dark energy stars with an initial mass-energy density of $\rho^{*}$ would lead to a present day density of matter that is many orders of magnitude greater than the observed matter density.

A possible resolution of this puzzle [9] is that when is that when the dark energy stars coalesce the surface area of the larger dark energy stars will be maximized in much the same a way that the total that the total surface area increases when two black holes coalesce. Because of this black hole-like behavior a large fraction of the mass-energy of dark energy stars is converted into thermal energy when they coalesce. Our model for the big bang is based on the assumption that this thermal radiation is released as freely as the streaming radiation when the photon frequency falls below a critical frequency $v_{c}$ where the radiation and the dark energy stars decouple. The value of this critical frequency was estimated in Ref.s [1] [2] [3]. If we assume that the gauge field coupling strength at the GUT scale $g^{2}=0.1$, this estimate for cutoff for strong interactions between dark energy stars and photons is $h v_{c}=1 \mathrm{GeV}\left(M_{\odot} / M\right)^{1 / 2}$ where $M$ is the mass of the dark energy star.

In our model for the big bang transition between the very high temperature regime where there is strong coupling between the dark matter and radiation and the lower temperature regime where the dark matter and radiation are decoupled is assumed to be abrupt in the sense that for red shifts greater than certain red shift $1+z_{r}$, the radiation energy is stored as the mass-energy of dark energy stars with masses $M \gg M^{*}$, while for $1+z<1+z_{r}$ we will assume that all the mass-energy of the primordial dark energy stars will have been converted into radiation and remanent dark energy stars with average mass $M_{D M}$. Taking into account the black hole-like relation between mass and surface area of a dark energy star the cosmological energy density of the dark matter as a function of red shift following the decoupling with radiation for $1+z<1+z_{r}$ will be

$$
\begin{equation*}
\rho_{D M}=\rho_{*}\left(\frac{M^{*}}{M_{D M}}\right)^{2}\left(\frac{1+z}{1+z_{*}}\right)^{3} \tag{6}
\end{equation*}
$$

where $M_{D M}$ is the average mass of the dark energy star and $1+z_{*}$ is the red shift for the break-up of the initial positive vacuum energy state resulting from the collapse of the negative vacuum energy state, corresponding to the origin of
the observable universe. As an estimate for the red shift separating these two regimes we will use the value

$$
\begin{equation*}
1+z_{r}=\frac{0.37 h v_{c}}{k_{B} T_{C M B}} \tag{7}
\end{equation*}
$$

where the factor 0.37 accounts for the difference between the temperature and the mean photon energy and $T_{\text {СМВ }}=2.73 \mathrm{~K}$ is the present day temperature of the CMB. The radiation energy density for $1+z<1+z_{r}$ will be given by

$$
\begin{equation*}
\rho_{r a d}=\rho_{*}\left(\frac{1+z_{*}}{1+z_{r}}\right)\left(\frac{1+z}{1+z_{*}}\right)^{4} \tag{8}
\end{equation*}
$$

The radiation energy density is related to the radiation temperature $T$ by the usual formula

$$
\begin{equation*}
\rho_{\mathrm{rad}}=N(T) \frac{\pi^{2}}{30} \frac{\left(k_{B} T\right)^{4}}{(\hbar c)^{3}} \tag{9}
\end{equation*}
$$

where $N(T)$ is the effective number of elementary particle species contributing to the radiation energy density at red shift $1+z$. Strictly speaking we should have taken into account $N(T)$ in our estimate, Equation (5), for the red shift marking the appearance of the CMB , but we have neglected this correction since it only depends on $N^{1 / 4}$.

Combining Equations (6)-(8) with the ratio of the present day mass-energy densities of dark matter $\left(\mathrm{keV} / \mathrm{cm}^{3}\right)$ and the $\mathrm{CMB}\left(0.26 \mathrm{eV} / \mathrm{cm}^{3}\right)$ leads to the following relation between $M_{D M}$ and $M^{*}$ :

$$
\begin{equation*}
\left(\frac{M_{D M}}{M_{\odot}}\right)^{5 / 4}=2 \times 10^{4}\left(\frac{M^{*}}{M_{\odot}}\right) \tag{10}
\end{equation*}
$$

Since in our model $M^{*}$ is unconstrained, Equation (10) formally allows the transition from a dark energy star dominated universe to a radiation dominated universe to take place for any for $M_{D M}$. However this transition cannot occur so late that it interferes with the requirement that the cosmological production of of helium and other light elements hould be approximately the same as in the standard cosmological model. This limits the value of the transition red shift $1+z_{r}$ to be $>10^{10}$ and $M_{D M}<2 \times 10^{4} M_{\odot}$. One may also invoke the limits on the present day abundance of MACHO objects set by gravitational micro-lensing [15] to say that $M_{D M}$ should be $>10 M_{\odot}$. In the following we will adopt as our apriori range for the average primordial compact object mass
$2 \times 10^{4} M_{\odot}>M_{D M}>10 M_{\odot}$. For these nominal values of the dark matter masses the CMB originates at a red shift in the range $5 \times 10^{11}>1+z_{r}>10^{10}$. The radiation temperature at redshift $z_{r}$ would lie in the range $120 \mathrm{MeV}>T\left(z_{r}\right)>2.6 \mathrm{MeV}$ which for the most part is above the temperature where the cosmological production of the light elements takes place

Equation (10) implies that our assumed range of dark matter masses the range of the initial primordial dark energy stars lie in the range
$12 M_{\odot}>M^{*}>9 \times 10^{-4} M_{\odot}$. The initial positive vacuum energy density $\rho^{*}$ is
related to $M^{*}$ by $\rho^{*}=0.1(\mathrm{GeV})^{4}\left(M_{\odot} / M^{*}\right)^{2}$, which just expresses the fact that for a dark energy star $M$ is the mass of the vacuum energy inside the deSitter horizon. The limits on $M^{*}$ derived from Equation (10) translates to $10^{5}(\mathrm{GeV})^{4}>\rho^{*}>7 \times 10^{-4}(\mathrm{GeV})^{4}$. Given the present day cosmological density of matter ( $2 \times 10^{-30} \mathrm{gm} / \mathrm{cc}$ ) the redshift where the dark energy stars were initially formed can be found from Equation (6) and lie in the range $5 \times 10^{11}>1+z_{*}>210^{10}$ for our nominal range for $M_{D M}$. By construction the range for $M^{*}$ and $\rho^{*}$ just quoted are consistent with the present day density of dark matter. Our predicted present day mass spectrum extends to "intermediate masses" $>1000 M_{\odot}$ [16].

Equation (8) also yields a present day radiation temperature that is very close to the observed CMB temperature for all values of $M_{D M}$ in our nominal range. Another very encouraging prediction of our model follows from the fact that the metric fluctuations created by the quantum instability of the positive vacuum energy state created by the big bang at the deSitter horizons have the Harrison-Zeldovich-Peebles form [17] [18] [19]:

$$
\begin{equation*}
\frac{\delta \rho}{\rho} \approx \epsilon_{0}\left(R_{0} k\right)^{2} \tag{11}
\end{equation*}
$$

where $R_{0}=2 G M^{*} / c^{2}$ is the gravitational radius corresponding to the initial positive vacuum energy, $\epsilon_{0} \sim 1$ is the metric fluctuation created on the scale $R_{0}$ by the formation of the objects with mass $M^{*}$ and $\delta \rho / \rho$ is the fractional density fluctuation for scales $k^{1} \gg R_{0}$. Because the speed of sound in an expanding universe of dark energy stars is very low, the density fluctuations will rapidly grow until the radiation is locked up the as the energy excited dark energy star becomes freely streaming. According to the Lifschitz formula [20] for the growth of the density fluctuations during a matter dominated period by the time the red shift reaches $1+z_{r}$ the fluctuations in the density of primordial dark energy stars with mass $M^{*}$ will have grown by a factor $\left(1+z_{*} / 1+z_{r}\right)$ independent of length scale. Taking this into account and averaging the density fluctuations as predicted by Equation (11) over all volumes that could have been have collapses by the time that the expanding universe had reached the beginning of the radiation dominated era at red shift $1+z_{r}$, we obtain (see Ref. [9] for details) as an estimate of the renormalized value of $\varepsilon_{0}$ at red shift $1+z_{r}$ :

$$
\begin{equation*}
\epsilon_{r} \approx 3 \epsilon_{0}\left[\frac{1+z_{r}}{1+z_{*}}\right]^{2} \tag{12}
\end{equation*}
$$

For our assumed range of dark matter average masses our model for the big bang predicts

$$
\begin{equation*}
1.2 \times 10^{-5}>\left(\frac{1+z_{r}}{1+z_{*}}\right)^{2}>10^{-6} \tag{13}
\end{equation*}
$$

Considering the simplicity of our model these values are in remarkably good agreement with the observed value, $\delta T / T \sim 10^{-5}$, for the mean temperature
fluctuation of the CMB , which corresponds to $\epsilon_{0} \sim 3 \times 10^{-5}$. Taken literally Equation (12) suggests that the average dark matter compact object has a mass close to $10^{4} M_{\odot}$.

It is of course a dramatic prediction of our model that dark matter consists of compact objects with masses on the order of $10^{4} M_{\odot}$. Actually it is an old idea that dark matter consist of primordial black holes (PBHs) [21], although at the time this was proposed there was no preference for the typical masses of PBHs. Recently the idea that dark matter consists of compact objects has received renewed interest as a result of the failure to identify any stable elementary particles that might serve as a candidate for dark matter [22] [23] [24] [25]. Finally, it is certainly news worthy that our hypothesis that the initial vacuum energy was negative is consistent with superstring models for a supersymmetric ground state [16] [26].

## 4. Conclusion

Evidently, all of the features of the CMB as well as many features of dark matter follow from our hypothesis that the big bang created a positive vacuum energy with and energy density $>(\mathrm{GeV})^{4}$. Rather amusingly our predictions for the nature of dark matter are ipso facto completely consistent with the observed inhomogeneity of matter at practically all scales. Indeed the actual state of the art for numerical simulation of the evolution of dark matter structures use point particles with a fixed mass typically in the range $10^{3}-10^{4} M_{\odot}$ (for a review see [27] [28]). Furthermore in order to simulate the formation of galactic structures within the framework of the numerical models for the evolution of dark matter structures it is necessary to add primordial seed masses of about $10^{5} M_{\odot}$ in order to obtain the observed galactic morphologies [28]. Of course it follows from our prediction that the dark matter compact objects were formed from the stochastic coalescence of primordial dark energy stars with a mass $M^{*}$ that compact objects with mass greater than $M_{D M}$ were also formed. In summary, it appears that our explanation for the big bang can simultaneously explain the energy density, entropy, and temperature fluctuations of the CMB, as well as virtually all details of the inhomogeneous matter structures.
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#### Abstract

Quantum speedup of an open quantum system can be induced by the nonMarkovian effect of the environment. Although an environment with a higher degree of non-Markovianity may seem like it should cause a faster speed of quantum evolution, this seemingly intuitive thinking may not always be correct. To clarify this point, we give a mechanism for controlling speedup of a single qubit that is coupled to a hierarchical photonic-crystal (PC) environment, which contains a defect single-mode cavity and a semi-infinite onedimensional (1D) waveguide. Via studying the dynamics of the qubit, we reveal that with a judicious choice of the qubit-cavity coupling strength and the memory time of the waveguide environment, a speed-up evolution can be achieved. In particular, we found that the quantum speedup is not entirely attributed to the non-Markovianity, but to the increase of the total amount of flow information. That is the intrinsic physical reason that the hierarchical environment may induce the speed-up process. Our results may open new perspectives for detecting quantum speedup in realistic environments.
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## 1. Introduction

In the theory of open quantum systems, controlling evolution speed of quantum systems has recently attracted considerable attention, partially because of its domination in practical physical process and usefulness in technological applications, such as quantum computation [1] [2], quantum optical control [3] and suppressing quantum decoherence [4] [5]. For example, in order to reach the fastest computation time, one needs to speed up the quantum evolution. On the
other hand, if the quantum system is used as a quantum memory, the slowing down the noisy dynamical evolution will be desirable in order to gain longer coherence time [6]. In this connection, a lot of efforts have been made to realize controlling speedup in more general open systems. So far, many factors that can trigger quantum speedup have been found, for example, strong system-environment coupling [7], structured environments [8] and external classical driving fields [9].

In particular, the physical reason of quantum speedup for the above methods has been found to be the non-Markovian effect of environment, which can induce the information flowing from environment back to the system [10]-[15]. A good example of this is the situation where a qubit is coupled to a single environment with a Lorentzian spectrum [7]. In this setting, it has been found that, the non-Markovianity is able to speed up the evolution of open systems, and subsequently lead to a smaller quantum speed limit time (QSLT) bound [16], expressed as the minimum evolution time for a quantum system to go from an initial state to a target state. The QSLT plays a fundamental role in many operational tasks [1] [17] [18], and has close connection with quantum coherence [19] [20].

More specifically, a simple monotonic relationship between the degree of nonMarkovianity and the actual evolution speed was presented in other physical models [21]. And this non-Markovian-assisted speedup feature can be infer from the behaviour of QSLT bound. In some sense, this may not seem surprising since one may intuitively reason that the evolution speed should be faster if the non-Markovianity is bigger. However, the transition from no-speedup to speedup dynamical process is still poorly understood if the environment is not formed by only a bath. So how to devise a feasible mechanism to speed up dynamical evolution of an open quantum system under multiple environments becomes extremely significant.

The purpose of this paper is to examine the relationship between the quantum speedup and the non-Markovianity in open quantum systems. To do so, we will consider a qubit (a two-level system) coupled to a hierarchical PC environment consisting of a defect single-mode cavity and a semi-infinite 1D waveguide. The qubit is only coupled to the cavity, which is in turn connected to the waveguide reservoir. The model under consideration can exhibit interesting crossover properties in the Markovian to non-Markovian transition [22] [23]. We are interested in the effect of the hierarchical environment on the evolution speed of the system. It should be point out that, in the absence of the waveguide environment, such as the case of a single qubit-cavity model, the speedup only takes place within the strong coupling regime [24]. Therefore, we carry out our study in both weak and strong qubit-cavity coupling regimes. As we shall show in this work, even in the weak coupling regime, obvious accelerating phenomenon can still occur by choosing an agreeable memory time, which can be characterized by the time taken by some information to travel from the system to the waveguide environment and back [25]. As for the mechanism of quantum speedup, some
unexpected and nontrivial results are found. The non-Markovianity, i.e., the amount of backflow information, is only one of the reason for the quantum speedup. We illustrate that the increase of the total amount of flow information is the essential reason for the quantum speedup.

The work is organized as follows. In Section 2, we describe the system of interest. In Section 3, we construct the measure of actual speed of quantum evolution based on information geometric formalism, while in Section 4, we investigate how the hierarchical environment affects the speed of quantum evolution. In order to clarify the mechanism for quantum speedup, we explore the interrelationship between the non-Markovianity and the quantum speedup in Section 5 . We summarize our conclusions in Section 6.

## 2. Physical Model

We consider a two-level atom (transition frequency $\omega_{s}$ ) embedded in a planar PC platform consisting of a defect single-mode cavity and a semi-infinite 1D waveguide (see Figure 1). The atom is coupled to the defect cavity while the cavity is coupled to the 1 D waveguide. That is to say, the qubit is coupled to a hierarchical environment. The total Hamiltonian of the open system can be written as $(\hbar=1)$.

$$
\begin{equation*}
H=\frac{\omega_{s}}{2} \sigma_{z}+\omega_{c} a^{\dagger} a+\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}+\Omega\left(\sigma_{+} a+H . c .\right)+\sum_{k}\left(g_{k} b_{k}^{+} a+H . c .\right) \tag{1}
\end{equation*}
$$

where $\sigma_{+}=\sigma_{-}^{\dagger}$ and $\sigma_{z}$ are the transition and inversion operators of the atom; $b_{k}\left(b_{k}^{\dagger}\right)$ and $a\left(a^{\dagger}\right)$ are the annihilation (creation) operators for the $k t h$ field mode and the cavity mode, respectively; $g_{k}$ is the coupling strength between the cavity mode and the $k$ th waveguide field mode, which is characterized by the frequency $\omega_{k}$. The frequency of the cavity mode is described with $\omega_{c}$ and $\Omega$ is the coupling strength between the atom and the cavity mode. We assume that the 1 D PC waveguide along $x$-axis is semi-infinite, that is, the termination of the waveguide imposes a hard-wall boundary condition on the field. The waveguide with one end located at $x=0$ is coupled to the defect cavity at $x=x_{0}$. In experiment, the strong coupling between PC defect cavities and PC waveguides has been realized [26]. For simplicity, we assume $\omega_{s}=\omega_{c}=\omega_{0}$. The photon dispersion relationship of the one end waveguide field can be given by [27]


Figure 1. The implementation of the model. The qubit of interest is coupled to a defect cavity while the cavity is coupled at $x=x_{0}$ to a 1D semi-infinite waveguide, whose termination lies at $x=0$.

$$
\begin{equation*}
\omega_{k}=\omega_{0}+v\left(k-k_{0}\right), \tag{2}
\end{equation*}
$$

where $v$ is the photon group velocity, and $k_{0}$ is the carrier wave vector with $\omega_{k 0}=\omega_{0}$. Then the coupling strength between the cavity and the waveguide is

$$
\begin{equation*}
g_{k}=\sqrt{\Gamma v / \pi} \sin k x_{0} \tag{3}
\end{equation*}
$$

with the decay rate $\Gamma$ of the cavity.
In the single-photon limit, the initial state is assumed to be $|\varphi(0)\rangle=\left|e, 0_{d}, \tilde{0}\right\rangle$, which denotes the excited state of the atom with the cavity and the waveguide being in the vacuum state. After time $t>0$, the total state can be generally written as

$$
\begin{equation*}
|\varphi(t)\rangle=A(t) \mathrm{e}^{-i \omega_{0} t}\left|e, 0_{d}, \tilde{0}\right\rangle+B(t) \mathrm{e}^{-i \omega_{0} t}\left|g, 1_{d}, \tilde{0}\right\rangle+\sum_{k} C_{k}(t) \mathrm{e}^{-i \omega_{k} t}\left|g, 0_{d}, \tilde{1}_{k}\right\rangle \tag{4}
\end{equation*}
$$

where the state $\left|\tilde{1}_{k}\right\rangle \quad\left(\left|1_{d}\right\rangle\right)$ accounts for the waveguide field mode (cavity mode) having one excitation. By putting the above equation into the Schrödinger equation, we obtain

$$
\begin{gather*}
\dot{A}(t)=-i \Omega B(t)  \tag{5}\\
\dot{B}(t)=-i \Omega A(t)-i \sum_{k} g_{k} C_{k}(t) \mathrm{e}^{-i\left(\omega_{k}-\omega_{0}\right) t}  \tag{6}\\
\dot{C}_{k}(t)=-i g_{k} B(t) \mathrm{e}^{i\left(\omega_{k}-\omega_{0}\right) t} \tag{7}
\end{gather*}
$$

By formal time integration of Equation (7) and substituting it into the Equation (6), we can obtain

$$
\begin{equation*}
\dot{B}(t)=-i \Omega A(t)-\int_{0}^{t} f\left(t-t^{\prime}\right) B\left(t^{\prime}\right) \mathrm{d} t^{\prime}, \tag{8}
\end{equation*}
$$

where $f\left(t-t^{\prime}\right)=\sum_{k}\left|g_{k}\right|^{2} \mathrm{e}^{i\left(\omega_{0}-\omega_{k}\right)\left(t-t^{\prime}\right)}$ is the memory kernel of the waveguide reservoir. Through integrating of $f\left(t-t^{\prime}\right)$ over $k$ and replacing this into Equation (8) we acquire

$$
\begin{equation*}
\dot{B}(t)=-i \Omega A(t)-\frac{\Gamma}{2} B(t)+\frac{\Gamma}{2} \mathrm{e}^{i \omega k_{0} t_{d}} \mathrm{e}^{i \phi} B\left(t-t_{d}\right) \Theta\left(t-t_{d}\right), \tag{9}
\end{equation*}
$$

where $\phi=2 k_{0} x_{0}, t_{d}=2 x_{0} / v$ is the memory time of the waveguide environment, which denotes the finite time taken by a photon to perform a round trip between the defect cavity and the mirror, and $\Theta(t)$ is the Heaviside step function. Clearly, for $t \geq t_{d}$, which ensures that the third term of the right hand side of Equation (9) is not zero, the dynamical evolution is greatly influenced by the phase $\phi$. Specifically, due to the existence of the mirror, the light emitted in the present can interfere with the radiation in the pase. This interference process plays a key role in the dynamics of the open system, and can be witnessed by the factor $e^{i \phi}$.

Performing the Laplace transformation for the Equations (5) and (9), we acquire

$$
\begin{equation*}
\tilde{A}(s)=\frac{1}{s+\frac{\Omega^{2}}{s+\frac{\Gamma}{2}-\frac{\Gamma}{2} \mathrm{e}^{i \phi} \mathrm{e}^{-s t_{d}}}} \tag{10}
\end{equation*}
$$

By numerically solving the above equation, we can obtain the amplitude $A(t)$.

## 3. Measure of Dynamical Evolution Speed

The quantum speed of dynamical evolution for open quantum systems characterizes how fast a system under the environment driving can evolve. Via evaluating the speed of quantum evolution, one could use the method of differential geometry [28]. The geometric length between an initial state and its target state for open systems can be measured by using the Reimannian metric $g^{f}$, and then the squared infinitesimal length between two neighboring quantum states $\rho$ and $\rho+\mathrm{d} \rho$ yields [29] [30]

$$
\begin{equation*}
\mathrm{d} s^{2}=g^{f}(\mathrm{~d} \rho, \mathrm{~d} \rho) \tag{11}
\end{equation*}
$$

We consider a evolved path $\rho_{0}$ and $\rho_{t}$ with $t \in[0, \tau]$, the line element of the path can be given by $\mathrm{d} l=\sqrt{g^{f}\left(\partial_{t} \rho_{t}, \partial_{t} \rho_{t}\right)} \mathrm{d} t$. Hence, the instantaneous speed can be expressed as

$$
\begin{equation*}
S=\frac{\mathrm{d} l}{\mathrm{~d} t}=\sqrt{g^{f}\left(\partial_{t} \rho_{t}, \partial_{t} \rho_{t}\right)} \tag{12}
\end{equation*}
$$

and the average speed is

$$
\begin{equation*}
V_{a}=\frac{1}{\tau} \int_{0}^{\tau} S \mathrm{~d} t \tag{13}
\end{equation*}
$$

If the evolved state is in the form of its spectral decomposition,
$\rho_{t}=\sum_{k} p_{k}\left|\phi_{k}\right\rangle\left\langle\phi_{k}\right|$ with $0<p_{k}<1$. The instantaneous speed can be rewritten as [28]

$$
\begin{equation*}
S=\sqrt{\sum_{k} \frac{\left|\dot{p}_{k}\right|^{2}}{4 p_{k}}+\sum_{k \neq l} c^{f}\left(p_{k}, p_{l}\right) \frac{p_{k}\left(p_{k}-p_{l}\right)}{2}\left|\left\langle\phi_{l} \mid \dot{\phi}_{k}\right\rangle\right|^{2}} \tag{14}
\end{equation*}
$$

where $c^{f}(x, y)$ is a symmetric function defined as

$$
\begin{equation*}
c^{f}(x, y)=\frac{1}{y f(x / y)} \tag{15}
\end{equation*}
$$

with $f(t)$ being the Morozova-Čencov (MC) function which fulfills $f(t)=t f(1 / t)$ and $f(1)=1$ [31]. It is intuitively clear that the instantaneous speed of quantum evolution refers to two separate contributions as expressed in Equation (14). The first one, which is common to all the MC functions, depends only on the populations $p_{k}$ of the evolved state. The second one, which is responsible for the chosen Riemannian metric, is instead only due to the coherence of the evolved state. Different types of MC functions $f(t)$ represent different Riemannian metrics employed to evaluate the evolution speed. It has been proven that [30] the Wigner-Yanase information metric with $f(t)=(1+\sqrt{t})^{2} / 4$ can lead to a definitely tighter QSLT for the amplitude damping dynamics in the form of Equation (1). Therefore, in the following we will focus on the Wigner-Yanase information metric.

## 4. Controllable of Quantum Speedup

In this section, we study the role of the hierarchical environment on the quantum speed of evolution. If the atomic system is initially in the state $|\Psi(0)\rangle=\beta|e\rangle+\sqrt{1-\beta^{2}}|g\rangle \quad(0 \leq \beta \leq 1)$, and the environment is in the vacuum state $\left|0_{d}, \tilde{0}\right\rangle$, the reduced density matrix of the atom at time $t$ reads

$$
\rho_{a}(t)=\left(\begin{array}{cc}
\beta^{2} P_{t} & \beta \sqrt{1-\beta^{2}} \sqrt{P_{t}}  \tag{16}\\
\beta \sqrt{1-\beta^{2}} \sqrt{P_{t}} & 1-\beta^{2} P_{t}
\end{array}\right)
$$

where $P_{t}=|A(t)|^{2}$ denotes the excited state population of the atom. The spectral decomposition of $\rho_{a}(t)$ can be expressed as

$$
\begin{equation*}
\rho_{a}(t)=\sum_{k= \pm} p_{k}\left|\phi_{k}\right\rangle\left\langle\phi_{k}\right| \tag{17}
\end{equation*}
$$

with

$$
p_{ \pm}=(1 \pm \lambda) / 2 \text { and }\left|\phi_{ \pm}\right\rangle=\left(\alpha_{ \pm}|e\rangle+|g\rangle\right) / \sqrt{1+\alpha_{ \pm}^{2}}
$$

where $\quad \lambda=\sqrt{1-4 \beta^{4}\left(1-P_{t}\right) P_{t}} \quad$ and $\quad \alpha_{ \pm}=\left(2 \beta^{2} P_{t} \pm \lambda-1\right) /\left(2 \beta \sqrt{1-\beta^{2}} \sqrt{P_{t}}\right)$.
According to Equations (14) and (17), we can investigate the speed of dynamical evolution in this open quantum system. It is easy to find that, for all the incoherent initial states such that $\beta=1$, the instantaneous speed is independent on the choice of MC functions. That is to say, the second term of Equation (14) is identically zero in this case. The speed arises only from the population of the evolved state, and thus can be seen as the classical Fisher information metric [30]. In the following, we focus on the Wigner-Yanase information metric and consider two cases: 1) the atom-cavity coupling is in the weak coupling region with $\Omega<\Gamma$ and 2) the atom-cavity coupling is in the strong coupling region with $\Omega \geq \Gamma$.

We first consider the situation where the atom-cavity coupling is weak. Figure 2(a) shows the variation of the average speed of quantum evolution with respect to the phase $\phi$ for different memory time $t_{d}$ with $\Omega=0.01 \Gamma$. Clearly, for each line (a fixed $t_{d}$ ), the minimum evolution speed occurs at the point where the phase $\phi=\pi$. Also, in the center region (from $\phi=\pi / 2$ to $\phi=3 \pi / 2$ ), the average speed slows down with the reduction of the memory time, while in other regions (from $\phi=0$ to $\phi=\pi / 2$, and from $\phi=3 \pi / 2$ to $\phi=2 \pi$ ), decreasing the memory time will greatly increase the speed of quantum evolution. The changes of average speed $V_{a}$ with respect to $\Omega$ and $\phi$ are plotted in Figure 3(a). We find that, in the weak coupling regime determined by the inequality $\Omega<\Gamma$, increasing the atom-cavity coupling strength $\Omega$, can speed up the quantum evolution for a given phase $\phi$.

On the other hand, if the atom-cavity coupling is in the strong coupling regime with $\Omega \geq \Gamma$, the behavior of the evolution speed is different from the case where the coupling is weak. As shown in Figure 2(b) and Figure 3(b), there is not a linear relationship between the speed of quantum evolution and the coupling strength. That is to say, periodicity of distribution about speedup region in the strong coupling case can be found. Thus, in the strong atom-cavity


Figure 2. The average speed of quantum evolution $V_{a}$ between the time zero and $\Gamma \tau=10$ (in units of $1 / \Gamma$ ) as a function of phase $\phi$ for various values of memory time $\Gamma t_{d}$ with $\beta=1 / \sqrt{2}$. (a) The atom-cavity coupling strength is weak with $\Omega=0.01 \Gamma$; (b) The atom-cavity coupling strength is strong with $\Omega=2 \Gamma$.


Figure 3. The average speed $V_{a}$ as a function of $\phi$ and $\Omega$ for $\Gamma t_{d}=2$ and $\beta=1 / \sqrt{2}$. (a) The atom-cavity coupling strength is in the weak coupling regime with $\Omega<\Gamma$; (b) The atom-cavity coupling strength is in the strong coupling regime with $\Omega \geq \Gamma$.
coupling regime, the speed of quantum evolution can be controlled to a speedup or speed-down process.

Clearly, the evolution speed is greatly influenced by the memory time as well as the atom-cavity coupling. It should be noted that the above analysis only takes into account the situation where the memory time is shorter than the evolution time of the system, i.e., $t_{d}<\tau$. In this case, the presence of the mirror mainly determines the evolution speed, which can be seen from the Equation (9). The emitted light will be reflected back and thus affect the evolution speed, owing to the feedback effect of the mirror. On the other hand, if the memory time is far longer than the evolution time, the emitted light will not been reflected back when the quantum system has already decayed. As expected, the average speed has no change with varying the phase $\phi$, as shown in Figure 2. This is due to the fact that the light emitted in the past cannot interfere with the light emitted
in the present [22]. In this limiting regime with $\Gamma t_{d} \gg 1$, the waveguide behaves as being infinite, hence as a fully Markovian reservoir for the cavity. Accordingly, this system is actually reduce to a qubit coupled to lossy cavity.

## 5. Mechanism of Quantum Speedup

Previous results [7] [8] show that the non-Markovian effect of the reservoir can lead to speedup of quantum evolution. In order to understand the mechanism of quantum speedup in our model, in what follows we further study the relationship between the evolution speed and the non-Markovianity.

The non-Markovian effect means that the environment would cause the information flowing from environment back to the quantum system. When considering the framework to characterize non-Markovianity proposed by Breuer, Lane and Piilo [32], the total amount of information flowing back to the system is defined as

$$
\begin{equation*}
\aleph=\max _{\rho_{1,2}(0)} \int_{\sigma>0} \mathrm{~d} t \sigma\left(t, \rho_{1,2}(0)\right) \tag{18}
\end{equation*}
$$

where $\sigma\left(t, \rho_{1,2}(0)\right)=\frac{\mathrm{d}}{\mathrm{d} t} D\left(\rho_{1}(t), \rho_{2}(t)\right)$ denotes the changing rate of the trace distance $D\left(\rho_{1}(t), \rho_{2}(t)\right)=\frac{1}{2} \operatorname{tr}\left|\rho_{1}(t)-\rho_{2}(t)\right|$ between states $\rho_{1,2}(t)$ evolving from their respective initial states $\rho_{1,2}(0)$. The rate $\sigma\left(t, \rho_{1,2}(0)\right)$ can be used to monitor the flow direction of information. It is negative for an information flowing from system to the environment, and positive for the information flowing in the opposite direction. Based on this, an evolution is non-Markovian if and only if $\sigma\left(t, \rho_{1,2}(0)\right)>0$ for a pair of initial states. For our model, the optimal pair of initial states has been proven to be $\rho_{1,2}(0)=| \pm\rangle\langle \pm|$ [33], where


When the atom-cavity coupling is weak, the speed that the information flowing out of the qubit is far lower than the evolution speed of the environment, so the backflow of information cannot happen, and thus the non-Markovianity converges to zero over the entire range of phase, as shown in Figure 4 (dashed line). However, in the strong coupling regime with $\Omega=2 \Gamma$, the evolution of the atom has disturbed the environment, which eventually results in the backflow of information, i.e., the non-Markovian effect. Thus we see a oscillating variation relationship between the non-Markovianity and the phase.

It is worth noting that the reason of the quantum speedup is not just due to the non-Markovian effect of the environment. By contrasting the average speed shown in Figure 2(a) and the non-Markovianity shown in Figure 4 (dashed line), we can find that evolution speed varies depending on the value of $\phi$ in the weak atom-cavity coupling regime. Instead, the non-Markovianity remains unchanged when the coupling strength is weak. That is to say, the non-Markovianity, i.e., the backflow of information, cannot seen an essential reflection to the speedup of quantum evolution.


Figure 4. The non-Markovianity as a function of $\phi$ for various values of atom-cavity coupling strength $\Omega$ with $\Gamma t_{d}=2$ and $\beta=1 / \sqrt{2}$.

Note that regarding to the measure of the non-Markovianity, the calculation is based on that one proposed in [32]. There are several other measures of the non-Markovianity, which is not agree with each other generally. However, it has been proven that they are equivalent for the dynamics in the form of the Equation (16). Therefore, our conclusion is invariant with respect to the definition of the non-Markovianity.

The total amount of flow information consists of two parts: the information flowing from system to environment and the information backflow from environment to the system. Why only the backflow information will speed up the quantum evolution? What is the effect of the information flowing from system to the environment on the evolution speed?

In what follows we focus on these questions. Based on the measure of nonMarkovianity, the absolute value of changing rate $\left|\sigma\left(t, \rho_{1,2}(0)\right)\right|$ describes the changing of information, which consists the information flowing from system to environment and the reverse flow. Thus, the total amount of flow information can be defined as

$$
\begin{equation*}
\aleph_{\text {total }}=\max _{\rho_{1,2}(0)} \int \mathrm{d} t\left|\sigma\left(t, \rho_{1,2}(0)\right)\right| \tag{19}
\end{equation*}
$$

Figure 5 shows the $\aleph_{\text {total }}$ as a function of $\phi$ for various values of memory time $t_{d}$. It is interesting to find that the $\aleph_{\text {total }}$ exhibits the same behavior as the average speed of evolution. In detail, the decrease (increase) of $\aleph_{\text {total }}$ will lead to the speed-down (speed-up) process of quantum evolution. Take the case in the weak-coupling regime (Figure 5(a) and Figure 2(a)) as examples, when $\Omega=0.01 \Gamma$ and $\Gamma t_{d}=2$, we find that the changing trend of $\aleph_{\text {total }}$ and the $V_{a}$ are the same, while the value of non-Markovianity is always zero, as shown in Figure 4 (dashed line). That is to say, the change of evolution speed is due to the flow of information from system to environment in this case. As shown in Figure 6(a), we find a small decay of atomic excited-sate population due to the information flowing out. The decaying-degree of population $P_{t}$ increase with decreasing the phase $\phi$ (in the region from $\phi=0$ to $\phi=\pi$ ), and thus lead to the speedup of quantum evolution. It is also confirm that the minimum speed occurs at $\phi=\pi$ in the weak-coupling case (see Figure 2(a)).


Figure 5. The total amount of flow information $\aleph_{\text {total }}$ between time zero and the time $\Gamma t=10$ as a function of $\phi$ for various values of memory time $t_{d}$ with $\beta=1 / \sqrt{2}$. (a) The atom-cavity coupling strength is weak with $\Omega=0.01 \Gamma$; (b) The atom-cavity coupling strength is strong with $\Omega=2 \Gamma$.


Figure 6. The time dependence of the atomic excited state population $P_{t}$ with $\beta=1 / \sqrt{2}$. (a) The atom-cavity coupling strength is weak with $\Omega=0.01 \Gamma$ and $\Gamma t_{d}=2$; (b) The atom-cavity coupling strength is strong with $\Omega=2 \Gamma$ and $\Gamma t_{d}=2$; (c) The limit case with $\Gamma t_{d} \gg 1$.

While in the strong-coupling case with $\Omega=2 \Gamma$ and $\Gamma t_{d}=2$, the backflow of information happens, which can result in the partial atomic re-excitation, as shown in Figure 6(b). In this case, the speed of quantum evolution depends on the total amount of flow information $\aleph_{\text {total }}$. This is a newly noticed phenomenon. Overall, a remarkable result we find that, the changing in the evolution speed is attribute to the flow of information, regardless of the direction in which the information flows.

Our conclusion applies also to the more standard and basic case of an atom in a lossy cavity, which corresponds to the limit case with $\Gamma t_{d} \gg 1$. As shown in Figure 6(c), $P_{t}$ exhibits a monotonic decay in the weak atom-cavity coupling, while the strong atom-cavity couplings can lead to the backflow of information, and thus increase the $\aleph_{\text {total }}$. Accordingly, the strong atom-cavity couplings can speed up the quantum evolution (see Figure 2(a) and Figure 2(b)).

## 6. Conclusion

In summary, we have studied a two-level atom that is coupled to a hierarchically
structure environment consisting of a PC defect cavity and a semi-infinite 1D waveguide. We investigated how the atom-cavity coupling and the memory time affect the quantum speedup. We found that the information flow volume consisting the information flowing from system to environment and the backflow information is the main physical reason of the speed-up process. The potential candidates which can verify our prediction can be systems such as InGaAa quantum dots coupled to a GaAs PC membrane [34], and nitrogen-vacancy ( $\mathrm{N}-\mathrm{V}$ ) centers embedded in a two-dimensional planar PC [35].
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#### Abstract

The incompatibility of Orthodox Quantum Mechanics with philosophical realism poses a serious challenge to scientists upholding such a philosophical doctrine. The desire to find a solution to this and other conceptual problems that quantum mechanics confronts has motivated many authors to propose alternative versions to Orthodox Quantum Mechanics. One of them is the Spontaneous Projection Approach, a theory grounded on philosophical realism. It has been introduced in previous papers and, with a few exceptions, it yields experimental predictions coincident with those of Orthodox Quantum Mechanics. One of these exceptions is analyzed in detail. The difference in predictions becomes apparent in a suggested experiment which could put both theories to the test.
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## 1. Introduction and Outlook

Realism is a philosophical doctrine that revolves around two theses: the first (or ontological thesis) is that the world exists by itself as opposed to being the product of human mind; the second (or epistemological thesis) is that it can be known gradually and approximately [1]. Among authors adopting realism let us mention Albert Einstein and Mario Bunge. For Einstein, "The belief in an external world independent of the perceiving subject is the basis of all natural science" [2]. For Bunge, "Epistemological realism is the family of epistemologies which assume that a) the world exists independently of the knowing subject, and
b) the task of science is to produce maximally true conceptual models of reality..." ([3] pp. 191-192).

In 1930, Paul Dirac published the first formulation of quantum mechanics [4]. Two years later John von Neumann published Mathematische Grundlagen der Quantenmechanik [5]. These first versions of quantum theory share two characteristics: 1) the state vector $|\psi\rangle$ (wave function $\psi$ ) describes the state of an individual system, and 2) they involve two laws of change of the state of the system: spontaneous (natural) processes, governed by the Schrödinger equation; and measurement processes, ruled by the projection postulate. Many other versions of quantum theory followed. Those where $|\psi\rangle$ describes the state of an individual system and the projection postulate is included among its axioms are generally called standard, ordinary or Orthodox Quantum Mechanics (OQM), sometimes referred to as the Copenhagen Interpretation.

On the one hand, OQM is very successful a theory. "[It has provided] a strikingly successful recipe for doing calculations that accurately described the outcomes of experiments... [It has been] instrumental in predicting antimatter, understanding radioactivity (leading to nuclear power), accounting for the behavior of materials such as semiconductors, explaining superconductivity and describing interactions such as those between light and matter (leading to the invention of the laser) and of radio waves and nuclei (leading to magnetic resonance imaging). Many successes of quantum mechanics involve its extension, quantum field theory, which forms the foundations of elementary particle physics..." [6].

On the other hand, OQM contravenes philosophical realism. This is particularly clear as concerns its projection postulate. Scientists upholding philosophical realism have criticized this postulate because it introduces a subjective element into the theory: either it invokes an observer placed above the laws of nature ([3], pp. 191-202) or it appeals to the interaction between the quantum system and a macroscopic measuring device (built, of course, by human beings). Referring to this issue Max Jammer points out: "As long as quantum mechanics one-body or many-body system does not interact with macroscopic bodies, as long as its motion is described by the deterministic Schrödinger time-dependent equation, no events could be considered to take place in the system... If the whole physical universe were composed only of microphysical entities, as it should be according to the atomic theory, it would be a universe of evolving potentialities (timedependent $\psi$ functions) but not of real events" ([7], p. 474).

It is worth noting that well-known scientists dealing with quantum mechanics renounce philosophical realism, either implicitly or explicitly. Let us mention two of them: Niels Bohr and Asher Peres. The last one declares: "Quantum theory is not an objective description of physical reality" ([8], p. 423) and "any attempt to inject realism in physical theory is bound to lead to inconsistencies" [9]. In his analysis of Bohr's philosophy Aage Petersen asserts: "When asked whether the algorithm of quantum mechanics could be considered as somehow mirroring an underlying quantum world, Bohr would answer: 'There is no
quantum world. There is only an abstract quantum physical description. It is wrong to think that the task of physics is to find out how nature is. Physics concerns what we can say about nature'." [10].

Taking philosophical realism as a starting point, a Spontaneous Projection Approach (SPA) to quantum theory was formulated some years ago [11]. This approach was recently modified to account for quantum processes in the general case, including those where the Hamiltonian depends explicitly on time [12]. It is worth noting that SPA overcomes the main flaws of OQM [12] and in general yields experimental predictions coincident with those of OQM. There are, however, a few exceptions which could be exploited to confront both theories. This is the principal aim of our present study.

The contents of this paper are as follows: In Section 2, we reproduce the formulations of OQM and SPA, highlight their similarities and differences, mention some contributions aiming to solve the measurement problem and refer one of them in detail. In Section 3, we deal with a case where SPA and OQM yield different experimental predictions. We consider a silver atom in the ground state placed in a uniform constant magnetic field $\boldsymbol{B}$. Starting with the atom in a given state we find 1) the evolution of its state assuming the validity of OQM; and 2) the possible changes of its state assuming the validity of SPA. The resulting contradiction could be decided by means of a suggested experiment. Section 4 is devoted to the discussion and conclusions.

## 2. OQM, SPA and the Measurement Problem

### 2.1. Formulation of OQM

The formulation of quantum mechanics due to von Neumann (OQM) ([7], p. 5) ([13], pp. 215-222) includes the primitive (undefined) notions of system, state and physical quantity (or observable). Its postulates are:
I) To every system $\zeta$ corresponds a Hilbert space $H b$ whose vectors (state vectors, wave functions) $|\psi\rangle$ completely describe the states of the system.
II) To every physical quantity $\mathcal{A}$ corresponds uniquely a self-adjoint operator $A$ acting in $H b$. It has associated the eigenvalue equations

$$
\begin{equation*}
A\left|\alpha_{k}^{v}\right\rangle=\alpha_{k}\left|\alpha_{k}^{v}\right\rangle \tag{1}
\end{equation*}
$$

( $v$ is introduced in order to distinguish between the different eigenvectors that may correspond to one eigenvalue $\alpha_{k}$ ), and the closure relation

$$
\begin{equation*}
\sum_{k, v}\left|\alpha_{k}^{v}\right\rangle\left\langle\alpha_{k}^{v}\right|=\mathcal{J} \tag{2}
\end{equation*}
$$

is fulfilled (here $\mathcal{J}$ is the identity operator). If either $k$ or $v$ is continuous, the respective sum has to be replaced by an integral.
III) Spontaneous processes are continuous. The evolution in time $t$ of the state vector $|\psi(t)\rangle$ is governed by the Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\mathrm{~d}}{\mathrm{~d} t}|\psi(t)\rangle=H(t)|\psi(t)\rangle \tag{3}
\end{equation*}
$$

where $H(t)$ is the Hamiltonian of the system, $\hbar$ Planck's constant divided by $2 \pi$ and $i$ the imaginary unit.

Comment: The Schrödinger equation is a deterministic law. The solution $|\psi(t)\rangle$ of Equation (3) which corresponds to the initial condition $|\psi(0)\rangle$ is unique. The system's state evolves according to the equation

$$
\begin{equation*}
|\psi(t)\rangle=U(t, 0)|\psi(0)\rangle \tag{4}
\end{equation*}
$$

where $U(t, 0)$ is the evolution operator corresponding to the Hamiltonian $H(t)$; more details in ([4], p. 109) ([13], p. 308) ([14], p. 137).
IV) For a system in the state $|\psi\rangle$ the probability that the result of a measurement of $\mathcal{A}$ lies between $\alpha_{1}$ and $\alpha_{2}$ is $\|\eta\|^{2}$, where $\|\eta\|$ is the norm of $|\eta\rangle=\left(\mathcal{J}_{\alpha_{2}}-\mathcal{J}_{\alpha_{1}}\right)|\psi\rangle$ and $\mathcal{J}_{\alpha}$ is the resolution of the identity belonging to $A$.
V) Projection postulate. If a measurement of $\mathcal{A}$ yields a result between $\alpha_{1}$ and $\alpha_{2}$, then the state of the system immediately after the measurement is an eigenfunction of $\left(\mathcal{J}_{\alpha_{2}}-\mathcal{J}_{\alpha_{1}}\right)$.

### 2.2. Formulation of SPA

The formulation of SPA includes the primitive notions of system, state, physical quantity and probability [12]. Its postulates are:
A) Agrees word for word with postulate I of OQM.
B) Agrees word for word with postulate II of OQM.
C) Spontaneous processes can be either continuous or discontinuous. In continuous processes the evolution in time of the state vector $|\psi\rangle$ is determined by the Schrödinger equation.

Comment (i): Equation (4) applies to processes that are continuous in the whole time interval $(0, t)$. In cases where this equation is satisfied, we shall say that in the interval $(0, t)$ the system remains in the Schrödinger channel.

Comment (ii): Let the Hamiltonian of the system be

$$
\begin{equation*}
H(t)=\varepsilon+\lambda(t) \tag{5}
\end{equation*}
$$

where $\varepsilon$ is the sum of all the terms of the Hamiltonian which do not depend explicitly on time $t$ and $\lambda(t)$ includes every term of the Hamiltonian depending explicitly on $t$. If $\lambda(t)=0$, a self-adjoint operator $A$ fulfilling

$$
\begin{gather*}
\frac{\partial A}{\partial t}=0  \tag{6}\\
{[A, \varepsilon]=0} \tag{7}
\end{gather*}
$$

is a constant of the motion.
Definition of preferential states: The system in the state $|\psi(t)\rangle$ has tendency to jump to the eigenstates of operators satisfying Equations (6) and (7) whether $\lambda(t)=0$ or not [12]. If there is a unique set of $N \geq 2$ orthonormal vectors: $\left|\varphi_{1}\right\rangle,\left|\varphi_{2}\right\rangle, \cdots,\left|\varphi_{N}\right\rangle \quad\left(\left\{N_{\varphi}\right\}\right.$ for short) such that the normalized state of the system $\zeta$ at time $t$ can be written

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{j} \gamma_{j}(t)\left|\varphi_{j}\right\rangle \tag{8}
\end{equation*}
$$

where 1) $\gamma_{j}(t)=\left\langle\varphi_{j} \mid \psi(t)\right\rangle \neq 0$ for every $\left.j=1,2, \cdots, N ; 2\right)$ at least $(N-1)$ vectors belonging to the set $\left\{N_{\varphi}\right\}$ are eigenstates of $\varepsilon$; and 3) every selfadjoint operator $A$ for which Equations (6) and (7) are valid satisfies the relation

$$
\langle\psi(t)| A|\psi(t)\rangle=\sum_{j}\left|\gamma_{j}(t)\right|^{2}\left\langle\varphi_{j}\right| A\left|\varphi_{j}\right\rangle
$$

we shall say that $\left\{N_{\varphi}\right\}$ is the preferential set of $\zeta$ in the state $|\psi(t)\rangle$ and the members of $\left\{N_{\varphi}\right\}$ will be called its preferential states.

Comment (iii): The validity of Equation (9) ensures the statistical sense of conservation laws [11]. Note that, by definition, the preferential set does not depend on $\lambda(t)$ [12].
D) If the system $\zeta$ in the state $|\psi(t)\rangle$ has no preferential set, it remains in the Schrödinger channel.
E) If the system $\zeta$ in the normalized state $|\psi(t)\rangle$ has the preferential set $\left\{N_{\varphi}\right\}$, in the small time interval $(t, t+\mathrm{d} t)$ it can either remain in the Schrödinger channel or jump to one of its preferential states $\left|\varphi_{k}\right\rangle$ with probability

$$
\begin{equation*}
\mathrm{d} P_{k}(t)=\left|\gamma_{k}(t)\right|^{2} \frac{\mathrm{~d} t}{\tau(t)} \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau(t) \Delta \varepsilon(t)=\frac{\hbar}{2} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
[\Delta \varepsilon(t)]^{2}=\langle\psi(t)| \varepsilon^{2}|\psi(t)\rangle-[\langle\psi(t)| \varepsilon|\psi(t)\rangle]^{2} \tag{12}
\end{equation*}
$$

Comment: The probability that the system will remain in the Schrödinger channel during the time interval $(t, t+\mathrm{d} t)$ is

$$
\begin{equation*}
\mathrm{d} P_{S}(t)=1-\frac{\mathrm{d} t}{\tau(t)} \tag{13}
\end{equation*}
$$

see [12]. If the parameter $\tau$ defined by Equation (11) is constant, the state $|\psi(t)\rangle$ may be considered as an unstable state that can decay to one of its $N$ preferential states [11] [15] [16]. In this case the probability that the system will remain in the Schrödinger channel during the interval $(0, t)$ is a decreasing exponential

$$
\begin{equation*}
P_{S}(t)=\mathrm{e}^{-t / \tau} \tag{14}
\end{equation*}
$$

with relaxation time $\tau$.

### 2.3. OQM, SPA and Other Contributions Aiming to Solve the Measurement Problem

OQM assumes that there are two kinds of processes: spontaneous processes and
measurement processes. In spontaneous processes the evolution of the state vector is governed by the Schrödinger equation; in measurement processes the changes of the state vector are ruled by the projection postulate.

On the one hand, since the Schrödinger equation involves a derivative of the state vector $|\psi(t)\rangle$ with respect to time $t$, in spontaneous processes $|\psi(t)\rangle$ must be continuous. On the other hand, Postulate C of SPA states that in continuous processes the evolution in time of the state vector $|\psi(t)\rangle$ is determined by the Schrödinger equation. Continuous processes are governed by the Schrödinger equation in SPA as well as in OQM.

It is worth stressing that continuous processes are not restricted to cases where the system in the state $|\psi(t)\rangle$ has no preferential set. Even if the system in the state $|\psi(t)\rangle$ has a preferential set, the dominant process in a small time interval $(t, t+\mathrm{d} t)$ is the Schrödinger evolution; see Equation (13). According to Equation (14) the Schrödinger evolution is also the dominant process for $t \ll \tau$. Spontaneous projections seldom occur.

OQM measurements are somehow related to SPA projections. Let us highlight their similarities: SPA projections as well as OQM measurements 1) yield discontinuities of the state vector; 2) instantaneously break down certain superposition of different states; 3) violate conservations laws but respect their statistical sense [16] [17]; 4) imply a kind of action-at-a-distance [16] [18]; and 5) collide with determinism [16] [19].

The main difference between SPA and OQM is that while according to SPA the state vector $|\psi(t)\rangle$ may spontaneously jump to one of its preferential states, e.g. $\left|\varphi_{n}\right\rangle$ (see Equation (8)), OQM ensures that $|\psi(t)\rangle$ remains continuous until a measurement is performed.

Let $A$ be the operator representing the physical quantity $\mathcal{A}$ to be measured and $\left|\alpha_{j}\right\rangle$ the eigenvector of $A$ corresponding to the eigenvalue $\alpha_{j}$ (for simplicity we refer to the discrete non-degenerate case). The state vector $|\psi(t)\rangle$ can be expanded

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{j} c_{j}(t)\left|\alpha_{j}\right\rangle \tag{15}
\end{equation*}
$$

where $c_{j}(t)=\left\langle\alpha_{j} \mid \psi(t)\right\rangle$. OQM states that the probability that the measurement of $\mathcal{A}$ will yield the result $\alpha_{n}$ and so (according to the projection postulate) $|\psi(t)\rangle$ will jump to $\left|\alpha_{n}\right\rangle$ is

$$
\begin{equation*}
p_{n}(t)=\left|c_{n}(t)\right|^{2} \tag{16}
\end{equation*}
$$

According to SPA the probability that in the small time interval $(t, t+\mathrm{d} t)$ the state vector $|\psi(t)\rangle$ will jump to the preferential state $\left|\varphi_{n}\right\rangle$ is

$$
\begin{equation*}
\mathrm{d} P_{n}(t)=\left|\gamma_{n}(t)\right|^{2} \frac{\mathrm{~d} t}{\tau(t)} \tag{17}
\end{equation*}
$$

see Equation (10). If the relaxation time $\tau$ and $\left|\gamma_{n}(t)\right|^{2}=\left|\gamma_{n}\right|^{2}$ are constant in the interval $(0, t)$, the probability that $|\psi(t)\rangle$ will jump to $\left|\varphi_{n}\right\rangle$ in this interval
is

$$
\begin{equation*}
P_{n}(t)=\left|\gamma_{n}\right|^{2}\left(1-\mathrm{e}^{-t / \tau}\right) \tag{18}
\end{equation*}
$$

[11]. For $t \gg \tau$, it results

$$
\begin{equation*}
P_{n}(t \gg \tau) \simeq\left|\gamma_{n}\right|^{2} \tag{19}
\end{equation*}
$$

The similarity of the mathematical expressions for the probabilities given by (16) and (19) is worth stressing.

Even if it is not clear what a measurement is [20], the notion of measurement is included in two of the five postulates of OQM formulation. In any case, collapses or something similar to collapses are necessary to avoid paradoxes such as that of Schrödinger's cat ([7], pp. 216-217). "Because of the linearity of the Schrödinger evolution there is no mechanism to stop the evolution and yield a single result for the measurement" ([14], p. 264). However, "in common life as well as in laboratories, one never observe superposition of results; we observe that Nature seems to operate in such a way that a single result always emerges from a single experiment; this will never be explained by the Schrödinger equation, since all that it can do is to endlessly extend its ramifications into the environment, without ever selecting one of them only" [21]. The rule compelling $|\psi(t)\rangle$ to remain continuous as long as no measurements are performed poses a serious problem for OQM. By contrast, assuming that spontaneous projections are natural processes, SPA succeeds in stopping the endless ramifications resulting from Schrödinger evolution.

The issues just mentioned are at the very heart of the measurement problem. In previous articles we dealt with several proposed solutions to this problem. Among them, 1) Margenau's contribution ([7], pp. 226-227) was addressed in [16]; 2) The statistical interpretation of quantum mechanics [22] [23] was addressed in [16];3) Bohm's theory [24] [25] was addressed in [11]; 4) Many-worlds interpretation [26] [27] was addressed in [16]; 5) The consistent histories approach to quantum mechanics [28] [29] was addressed in [11]; 6) Decoherence [30] [31] was addressed in [16]; 7) The theory of spontaneous localizations [32] [33] was addressed in [11]; 8) Bell's Beables for quantum field theory [34] was addressed in [15]; 9) Sudbery's privileged observables [35] was addressed in [15]; and 10) Sudbery's preferred observables [36] was addressed in [15]. Some of them as well as SPA involve dynamical reduction models.

### 2.4. SPA Preferential Sets and Sudbery's Preferred Observables

Among the contributions appearing in the previous list the closest to SPA is Sudbery's theory of preferred observables. Let us highlight their similarities and differences with SPA.

In his article entitled Diesse Verdammten Quantenspringerei, Anthony Sudbery asserts: "there are no events in quantum theory. The nearest thing to an event described in the basic theory is the result of a measurement... There is no way that the theory can describe events, like the $\Omega^{-}$decay... which happen spon-
taneously and are passively recorded by the waiting experimenter... Nevertheless, textbooks do purport to derive decay rates for such events from the general principles of quantum mechanics. The derivation goes like this. To describe a decay $A \rightarrow B+C$, we start at time $t=0$ with a state $|A\rangle$ in which the unstable particle $A$ is certain not to have decayed, and follows its time evolution, governed by the Hamiltonian $H$, to a superposition of the initial state and a state of the decay products $B$ and $C$ :

$$
\begin{equation*}
\mathrm{e}^{-i H t / \hbar}|A\rangle=a(t)|A\rangle+b(t)|B C\rangle \tag{20}
\end{equation*}
$$

The general principles of quantum mechanics are then supposed to yield the interpretation that $|b(t)|^{2}$ is the probability that by time $t$ there has been a transition from particle $A$ to particles $B+C$. But where does this notion of a 'transition' come from? It appears nowhere in the general principles of the theory as usually stated. The literal application of these principles to the state (20) gives only the statement that if a measurement is made at time $t$ (to determine, say, whether a particle of type $B$ is present) then $|b(t)|^{2}$ is the probability that the result of the measurement will be positive. The inference that something discontinuous (a transition) happened between time 0 and time $t$ is completely unwarranted. According to the official principles, quantum systems evolve continuously (as the time dependence of (20) shows), and quantum jumps occur only when provoked by the intervention of an experimenter" [36].

Sudbery adds: "The procedure that starts with the time-depending state vector (20), produces from it a time-dependent probability $P(t)$, interprets this as a probability of something having happened, and, on the strength of this interpretation, derives from $P(t)$ a transition probability per unit time, certainly ends up with an empirical adequate result" [36]. The problem Sudbery wants to discuss is that of formulating the theory so as to make this argument as sound as its conclusion. To do so, he claims, "transitions must be given a fundamental role in the theory; one of its basic postulates should be of the form 'If the system [however broadly conceived it] is in the state $\psi$ at time $t$, there is a probability $T_{\varphi \psi}(t) \mathrm{d} t$ that it will take a transition to state $\varphi$ between $t$ and $t+\mathrm{d} t$.' Such a postulate, if it is to be fundamental, would need to be accompanied by a clear statement of exactly what the eligible states $\varphi, \psi$ are" [36].

In order to formulate a postulate concerning transitions, Sudbery adopts a suggestion made by Bell [34]. "The basic idea is that there is a set of special physical quantities, which have a fundamental status; Bell liked to call them beables... These quantities always have definite values which change stochastically according to transition probabilities determined by the solutions to the Schrödinger equation. Equivalently, one can replace the special quantities by a special set of subspaces of space states, namely their eigenspaces, and the actual values of special quantities by a vector (the projection of the full space vector) in the corresponding subspace" [36]. These subspaces are called the viable subspaces.

By adopting Bell's transition probabilities, Sudbery succeeds in giving a satisfactory description of the decay process. But, he points out, "Bell's formulation of quantum mechanics does not exists until one has specified the viable subspaces. In this respect, it is no improvement on the conventional formulation, which does not exist until one has specified precisely which physical arrangement constitutes 'measurement'... If one is aspiring to give an absolute description of the physical world, there seems to be no good empirical or theoretical reason why any particular set of physical quantities should have fundamental status" [36]. Nevertheless, he adds, "if arbitrary choices cannot be avoided, we must consider how to live with them" [36].

SPA fulfills all the requirements stated by Sudbery: According to Postulate E, if the system is in the state $|\psi(t)\rangle$ and $\left|\varphi_{k}\right\rangle$ is one of its preferential states, the probability that it will take a transition from $|\psi(t)\rangle$ to $\left|\varphi_{k}\right\rangle$ between $t$ and $t+\mathrm{d} t$ is

$$
\begin{equation*}
\mathrm{d} P_{k}(t)=\left|\gamma_{k}(t)\right|^{2} \frac{\mathrm{~d} t}{\tau(t)} \tag{21}
\end{equation*}
$$

where $\gamma_{k}(t)=\left\langle\varphi_{k} \mid \psi(t)\right\rangle$. SPA explicitly says what states $|\psi(t)\rangle$ and $\left|\varphi_{k}\right\rangle$ are; neither special physical quantities nor viable subspace are necessary for SPA to exist. Physical quantities represented by operators satisfying Equations (6) and (7) have a fundamental status; but as opposed to Bell's beables neither their choices are arbitrary nor they have definite values at all times.

## 3. A Case Where SPA and OQM Yield Different Experimental Predictions

In this section we shall deal with a case where SPA and OQM yield different experimental predictions. Let us consider a silver atom in the ground state placed in a uniform constant magnetic field $B$. We choose $O z$ axis along $B$. Let $S_{z}$ be the operator representing the $z$-component of the atom's spin $S$. The eigenvectors of $S_{z}$ corresponding to the eigenvalues $+\frac{\hbar}{2}$ and $-\frac{\hbar}{2}$ will be denoted $\left|+_{z}\right\rangle$ and $\left|-_{z}\right\rangle$ respectively. They satisfy the equations

$$
\begin{gather*}
S_{z}\left|+_{z}\right\rangle=+\frac{\hbar}{2}\left|+_{z}\right\rangle  \tag{22}\\
S_{z}\left|-_{z}\right\rangle=-\frac{\hbar}{2}\left|-_{z}\right\rangle  \tag{23}\\
\left\langle+_{z} \mid-_{z}\right\rangle=\left\langle-_{z} \mid+_{z}\right\rangle=0  \tag{24}\\
\left\langle+_{z} \mid+_{z}\right\rangle=\left\langle-_{z} \mid-_{z}\right\rangle=1  \tag{25}\\
\left|+_{z}\right\rangle\left\langle+_{z}\right|+\left|-_{z}\right\rangle\left\langle-_{z}\right|=\mathcal{J} \tag{26}
\end{gather*}
$$

Let $\boldsymbol{u}$ be a unitary vector defined by the angles $\vartheta$ and $\varphi$ (Figure 1). The operator representing the $u$-component of $S$ will be denoted $S_{u}$. Its eigenvector corresponding to the eigenvalue $+\frac{\hbar}{2}$ satisfies the equation


Figure 1. The unitary vector $\boldsymbol{u}$ is defined by the angles $\vartheta$ and $\varphi$.

$$
\begin{equation*}
S_{u}\left|+{ }_{u}\right\rangle=+\frac{\hbar}{2}\left|+{ }_{u}\right\rangle \tag{27}
\end{equation*}
$$

and its expansion on the basis of the eigenvectors of $S_{z}$ is

$$
\begin{equation*}
\left|++_{u}\right\rangle=\cos \frac{\vartheta}{2} \mathrm{e}^{-i \varphi / 2}\left|+_{z}\right\rangle+\sin \frac{\vartheta}{2} \mathrm{e}^{i \varphi / 2}\left|-_{z}\right\rangle \tag{28}
\end{equation*}
$$

See for instance ([13], p. 395).
We shall refer only to spin states. The Hamiltonian of a silver atom in the ground state placed in a uniform magnetic field is time-independent and can be written

$$
\begin{equation*}
\varepsilon=\omega S_{z} \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega=-g B \tag{30}
\end{equation*}
$$

is the Larmor frequency, $g$ the gyromagnetic ratio of the silver atom in the ground state and $B$ the modulus of the magnetic field ([13], p. 403). Taking into account Equation (29), the eigenvalue equations of this Hamiltonian can be written

$$
\begin{align*}
& \varepsilon\left|+_{z}\right\rangle=E_{+}\left|+_{z}\right\rangle=+\frac{\hbar \omega}{2}\left|+_{z}\right\rangle  \tag{31}\\
& \varepsilon\left|-_{z}\right\rangle=E_{-}\left|-_{z}\right\rangle=-\frac{\hbar \omega}{2}\left|-_{z}\right\rangle \tag{32}
\end{align*}
$$

where $E_{+}$and $E_{-}$are the eigenvalues of $\varepsilon$.
Magnetic fields are never completely uniform and the wave functions of atoms always have a certain extension. The Hamiltonian given by Equation (29) is a valid approximation only in cases where the magnetic field can be considered uniform in a region much larger than the region where the wave function of the atom takes on appreciable values; in these cases the eigenvectors of $\varepsilon$ coincide with the eigenvectors of $S_{z}$. In contrast, if the magnetic field does not fulfill this requirement, the Hamiltonian of the atom is not given by Equation (29) and its eigenvectors do not coincide with the eigenvectors of $S_{z}$.

Let the initial state of the atom be $|\psi(0)\rangle=\left|+_{u}\right\rangle$. We shall find the state $|\psi(t)\rangle$ for $t>0: 1)$ assuming the validity of OQM ; and 2) assuming the validity of SPA.

### 3.1. Evolution of the State Vector Assuming the Validity of OQM

This evolution is ruled by the Schrödinger equation, which is a deterministic law. If $|\psi(0)\rangle=\left|+{ }_{u}\right\rangle$, per Equations (28), (31) and (32), the state at time $t$ will be

$$
\begin{equation*}
|\psi(t)\rangle=\cos \frac{\vartheta}{2} \mathrm{e}^{-i \varphi / 2} \mathrm{e}^{-i \omega / 2}\left|+_{z}\right\rangle+\sin \frac{\vartheta}{2} \mathrm{e}^{i \varphi / 2} \mathrm{e}^{\mathrm{i} \omega / 2}\left|-_{z}\right\rangle \tag{33}
\end{equation*}
$$

Let $\boldsymbol{w}(t)$ be the unitary vector defined by the angles

$$
\begin{gather*}
\Theta(t)=\vartheta  \tag{34}\\
\Phi(t)=\varphi+\omega t \tag{35}
\end{gather*}
$$

The vector $w(t)$ turns about the $O z$ axis with the Larmor frequency and spends a time

$$
\begin{equation*}
T_{L}=\frac{2 \pi}{\omega} \tag{36}
\end{equation*}
$$

to complete a tour.
Let $S_{w}$ be the $w(t)$-component of $S$ and $\left|+_{w}\right\rangle$ its eigenvector corresponding to the eigenvalue $+\frac{\hbar}{2}$. On the basis of the eigenvectors of $S_{z}$ it can be expanded

$$
\begin{equation*}
\left|+_{w}\right\rangle=\cos \frac{\vartheta}{2} \mathrm{e}^{-i \varphi / 2} \mathrm{e}^{-i \omega t / 2}\left|+_{z}\right\rangle+\sin \frac{\vartheta}{2} \mathrm{e}^{i \varphi / 2} \mathrm{e}^{i \omega t / 2}\left|-_{z}\right\rangle \tag{37}
\end{equation*}
$$

The state $|\psi(t)\rangle$ given by Equation (33) coincides with $\left|+_{w}\right\rangle$ ([13], p. 405). In a region where the magnetic field is uniform the atom performs a Larmor precession with frequency $\omega$. In particular, at $t=T_{L}, \boldsymbol{w}\left(T_{L}\right)=\boldsymbol{w}(0)=\boldsymbol{u}$ and $\left|\psi\left(T_{L}\right)\right\rangle=|\psi(0)\rangle=\left|+{ }_{u}\right\rangle$.

According to OQM the atom remains in the Schrödinger channel and at time $T_{L}$ recovers its initial state.

### 3.2. Possible Changes to the State Vector Assuming the Validity of SPA

In SPA spontaneous processes are not necessarily ruled by a deterministic equation. If the system has the preferential set $\left\{N_{\varphi}\right\}$, it can either remain in the Schrödinger channel or jump to one of its preferential states. Thus, the same initial state $|\psi(0)\rangle$ may give rise to different states $|\psi(t)\rangle$.

Let the condition $0<\vartheta<\pi$ be satisfied. The set $\left\{\left|+_{z}\right\rangle,\left|-_{z}\right\rangle\right\}$ fulfills all the conditions required to be the preferential set of the silver atom in the state $|\psi(t)\rangle$ given by Equation (33); see Section 2.2. A straightforward calculation yields

$$
\begin{equation*}
\langle\psi(t)| \varepsilon|\psi(t)\rangle=\left(\frac{\hbar \omega}{2}\right) \cos \vartheta \tag{38}
\end{equation*}
$$

$$
\begin{gather*}
\langle\psi(t)| \varepsilon^{2}|\psi(t)\rangle=\left(\frac{\hbar \omega}{2}\right)^{2}  \tag{39}\\
\Delta \varepsilon=\left(\frac{\hbar \omega}{2}\right) \sin \vartheta  \tag{40}\\
\frac{1}{\tau}=\omega \sin \vartheta \tag{41}
\end{gather*}
$$

As $\tau$ is constant, in the time interval $(0, t)$ the atom can either remain in the Schrödinger channel with probability

$$
\begin{equation*}
P_{S}(t)=\mathrm{e}^{-\mathrm{t} / \tau}=\mathrm{e}^{-\omega t \sin \vartheta} \tag{42}
\end{equation*}
$$

or decay to one of its preferential states $\left(\left|+_{z}\right\rangle\right.$ and $\left.\left|-_{z}\right\rangle\right)$. If it remains in the Schrödinger channel, at $t=T_{L}$ it will recover its initial state $\left|+_{u}\right\rangle$. The corresponding probability is

$$
\begin{equation*}
P_{S}\left(T_{L}\right)=\mathrm{e}^{-T_{L} / \tau}=\mathrm{e}^{-\omega T_{L} \sin \vartheta}=\mathrm{e}^{-2 \pi \sin \vartheta} \tag{43}
\end{equation*}
$$

According to SPA the probability that the atom will remain in the Schrödinger channel is a decreasing exponential with relaxation time $\tau$. The probability that it will recover its initial state at time $T_{L}$ decreases when the polar angle $\vartheta$ increases.

### 3.3. Testing 0QM vs. SPA Experimental Predictions

In the case of a silver atom in a uniform magnetic field, the experimental predictions of SPA are radically different from those yielded by OQM. This contradiction could be decided by means of the experiment described in (Figure 2).

1) Atoms leaving the oven $O$ are collimated and move along the $y$-axis.
2) They are prepared by the filter $F$ in the eigenstate $\left|+_{u}\right\rangle$ of $S_{u}$ given by Equation (28) with $\varphi=0$

$$
\begin{equation*}
\left|+_{u}\right\rangle=\cos \frac{\vartheta}{2}\left|+_{z}\right\rangle+\sin \frac{\vartheta}{2}\left|-_{z}\right\rangle \tag{44}
\end{equation*}
$$

Atoms in the state $\left|-_{u}\right\rangle$ are stopped in $F$; for details about how this filter works see ([14], pp. 16-17) [18] [37]. We assume, in addition, that at the exit of $F$ the atoms travel with velocity $v$.


Figure 2. Schematic representation of the eperimental set-up. See text.
3) Atoms so prepared fly through a magnet $N-S$ of length $L$ which generates a uniform magnetic field $B$ pointing along the $z$-axis. Atoms entering one end of the magnet in the state $|\psi(0)\rangle=\left|+_{u}\right\rangle$ exit the other end in the state $|\psi(T)\rangle$ where

$$
\begin{equation*}
T=\frac{L}{v} \tag{45}
\end{equation*}
$$

is the time an atom spends travelling through the magnet. The velocity of the atoms does not change during their passage through the magnet. By contrast, their spin states change, either as a result of Larmor precession or due to projection to one of their preferential states.
4) A Stern-Gerlach apparatus measures the $u$-component $S_{u}$ of the spin $S$ of the atoms in the state $|\psi(T)\rangle$.
5) The impacts of arriving atoms at plate $P$ are recorded.

We shall choose $L, v$ and $\omega$ in such a way that the time $T_{L}$ required to complete a precession tour equals the time $T$ spent by the atom in the magnet. In other words, we shall impose the condition

$$
\begin{equation*}
\frac{L}{v}=\frac{2 \pi}{\omega} \tag{46}
\end{equation*}
$$

At the entrance as well as at the end of the magnet the magnetic field is strongly non uniform. Several authors have assumed that the evolution of a spin in a strongly non uniform magnetic field is ruled by the Schrödinger equation [37] ([38], pp. 593-598). According to SPA this is so if 1) either the atom does not have a preferential set; or 2) the atom has a preferential set, but the time it spends in such a region is so short that it "has no time" to be projected. We shall assume one of these two conditions fulfilled in the experiment just described.

### 3.3.1. If OQM Is Valid

The atom enters the magnet in the state $|\psi(0)\rangle=\left|+_{u}\right\rangle$. While flying through the magnet it precesses around the $z$-axis with the Larmor frequency $\omega$, "it never aligns itself with the $z$-axis" ([14], p. 164). It will remain in the Schrödinger channel and at time $T$ it will recover its initial state $\left|+_{u}\right\rangle$. Therefore, a measurement of $S_{u}$ yields the result $+\frac{\hbar}{2}$ with certitude whatever the angle $\vartheta$ may be (Figures 3(a)-(c)).


Figure 3. Registers on plate P of the measurement of $S_{u}$ according to OQM. The result is $+\frac{\hbar}{2}$ with certitude whatever the polar angle may be: (a) $\vartheta \simeq 0$; (b) $\vartheta=\pi / 6$; (c) $\vartheta=\pi / 2$.

### 3.3.2. If SPA Is Valid

We assume, as above, that the atom enters the magnet in the state $|\psi(0)\rangle=\left|+{ }_{u}\right\rangle$. When it flies through the magnet there are three possibilities:

1) It remains in the Schrödinger channel and at time $T$ it recovers its initial state. Therefore $|\psi(T)\rangle=\left|+{ }_{u}\right\rangle$.
2) It jumps to the preferential state $\left|+_{z}\right\rangle$ and remains in this state until it leaves the magnet. Therefore $|\psi(T)\rangle=\left|+_{z}\right\rangle$.
3) It jumps to the preferential state $\left|-_{z}\right\rangle$ and remains in this state until it leaves the magnet. Therefore $|\psi(T)\rangle=\left|-_{z}\right\rangle$.

The corresponding probabilities will be respectively denoted $P_{S}(T), P_{+z}(T)$ and $P_{-z}(T)$. The relation

$$
\begin{equation*}
P_{S}(T)+P_{+z}(T)+P_{-z}(T)=1 \tag{47}
\end{equation*}
$$

is fulfilled.
A measurement of $S_{u}$ performed on the atom in the state $|\psi(T)\rangle=\left|+{ }_{u}\right\rangle$ yields the result $S_{u}=+\frac{\hbar}{2}$ with certitude. By contrast, if the atom is in the state $|\psi(T)\rangle=\left|+_{z}\right\rangle$, the measurement can yield either the result $S_{u}=+\frac{\hbar}{2}$ or the result $S_{u}=-\frac{\hbar}{2}$. The same applies for an atom in the state $|\psi(T)\rangle=\left|--_{z}\right\rangle$.

Let $\eta_{+z}\left(+\frac{\hbar}{2}\right)\left[\eta_{-z}\left(+\frac{\hbar}{2}\right)\right]$ be the probability that the measurement yields the result $S_{u}=+\frac{\hbar}{2}$ if the state of the atom were $\left|+_{z}\right\rangle\left(\left|-_{z}\right\rangle\right)$. The probability that a measurement of $S_{u}$ yields the result $+\frac{\hbar}{2}$ whatever the state $|\psi(T)\rangle$ be is

$$
\begin{equation*}
\wp\left(+\frac{\hbar}{2}\right)=P_{S}(T)+P_{+z}(T) \eta_{+z}\left(+\frac{\hbar}{2}\right)+P_{-z}(T) \eta_{-z}\left(+\frac{\hbar}{2}\right) \tag{48}
\end{equation*}
$$

and the probability that a measurement of $S_{u}$ yields the result $-\frac{\hbar}{2}$ whatever the state $|\psi(T)\rangle$ be is

$$
\begin{equation*}
\wp\left(-\frac{\hbar}{2}\right)=P_{+z}(T) \eta_{+z}\left(-\frac{\hbar}{2}\right)+P_{-z}(T) \eta_{-z}\left(-\frac{\hbar}{2}\right) \tag{49}
\end{equation*}
$$

with obvious notation. The relation

$$
\begin{equation*}
\wp\left(+\frac{\hbar}{2}\right)+\wp\left(-\frac{\hbar}{2}\right)=1 \tag{50}
\end{equation*}
$$

holds.
The following diagram illustrates the process just described.

$$
|\psi(0)\rangle=\left|+_{u}\right\rangle \xrightarrow[\text { The atom goes through the magnet }]{ }|\psi(\mathrm{T})\rangle \xrightarrow[S_{u} \text { is measured }]{ }+\hbar / 2 \text { or }-\hbar / 2
$$

The probabilities $\wp\left(+\frac{\hbar}{2}\right)$ and $\wp\left(-\frac{\hbar}{2}\right)$ depend on the polar angle $\vartheta$.If
$\vartheta \simeq 0$, the same holds for the inverse of the relaxation time $\tau$; see Equation (41). For $T \ll \tau$, the atom "has no time" to decay to one of its preferential states during its passage through the magnet. The probability that it will remain in the Schrödinger channel is $P_{S}(T) \simeq 1$. Hence

$$
\begin{align*}
& \wp\left(+\frac{\hbar}{2}\right) \simeq 1  \tag{51}\\
& \wp\left(-\frac{\hbar}{2}\right) \simeq 0 \tag{52}
\end{align*}
$$

(Figure 4(a)). In this case the difference between SPA and OQM predictions is irrelevant.

When $\vartheta$ increases, the relaxation time $\tau$ and the probability $P_{S}(T)$ decrease and the sum $P_{+z}(T)+P_{-z}(T)$ increases, see Equations (41), (43) and (47). If the experiment is performed with a beam of atoms, the number of atoms abandoning the Schrödinger channel and exiting the magnet either in the state $\left|+_{z}\right\rangle$ or in the state $\left|-_{z}\right\rangle$ increases with $\vartheta$.

A measurement of $S_{u}$ performed on an atom in the state $\left|+_{z}\right\rangle$ may yield either the result $+\frac{\hbar}{2}$ or the result $-\frac{\hbar}{2}$; the same holds for an atom in the state $\left|-_{z}\right\rangle$. As the probability $\wp\left(-\frac{\hbar}{2}\right)$ increases, the probability $\wp\left(+\frac{\hbar}{2}\right)$ decreases; see Equation (50). Plate P registers the impacts corresponding to both results (Figure 4(b)).

If $\vartheta=\pi / 2$, the probability that the atom will remain in the Schrödinger channel during its flight through the magnet is almost null. As $P_{S}(T) \simeq 0$, the sum $P_{+z}(T)+P_{-z}(T) \simeq 1$. Taking into account Equation (44), it is easily concluded that

$$
\begin{equation*}
P_{+z}(T) \simeq P_{-z}(T) \simeq \frac{1}{2} \tag{53}
\end{equation*}
$$

If the atoms enter the magnet in the state $|\psi(0)\rangle=\left|+_{u}\right\rangle$, almost a half of them will decay to $\left|+_{z}\right\rangle$ and the other half will decay to $\left|-_{z}\right\rangle$ while flying through the magnet. A measurement of $S_{u}$ performed on an atom in the state $\left|+{ }_{z}\right\rangle$ may yield either the result $+\frac{\hbar}{2}$ or the result $-\frac{\hbar}{2}$ with the same probability. This assertion is also valid if the state of the atom is $\left|-_{z}\right\rangle$. As


Figure 4. Registers on plate P of the measurement of $S_{u}$ according to SPA. The results depend on the polar angle: (a) $\vartheta \simeq 0$; (b) $\vartheta=\pi / 6$; (c) $\vartheta=\pi / 2$.

$$
\begin{equation*}
\wp\left(+\frac{\hbar}{2}\right) \simeq \wp\left(-\frac{\hbar}{2}\right) \simeq \frac{1}{2} \tag{54}
\end{equation*}
$$

the intensity of the traces on plate P corresponding to both results will be very similar (Figure 4(c)).

### 3.3.3. SPA Vs. OQM: Which One Is Valid (If Any)?

Taking into account the previous analysis we can assert that:

1) either all the atoms hit the same point on plate $P$ (which depends on the polar angle $\vartheta$ ), as shown in Figure 3; or
2) the atoms make impact in one of the two opposite points on plate $P$ as shown in Figure 4; here the positions of the opposite points depend on the polar angle and the rate between the number of impacts corresponding to the eigenvalues $-\frac{\hbar}{2}$ and $+\frac{\hbar}{2}$ of $S_{u}$ grows with $\vartheta$.

In the first case we should conclude that when flying through the magnet $N-S$ no atoms abandon the Schrödinger channel. The predictions of $O Q M$ would be confirmed. In the second case we should conclude that when flying through the magnet $N-S$ some atoms do abandon the Schrödinger channel, the number of them exiting the magnet $N-S$ increases with the polar angle and takes a maximum for $\vartheta=\pi / 2$. The predictions of $S P A$ would be confirmed.

## 4. Discusion and Conclusions

John Bell points out: "In the beginning natural philosophers tried to understand the world around them. Trying to do that they hit upon the great idea of contriving artificially simple situations in which the number of factors involved is reduced to a minimum. Divide and conquer. Experimental science was born. But experiment is a tool. The aim remains: to understand the world. To restrict quantum mechanics to be exclusively about piddling laboratory operations is to betray the great enterprise. A serious formulation will not exclude the big world outside the laboratory" [20].

OQM is fine for all practical purposes. But besides excluding the big world outside the laboratory, its formulation lacks precision. The central notions of system, apparatus and measurement are neither included as primitive concepts nor defined in the theory. To circumvent this ambiguity-says Bell—discretion and good taste (born from experience) are needed ([39], p. 160). It would be perhaps possible to improve OQM by replacing these ambiguous notions. "However, the idea that quantum mechanics, our most fundamental physical theory, is exclusively even about the results of experiments would remain disappointing" [20].

SPA is a version of quantum theory grounded on philosophical realism. It is not about the results of experiments; it talks about what happens [16]. It has been precisely formulated [12]. The notion of system is introduced as a primitive concept and those of apparatus and measurement are not included in its formulation. Spontaneous and measurement processes are treated on the same
footing [16]. In SPA transitions to the continuum are spontaneous processes. The expressions of the probability density per unit interval of energy resulting from SPA and from OQM treatments coincide approximately and Fermi's golden rule is obtained [15].

In the framework of OQM, it is agreed that time-dependent perturbation theory (TDPT) must be used for solving all problems involving time, including spontaneous time-dependent processes. We have questioned TDPT on the following grounds: accounting for spontaneous time-dependent processes requires the application of a law (the projection postulate) which is not valid in such processes [40]. In the same direction, contradictions reminiscent of Zeno's paradoxes of motion have been pointed out [41]. By contrast, SPA has no relation with TDPT. Hence it does not confront these issues.

According to SPA the Schrödinger equation not only rules processes where the system has no preferential set, but it also rules most processes where the system does have a preferential set. Spontaneous projections seldom occur. It is worth noting that spontaneous projections and projections resulting from OQM measurements share several traits. In particular, the mathematical expressions for the corresponding probabilities are quite similar; see Section 2.3.

The rule forcing the state vector to remain continuous as long as no measurements are performed poses a serious problem for OQM. By contrast, assuming that spontaneous projections are natural processes, SPA succeeds in stopping the endless ramifications resulting from Schrödinger evolution; see Section 2.4. Hence if SPA is valid there should be no paradoxes such as that of Schrödinger's cat.

SPA exhibits several advantages over OQM, but OQM enjoys the prestige of old age. In order to put both theories to the test, in this paper we suggest an experiment where at least one of them should fail. We study the behavior of a silver atom, initially in an eigenstate of the $u$-component of the spin, placed in a uniform magnetic field.

Assuming the validity of OQM, in Section 3.1 we find the state of the atom at a certain time $T_{L}$.

Assuming the validity of SPA, in Section 3.2 we find the possible states of the atom at the same time $T_{L}$.

In this particular case, the experimental predictions of SPA are radically different from those yielded by OQM. The resulting contradiction could be decided by means of the experiment described in Section 3.3.

Until today OQM experimental predictions seem to have no exceptions. Should the experiment mentioned yield the results predicted by SPA, it would be the first time that OQM experimental predictions fail.
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#### Abstract

Work on quantum entanglement is currently emphasizing the nonlocal nature of theories that attempt to explain spatially separated Einstein-PodolskyRosen (EPR) correlation experiments. It is frequently claimed that nonlocal instantaneous influences, or equivalently a breakdown of Einstein's separation principle, are a signature property of (quantum) entanglement. This paper presents a categorization of the various forms of nonlocality in physical theories. It is shown that, even for Einstein's theory of relativity, correlations of spatially separated measurements cannot be explained without the involvement of some nonlocal or global knowledge and facts. Instantaneous Influences at a distance are, however, in a special category of nonlocality and, as is well known, Einstein called them spooky. Following a separation of nonlocalities into four distinctly different categories $0,1,2,3$, with number 3 corresponding to theories containing instantaneous influences at a distance, I show that any theory of EPR experiments must be at least in category 1 or 2 and does not need to be in category 3. In particular, the Bell theorem, valid for category 0 theories, may be violated for categories 1 and 2 and does not require category 3 theories. Category 0 enforces Bell's theorem. However, it does not apply to relativistic theories of space like separated measurements.
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## 1. Introduction

The EPR Gedanken-experiments [1] were originally designed to show that quantum mechanics is either involving velocities higher than the speed of light in va-
cuum or is incomplete. Such experiments were later suggested by Bohm (EPRB), in a specific form, for correlated particles with spin and measurements with Stern-Gerlach magnets. The experiments have actually been performed with optical polarizers measuring correlated (commonly called entangled) photon pairs.

The incompleteness of quantum mechanics was suspected by Einstein, because of the possible existence of hidden variables in the theory of EPR experiments. However, John Stuart Bell [2] claimed that he could prove that no hidden variables can exist in any EPR-type theory that uses exclusively the physics of Einstein as opposed to quantum theory. (Bell used actually the phrase "classical physics" instead of the "physics of Einstein". The term "classical physics" is, however, not clearly defined and usually refers to physics that violates the Uncertainty Principle. Such violations are not permitted in the EPR Gedan-ken-experiment, which was constructed in a way to avoid violations of this established quantum principle.)

As a consequence of Bell's denial of the existence of hidden variables, the EPR logic leads necessarily to some violations of the limiting nature of the speed of light. This fact was only reluctantly accepted even by Bell himself, but is now accepted by a significant majority of the physics community who believes that entanglement does just that. It is widely assumed that instantaneous influences are exerted over arbitrary large distances between entangled particles or equivalently that entangled particles exhibit a "quantum nonlocality". They cannot be entirely separated but carry with them some properties that are rigidly connected to each other irrespective of space-like distances. Thus, Einstein's separation principle that is the basis of the EPR paper [1] is said to be violated by entanglement.

However, no experimental proof of instantaneous influences (or a violation of Einstein's separation principle) has ever been provided for any given entangled-particle-pair measurement. Nor can it ever be provided, because of the random outcome of the single measurement events. Any proof of instantaneity for a given pair would necessarily involve instantaneous information transfer at a distance, which contradicts the theory of relativity. Such possibility is indeed entertained by many science writers.

Experts on EPR questions, however, point to Bells theorem and to statistical experiments involving significant distances to justify their acceptance of such instantaneous influences. However, as we will see, Bells theorem depends sensitively on the actual meaning of the words "quantum nonlocality" as opposed to "local", words that are used when stating what the theorem means. A stalemate usually occurs at this point of discussions, because most of Bell's followers claim that the word "quantum nonlocality" is of a nature unknown to our macroscopic world and we can, therefore, not find any valid analogies about it.

It is the purpose of this paper to show that "nonlocalities" in physical theories (including Bell's) may be subdivided into 4 categories. The Bell theorem of the non-existence of hidden variables is shown to be valid in category 0 but may be violated in categories 1,2 and 3 . Only the theories of category 3 violate Einstein's
separation principle. This means that the Bell theorem is not sufficient to guarantee membership of any EPR theory in category 3.

## 2. Illustrations of the Nonlocal Content in Physical Theories

As the first example for nonlocal content consider Einsteins special relativity and corresponding experiments: we must assume that the speed of light in vacuum is the same everywhere in empty space. This nonlocal (global) knowledge is a postulate of special relativity. Furthermore and most importantly, any observable physical events in different macroscopic inertial systems are linked by their relative velocity and their theory must, therefore, involve nonlocal knowledge.

As a second example consider EPRB-type experiments and corresponding theories, which are about macroscopically detecting separate and distant measurement events corresponding to entangled pairs emanated from a common source. We encounter here the difficult task of asserting experimentally and theoretically which of the single detections have indeed originated from entangled pairs. The difficulties of this task arise because of the existence of quantum fluctuations that influence all measurements related to atomic and subatomic phenomena. This difficult task of pairing the single outcomes is the last step of the data formation process in EPRB experiments, which must produce data for the products of two distant measurement outcomes. That last step involves nonlocal knowledge and facts; a crucial point that is usually ignored.

It appears then that correlations of space-like separated measurements cannot be understood by a completely local theory, nor is the process of data formation completely local. However, Bell stated himself the following about the meaning of his Theorem: "But if [a hidden variable theory] is local it will not agree with quantum mechanics, and if it agrees with quantum mechanics it will not be local. This is what the [Bell] Theorem says".

Bell refers, of course, to the quantum mechanics of EPRB experiments and to experimental results that agree to a very good approximation with that quantum mechanics. Proving the Theorem involves a mathematical inequality [2] that contradicts quantum mechanics.

As we just have seen, all theories and experiments of spatially separated events must involve some nonlocal knowledge. Why, then, did Bell need a mathematical inequality to prove what he claims "the Theorem says"? The contradictions to Bells inequality [2] and similar Bell-type inequalities are the crux of Bells claim. One could restate Bells explanation of the meaning of his Theorem by:
"But if [a hidden variable theory] is local, it will obey Bell-type inequalities, and if it agrees with quantum mechanics it will not be local."

The above examples show, however, that nonlocal (global) knowledge is indeed involved in any non-trivial theory of correlations of separated systems and events. All EPRB-experimenters rely on some form of post-processing, which accomplishes the bringing together of the results of the single measurements and in itself requires a nonlocal knowledge of facts. Nonlocal (global) knowledge must be contained in any specific labelling of the experimental data that is used
for the pairing of distant events.
We must, therefore, ask what precisely the word "local" means in Bells theorem. Why is it not clear without any inequality and theorem that some nonlocality is involved in both theory and experimental data as soon as we talk about space-like separated measurements and their correlations? What kind of nonlocality did Bell actually identify by his inequality and why should this fact have any special significance? There also exist numerous text-book tutorials involving the two characters Alice and Bob, who have exclusively local knowledge and try to explain EPRB experiments. How can they work without any nonlocal knowledge and again what does nonlocal mean?

In order to answer these questions with precision, I propose the following categorization of local and nonlocal theories.

## 3. Categories of Nonlocality

I wish to define four mutually exclusive categories of locality or nonlocality of theories that correlate space-like distant events:

- Category 0: Any physical theory that exclusively uses local knowledge of facts and data that are immediately available to the local experimenters and only to them.
- Category 1: Any physical theory that uses nonlocal (global) knowledge of facts, which is precisely the same than (or physically equivalent to) the nonlocal (global) knowledge of facts that the formation and labeling of the experimental data necessarily involves. This category includes theories that consider the experimental processing of data, which originally have been obtained at two or more different locations, for the purpose of comparison.
- Category 2: Any physical theory that uses nonlocal (global) knowledge of facts beyond that of category 1 but is itself not contained in the theory-sets of category 3.
- Category 3: Any physical theory that involves a measurement event at one location that determines instantaneously the outcome of a measurement event at a space-like separated location. Both measurements must be related to two or more physical entities (such as electrons or photons) that are "nonlocally connected". The words "nonlocally connected" mean that the physical entities violate Einstein's separation principle as defined in [1]. This nonlocal connection is currently thought to describe the nature of entanglement.

As shown in the next section, categorizing the main theories of physics, including relativity and quantum mechanics, suggests the following epistemological acceptability of categories:

Theories of category 0 and 1 that are used to describe correlations of distant measurement events are entirely acceptable. Correlations of measurement events described by category 2 are acceptable, but call for investigations to transform the theory into category 1. Category 3 theories are the only theories that use nonlocal "knowledge" that is not exclusively about macroscopically measurable
facts. Therefore, theories of category 3 are not of the type that Mach found appropriate and venture into the realm of what Einstein called spooky. They can only be accepted if there is no viable theoretical path in categories 0,1 and 2 .

It was already discussed above and is illustrated in more detail below that there exist no nontrivial category 0 theories of correlations between space-like separated measurements. It will also be shown that the Bell theorem, which is clearly valid for category 0 theories, may be violated in theories of all other categories and does, therefore, not specifically require a theory of category 3 .

## 4. Examples to Illustrate the Nonlocality-Categories

As a first example that illustrates nonlocal categories take Newtons theory of gravitation. This theory assumes an instantaneous gravitational force acting between the sun and planets. The experiments that attempt to confirm this theory, however, are all performed by optical observations, which have the speed of light in vacuum as upper limit. Newtons theory is, therefore neither of category 0 nor of category 1. Simplified model systems such as point-masses and a fixed sun may be put into category 2 , with category 3 being a possibility that cannot necessarily be excluded for more complex models. Einstein transformed the theory of gravitation into category 1 . The recent measurements of gravitational waves gave a brilliant confirmation to this fact.

Take as another example an experiment from Einsteins special relativity. Alice and Bob are flying in two separate spaceships. Each of their spaceships contains an identical clock fabricated before departure. Einsteins special relativity gives the theory of the clock-times that Alice and Bob may determine by measurements and observations. We do not need to repeat here Einsteins solution, which is given in many elementary texts. The theory uses only the global knowledge found by all actual experiments and that forms the basis of the experiments: the velocity of light in vacuum and the global validity of the same physical law independent of the uniform motion of the systems in question. Thus, according to our postulate, there is no need to suspect spooky influences. However, it is also clear that Alice and Bob could not determine the clock correlations without knowing anything of each other. The requirement of category 0 to use exclusively knowledge that is locally available to them also excludes the relative velocity of the other spaceship and the identity of the velocity of light in vacuum at all spatially separated locations. Membership in category 0 thus prevents any meaningful theory of clock rates that Alice and Bob would observe. For example, how could they form a theory for the probability that both clocks are pointing to times in the first quarter (12-3) without knowing anything about the other spaceship? How could they predict the clock-times when the spaceships are finally brought together again (compare to post-processing of data)? Actual measurements of the relative velocity of the other spaceship permits the explanation of the clock-times by a category 1 theory as Einstein has shown.

Many body quantum theory, our third example, is very complex. It certainly cannot be placed into category 0 . Some quantum physics has used global gauge
fields, which would correspond to category 2 frameworks. Modern teachings tell us how global gauge fields may be promoted to local ones and put the theory into category 1 , which is commensurate with the Machian design of quantum mechanics by some of its fathers. However, many researchers of the quantum entanglement area and all science writers, have moved quantum mechanics into category 3 on the basis of Bell's theorem; incorrectly as we will see.

## 5. Nonlocal Relativistic Factors Involved in EPRB Theories (Models)

From the above examples, we can deduce that the postulate of exclusively local knowledge (category 0) prevents Alice and Bob to find any relativistic theory of clock-rates in spaceships. Relativistic theories necessarily depend on the velocity of both spaceships (the relative velocity of the spaceships to each other). The return and reuniting of the spaceships involves also nonlocal factors. However, Einsteins relativity is clearly of category 1 , because the relative velocity and the return of the spaceships are part of the experiments and the process to obtain the data (compare to post-processing of data in EPRB experiments).

It is worthwhile to note that the relativity of events in two or more space-like separated locations, taken in its most basic meaning of the word "relative", necessarily involves nonlocal facts. However, the relativity of space-like separated events does not mean that Einstein's separation principle is violated. Take for example a double-barrel that shoots bullets into two directions. The bullets hit wooden planks with different thickness and strength in two separate locations. The bullets are detected if and only if they break through the wooden planks. The question of how many pairs of bullets break through the planks on average cannot be theorized about if one does not know the thickness of the planks on both sides. Therefore, a theory of category 0 cannot explain this elementary experiment. (As an aside, the probability for both bullets of a pair to break through planks with different thickness is, in general, not equal to the product of the single probabilities to break through on the respective side (equality being a signature feature of Bell-type proofs.)

Deeper relativistic aspects come to light if we consider the actual interactions of the particles with the measurement equipment. Consider spin $\frac{1}{2}$ particles interacting with Stern-Gerlach magnets and attempt to explain the interaction in terms of Einstein's physics (we defer the quantization to a later choice of the range of possible experimental outcomes).

The single particles approaching the Stern-Gerlach magnet system obey a symmetry by rotations of $4 \pi$, while the macroscopic magnet-symmetry is for rotations by $2 \pi$. The total system of entangled pairs (in the singlet state) plus magnets has also a $2 \pi$ rotational symmetry. Each single collision in the separate EPRB wings involves relativistic interactions of the incoming single particles ( $4 \pi$ rotational symmetry) with those of the equipment ( $2 \pi$ symmetry). Because of the existence of the $(2 \pi)$ rotational symmetry of the system as a whole, there must be
some "connection" for the macroscopic outcomes of the two separate single collisions that is noticeable over longer time periods. This connection must reflect, on average, the symmetry of the whole system (rotations by $2 \pi$ ).

If one aims, however, for a more detailed description of the measurement outcomes (data) including the single collisions, it is not sufficient to consider only the symmetry of the whole system. One needs then to consider the dynamics of the single collisions on each side and, in addition, a space-time correlation for the pair-outcomes describing the remnants of the overall symmetry "carried" by the single particles. A model of the single measurements on both sides that just includes the magnet directions without any trace of the space-time dynamics is certainly oversimplified. Even a very simple model of such a complex situation cannot work with a description that considers exclusively, in a dice-game-like manner, space-like entities. Any model that attempts to provide some realistic (if the word is permitted) description of the measurement outcomes needs at least to include some remnants of the space-time dynamics such as the measurement times in the laboratory system, as I have emphasized in several previous publications. The measurement time then carries the significance of representing the hidden or rather suppressed variable.

But what about Bell, who claims to have proven with his inequalities that hidden variables do not exist. Here lies one of my major points. Measurement times cannot and must not be included in Bell's theory. Walter Philipp and I have proven a theorem (theorem 2 in reference [3]) that means the following: Belltype inequalities may be and even must be violated, if Bell's functions depend on the measurement times in addition to the magnet (polarizer) directions.

The quantum mechanical treatment has eliminated the use of space-time related effects for the single outcomes, because it does not consider the single outcomes and it uses the rotational symmetry of the whole system $(2 \pi)$ to calculate the averages over many experiments. The detailed dynamics of single particle equipment interactions are of no concern for what one can calculate, much to the advantage of the quantum theory. For interpretational questions, however, one must include invariably space-time, or equivalent concepts, in a more detailed way, because the macroscopic world of the data is currently only understandable in space-time or at least space and time. No better substitute has been offered yet. Space-time emerges, thus, as the "hidden" or rather suppressed variable. Its partial suppression in quantum theory permits us to "shut up and calculate".

## 6. Nonlocal Facts and Labeling of EPRB Measurement Data

To answer the question into which category theories of EPRB experiments may belong we need to know also nonlocalities that are necessarily used to label the data of these experiments.

Discussions of EPRB experiments frequently involve arguments with the two characters Alice and Bob that may be located arbitrarily far away from each other. They know everything about quantum physics and EPRB experiments but
they do not know anything about each other, because of the arbitrarily large distance between them, which may be light years. They must be able, however, to take data characterizing the EPRB measurements and label them. To be concrete, we consider the modern experiments of groups (e.g. [4]) that often use optical fibers to transmit and detect the single signals corresponding to photon pairs emanating from a common source and being detected after passing polarizers.

We assume here for the sake of argument that we have very long fibers, thousands of kilometers to each side so that a whole experimental sequence of measurements on many single pairs may be completed before Alice or Bob could obtain any information from each other. Alice and Bob, therefore, know nothing about each others measurements and have performed all their measurements independent from the other side. These measurements are taken with two randomly different polarizer directions denoted by unit vectors, $\boldsymbol{a}$ and $\boldsymbol{d}$ at Alice's location and $\boldsymbol{b}$ and $\boldsymbol{c}$ at Bob's, respectively. (Bells original theory deals with the special case $\boldsymbol{d}=\boldsymbol{b}$.)

Thus, we assume that Alice has been given the end of an optical fiber and a polarizer that measures the transmission of single photons from that fiber-end for a certain polarizer direction that Alice denotes e.g. by unit radius vectors a or $\boldsymbol{d}$ using her own coordinate system. Bob does the same with polarizer settings $\boldsymbol{b}$ or $\boldsymbol{c}$ defined in his respective coordinate system. They both create data when their detectors click and label the clicks with their own polarizer direction vector. (One can imagine an analogous experiment with spin $1 / 2$ particles and Stern-Gerlach magnets.)

The goal of these EPRB experiments is to determine the frequency (related to the probability) of common clicks for the 4 different given setting pairs $a, b ; a, c$, $\boldsymbol{d}, \boldsymbol{b}$ and $\boldsymbol{d}, \boldsymbol{c}$, in order to use these data to perform a so called Bell-test [4]. This determination is, as discussed above, impossible without the knowledge of further global facts. Assume for the moment, however, that we somehow are able to correctly pair detector clicks in the respective stations using a common vector space for the polarizer or magnet directions. Then we obtain certain frequencies and corresponding probabilities for each of the different polarizer-setting pairs.

Is it then possible to obtain the probabilities for detector clicks in both stations and compare them with the quantum result? The answer is no! We are still missing an important piece of information, because we do not know how the fibers have changed the polarization. To find this polarization change, we need to know for which pairs of polarizer settings all entangled pairs produce either a certain double click thus showing complete correlation (or equivalently an-ti-correlation as discussed in Bells original papers [2]). Knowledge of this latter fact is also an important part of Bells theory. Without this knowledge of the polarizer settings and detector ordering for complete correlation (or anti-correlation), neither Bells theory nor quantum theory can be related to the measurement results. How can Alice and Bob obtain this knowledge and label the data correspondingly? A relatively easy way is for Alice to take one setting-vector in
station one, say $\boldsymbol{a}$, and search in station 2 for the setting vector $\boldsymbol{a}^{*}$ that always leads to detector clicks when a click for $\boldsymbol{a}$ is obtained. This can, of course, only be achieved by letting Alice and Bob work together and know the outcomes of both stations, which represents a highly nonlocal procedure. To be complete, we also need to determine $\boldsymbol{d}$ as well as $\boldsymbol{b}^{*}$ and $\boldsymbol{c}^{*}$.

If we like to include the additional complication of quantum fluctuations and very large distances, we need to let Alice and Bob use certain additional tools, e.g. correlated clocks, in order to determine which of the clicks likely belong to pairs; or we need to invoke other additional global knowledge such as global thresholds. We can see from this discussion that nonlocality cannot easily be banned from the physics of correlations and we need a clear definition of which type of nonlocality is spooky as Einstein called it, and not scientifically permitted, and which type is permitted and must even be used to exorcise the spook and to demonstrate a natural correlation (or even causation).

## 7. Analytical Form of EPRB Theories of Category 3

EPRB theories that embrace Einstein's relativity and address separate measurements of entangled (or just correlated) pairs use the functions $A(\boldsymbol{j}, \cdots)$ in one wing of the EPRB experiment and $B\left(\boldsymbol{j}^{\prime}, \cdots\right)$ in the other. The variable $\boldsymbol{j}$ may assume, for example, the values $\boldsymbol{a}, \boldsymbol{d}$ and $\boldsymbol{j}^{\prime}$ may assume the values $\boldsymbol{b}, \boldsymbol{c}$. The domain of the functions includes thus a variable representing the magnet (or polarizer) settings and other variables that do not necessarily represent numbers but may represent more complex elements of physical reality such as space-time or objects in space-time.

The co-domain (range) of the functions is frequently taken as some outcome of spin-measurements such as up $(+1)$ or down $(-1)$ (quantization). However, it is clear that "up" is only well defined with respect to a given magnet (polarizer) setting and needs, from a more strict point of view, further labeling when multiple magnet (polarizer) settings are involved. It is not at all a priori clear whether or not "up (+1)" with an a direction of the magnet is physically or mathematically the same as "up $(+1)$ " for a $\boldsymbol{b}$ direction of the magnet when multiple measurements with multiple magnet directions are involved. We do not address this point in most of the following discussions, but instead refer below to a publication that deals with complexities of the co-domain. Our main interests are related to questions regarding the domain of the functions $A, B$.

We ask ourselves the question whether there are distinct properties of the domain that signify the presence of instantaneous influences at a distance (a violation of Einstein's separation principle). The answer to this question is as follows.

The functions $A(\boldsymbol{j}, \cdots)$ indicate the presence of instantaneous influences at a distance, or equivalently a breakdown of Einstein's separation principle, if and only if they are equivalent to functions $A^{\prime}\left(\boldsymbol{j}, \boldsymbol{j}^{\prime}, \cdots\right)$ i.e. functions that include explicitly the variable corresponding to the magnet settings of the other wing of the EPRB experiment. Obviously this condition is sufficient to describe an in-
stantaneous dependence on the magnet (polarizer) setting of the other side. It is also necessary, because otherwise no instantaneous change of the outcome value of $A$ depending on magnet position can be achieved. Analogous reasoning applies for the functions $B$.

## 8. Category 1 and 2 EPRB Theories

In contrast to the immediately identifiable mathematical form of nonlocal category 3 theories, one cannot find a straightforward way to determine which mathematical form of functions puts the theory clearly into nonlocal category 1 or 2. The mathematical signatures of general global (nonlocal) knowledge that may be used in EPRB theories are numerous. Such signatures may be present in both domain and codomain of the functions. They also may shape the graph of the function and no specific and succinct criterium can be given for the func-tion-forms that $A, B$ must assume to be in nonlocal categories 1,2 without detailed investigations of the involved specific physics.

Membership in a particular category other than 3 and 0 may only be deduced by extended physical reasoning. For example, the equipment settings $a^{*}$ and $d$ that guarantee the complete anti-correlation to the outcomes with Alices settings $\boldsymbol{a}$ and $\boldsymbol{d}$, respectively, must be known by Bob in order to properly label his measurement results. Therefore, a corresponding theory using Bobs nonlocal labeling belongs still to nonlocal category 1.

These complexities have impeded the detailed modeling of EPRB experiments by category 1 and 2 EPRB theories. However, several such theories are available in the literature and four examples are given in this section by pointing to references. It would be too complicated to report the detailed reasoning in these references but the main lines include the introduction of measurement time in the first two, the introduction of the mathematics of dynamical systems for the third and the explicit use of symmetries for the fourth. Finally I point to the conferences organized by Andrei Khrennikov for a world of further information.

In paper [5], the nonlocal knowledge involved is a globally known threshold for photon detection as well as a common vector space that is used in both EPRB wings to label the polarizer settings. Both pieces of global knowledge are also used by the experimenter and therefore the theory belongs to nonlocal category 1. No instantaneous influences are needed. The paper shows a clear contradiction to Bell-type inequalities and thus Bells theorem if it refers to nonlocalities of category 3.

In paper [6], the nonlocal knowledge involved is that of the magnet (polarizer) directions leading to perfect anticorrelation and the choice of a coordinate system for any given magnet or polarizer orientation of one experimental wing. This knowledge is used also by the experimenters and, therefore, up to this point the theory is of category 1 . Furthermore, however, a global random function of time $\operatorname{rm}(t)$ is used. The reason that Bell's theorem cannot capture such an approach related to measurement time is his assumption that puts all the variables of the domain of $A$ as well as $B$ on the same probability space. As shown by the
above mentioned theorem [3], measurement time and magnet settings cannot be on the same probability space. Global functions $\operatorname{rm}(t)$ represent, of course, a remnant of nonlocality and are not used by experimenters. This puts the theory of this paper into category 2. However, such remnant nonlocalities (e.g. a global negative electron charge or any global symmetry) are completely different from instantaneous influences between one measurement event and a spatially distant event i.e. category 3.

For completeness, I like to add that the above considerations are not covering all the past and current work of dealing theoretically with EPRB experiments and finding contradictions to Bell-type inequalities.

For example, Luigi Accardi [7] has made early investigations of the dynamics of EPRB experiments in rigorous mathematical form.

Marian Kupczynski [8] has made many significant contributions and has recently closed the door on quantum nonlocality.

Joy Christian [9] used a more general codomain for the functions A, B as compared to the work described above, which only uses Bells original codomain of $\mathrm{A}, \mathrm{B}=+1$ or -1 . Christian has attempted to show that his theory is within category 1. The complications of such assessment are beyond the scope of this discussion. However, as far as I understand it, Christians framework is at least in category 2 and certainly not in category 3.

Last, but not least, Andrei Khrennikov has made many important contributions in journals, books and conferences that he organized over decades. Many references to his work as well as papers of and references to other notables can be found in a special issue on this subject [10].

## 9. Conclusions

A quantum nonlocality violates Einstein's separation principle, and a theory that contains a quantum nonlocality is of category 3. I have shown, however, that nonlocal theories of category 1 and 2 exist that explain EPRB experiments and are based on Einstein's physics and the validity of his separation principle. These category 1 and 2 theories also agree with the quantum result for EPRB correlations and thus violate Bell-type inequalities. Bell's theorem stating that any local theory validates Bell-type inequalities is still correct. Completely local theories (category 0) do indeed validate Bell-type inequalities but cannot cover non-trivial relativisitc theories, because of the very definition of the word relativity, which requires viewing a system relative to another system (a nonlocal requirement). This nonlocality of relativistic theories is, however, not of category 3, which requires a breakdown of Einstein's separation principle.

A simplified explanation of these very formal distinctions and corollaries may be given in the following way. It is commonly assumed that entangled particles do not obey Einstein's separation principle, because the single particles carry properties that do not only depend on themselves but also on the other particles of the entangled system. This latter assertion is thought to invalidate Einstein's separation principle and is also seen as equivalent to the consequences of Bell's
theorem that requires nonlocality if one wishes to obtain the quantum result. These factors seem to present a shut and closed case for the Bell theorem and the concept of entanglement that violates Einstein's separation principle. Instead we are dealing here with a logical circle that can only be broken by the use of precise categorization as shown above.

The properties of the particle-pair that are not independent but nonlocal may just be properties of symmetry: the symmetry property of the single particles, the symmetry properties of the equipment with which they interact and the symmetry of the system as a whole. These various symmetries leave a trace in the single EPRB measurement outcomes for both measurement stations. As a consequence, the single-pair measurement outcomes are somehow linked to each other; a fact that may be described for interpretational purposes by the spacetime dynamics of particle equipment interactions. In other words one needs to discuss details related to the dynamical interactions with the measurement equipment that quantum mechanics wisely avoids considering (at the risk of being incomplete). Considerations of many body interactions with the equipment help avoid any violation of Einstein's separation principle and remove the "weirdness" of quantum interpretations, at least as far as EPRB experiments and theories are concerned. Such considerations are, of course, of great complexity and reduce the effectiveness of quantum mechanics, which rests on the representation of polarizers and Stern-Gerlach magnets by unit vectors in three dimensional space. As I have shown, however, the mere addition of a time variable in the functions $A$ and $B$ (symbolizing correlated dynamic processes) is sufficient to avoid the pitfalls of model-oversimplification and allows violations of the Bell theorem in categories 1 and 2.
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#### Abstract

We have obtained exact static plane-symmetric solutions to the spinor field equations with nonlinear terms which are arbitrary functions of invariant $I_{p}=P^{2}=\left(i \bar{\psi} \gamma^{5} \psi\right)^{2}$, taking into account their own gravitational field. It is shown that the initial set of the Einstein and spinor field equations with a power-law nonlinearity have regular solutions with a localized energy density of the spinor field only if $m=0 \quad(m$ is the mass parameter in the spinor field equations). Equations with power and polynomial nonlinearities are studied in detail. In this case, a soliton-like configuration has negative energy. We have also obtained exact static plane-symmetric solutions to the above spinor field equations in flat space-time. It is proved that in this case soliton-like solutions are absent.
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## 1. Introduction

The consideration of the nonlinear generalization of classical field theory is the only possibility to overcome the shortcomings to the theory which considers elementary particles as materials points. Indeed, with this theory, it is impossible to get a finite quantity of mass, charge and spin of elementary particles as prouved experimentaly. In order to describe the elemetary particles, it is necessary
to take account the nonlinear terms in the field equations and their own gravitational field. In these conditions, we obtain the soliton-like solutions which are used in the formation of the fields configurations of elementary particles with limited total energy and localized energy density. The concept of soliton is more used in pure science for different purpose. It's studied by many authors in the gravitational theory. G.N. Shikin has investigated the basics of soliton theory in general relativity. In his work, he has formulated clearly the requirements to be fulfilled by soliton-like solutions [1]. In a remarkable paper on the soliton, A. Adomou and G. N. Shikin have obtained exact plane-symmetric solutions to the spinor field equations with nonlinear terms which are arbitrary functions of the invariant $S=\bar{\psi} \psi$, taking into account their own gravitational field. They have studied in detail equations with power and polynomial nonlinearities. They have shown that the initial set of the Einstein and spinor field equations with a powerlaw nonlinearity has regular solutions with a localized energy density of the spinor field only in the case of zero mass parameter in the spinor field, with a negative energy for the soliton-like configuration. They have also proved that the spinor field equation with a polynomial nonlinearity has a regular solution with positive energy. Their study has come out onto the non existence of soliton-like solutions in the flat space-time [2].

The plane-symmetric solitons of spinor and scalar fiels are studied by B. Saha and G. N. Shikin. They have considered a system of nonlinear spinor and scalar fields with minimal coupling in general relativity. The nonlinear term in the spinor field is given by an arbitrary function depending on the bilinear spinor forms $S=\bar{\psi} \psi$ and $P=\left(i \bar{\psi} \gamma^{5} \psi\right)$. As for the scalar lagrangian, it is chosen as an arbitrary function of the scalar invariant $\Omega=\phi_{, \alpha} \phi^{\alpha}$ that becomes linear when $\Omega \rightarrow 0$. The spinor and scalar fields in question interact with each other by means of a gravitational field. The gravitational field is given by a planesymmetric metric. They have obtained exact plane-symmetric solutions to the gravitational, spinor and scalar field equations. They have also investigated the role of gravitational field in the formation of the configurations with limited total energy,spin and charge. In general, they have proved that the choice of spinor field nonlinearity can lead to the elimination of scalar field contribution to the metric functions, but having it contribution to the total energy unaltered [3]. V. Adanhoum, A. Adomou, F. P. Codo and M. N. Hounkonnou have obtained spherical-symmetric soliton-like solutions of nonlinear spinor field equations in gravitational theory. The regularity properties of the obtained solutions as well as the asymptotic behavior of the energy and charge densities are studied [4].

The aim of the paper is to study the role of nonlinear spinor as well as the own gravitational field in the formation of configurations of elementary particles with localized energy density and limited total energy. In this optic, we choose the nonlinear terms in the spinor field equations which are arbitrary functions of $I_{P}=P^{2}=\left(i \bar{\psi} \gamma^{2} \psi\right)^{2}$.

The rest of the present research work is organized as follows. Section 2 deals
with fundamental equations and general solutions. In the first time, we have established gravitational and spinor fields equations, using the variational principle and usual algebraic manipulations. in the second time, we have obtained and analized the general solutions of the basic equations established. In Section 3, we have investgated in detail the polynomial nonlinearities equations. Section 4 addresses to the concluding remarks.

## 2. Fundamental Equations and Their General Solutions

The lagrangian of the nonlinear spinor and gravitational fields can be written in the form [3]:

$$
\begin{equation*}
L=\frac{R}{2 \chi}+L_{S p}=\frac{R}{2 \chi}+\frac{i}{2}\left(\bar{\psi} \gamma^{\mu} \nabla_{\mu} \psi-\nabla_{\mu} \bar{\psi} \gamma^{\mu} \psi\right)-m \bar{\psi} \psi+L_{N} \tag{1}
\end{equation*}
$$

with $R$ the scalar curvature and $\chi$ the Einstein's gravitational constant. The nonlinear term $L_{N}$ in spinor lagrangian characterizes the self-interaction of a spinor field. $L_{N}=F\left(I_{p}\right)$ represents an arbitrary function depending on the invariant $I_{p}=\left(i \bar{\psi} \gamma^{5} \psi\right)^{2}$.

The metric of space-time admitting static plane-symmetric may be written as [1]:

$$
\begin{equation*}
\mathrm{ds} s^{2}=\mathrm{e}^{2 \gamma} \mathrm{~d} t^{2}-\mathrm{e}^{2 \alpha} \mathrm{~d} x^{2}-\mathrm{e}^{2 \beta}\left(\mathrm{~d} y^{2}+\mathrm{d} z^{2}\right) \tag{2}
\end{equation*}
$$

Here the speed of light $C$ is taken to be unity and the metric functions $\alpha, \beta, \gamma$ depend exclusively on the spatial variable $x$. They satisfy the coordinate condition having the form:

$$
\begin{equation*}
\alpha=2 \beta+\gamma \tag{3}
\end{equation*}
$$

The general form of Einstein equation is:

$$
\begin{equation*}
G_{\mu}^{v}=R_{\mu}^{v}-\frac{1}{2} \delta_{\mu}^{v} R=-\chi T_{\mu}^{v}, \tag{4}
\end{equation*}
$$

where $G_{\mu}^{\nu}$ is the Einstein's tensor; $R_{\mu}^{\nu}$ is the Ricci's tensor; $\delta_{\mu}^{\nu}$ is the Kronecker's symbol and $T_{\mu}^{\nu}$ is the energy-momentum tensor.

Taking into account the metric tensor $g_{\mu \nu}$, the larangian (1) and the variational principle, we obtain Einstein's field equations for the metric (2) under the coordinate condition (3) [5] [6]:

$$
\begin{align*}
& G_{0}^{0}=\mathrm{e}^{-2 \alpha}\left(2 \beta^{\prime \prime}-2 \gamma^{\prime} \beta^{\prime}-\beta^{\prime 2}\right)=-\chi T_{0}^{0},  \tag{5}\\
& G_{1}^{1}=\mathrm{e}^{-2 \alpha}\left(2 \beta^{\prime} \gamma^{\prime}+\beta^{\prime 2}\right)=-\chi T_{1}^{1},  \tag{6}\\
& G_{2}^{2}=\mathrm{e}^{-2 \alpha}\left(\beta^{\prime \prime}+\gamma^{\prime \prime}-2 \beta^{\prime} \gamma^{\prime}-\beta^{\prime 2}\right)=-\chi T_{2}^{2},  \tag{7}\\
& G_{2}^{2}=G_{3}^{3}, \quad T_{2}^{2}=T_{3}^{3} . \tag{8}
\end{align*}
$$

Let us write down the spinor field equations for the functions $\psi$ and $\bar{\psi}$ [2] [6]:

$$
\begin{align*}
& i \gamma^{\mu} \nabla_{\mu} \psi-m \psi+F^{\prime}\left(I_{p}\right) \psi=0  \tag{9}\\
& i \nabla_{\mu} \bar{\psi} \gamma^{\mu}+m \bar{\psi}-F^{\prime}\left(I_{p}\right) \bar{\psi}=0 \tag{10}
\end{align*}
$$

with

$$
\begin{equation*}
F^{\prime}\left(I_{p}\right)=2 i P \frac{\partial F}{\partial I_{p}} \gamma^{5} . \tag{11}
\end{equation*}
$$

The metric energy-momentum tensor of the spinor field is [5] [6]

$$
\begin{equation*}
T_{\mu}^{\nu}=\frac{i}{4} g^{\nu \rho}\left(\bar{\psi} \gamma_{\mu} \nabla_{\nu} \psi+\bar{\psi} \gamma_{\nu} \nabla_{\mu} \psi-\nabla_{\mu} \bar{\psi} \gamma_{\nu} \psi-\nabla_{\nu} \bar{\psi} \gamma_{\mu} \psi\right)-\delta_{\mu}^{\nu} L_{S p} \tag{12}
\end{equation*}
$$

where $L_{s p}$ with respect to (9) and (10) takes the form

$$
\begin{equation*}
L_{S p}=-\frac{1}{2}\left(\bar{\psi} \frac{\partial L_{N}}{\partial \bar{\psi}}+\frac{\partial L_{N}}{\partial \psi} \psi\right)+L_{N}=-2 I_{P} \frac{\partial F\left(I_{p}\right)}{\partial I_{p}}+F\left(I_{p}\right) \tag{13}
\end{equation*}
$$

From (13), let us write explicitly the nonzero components of the tensor $T_{\mu}^{\nu}$ :

$$
\begin{gather*}
T_{0}^{0}=T_{2}^{2}=T_{3}^{3}=-L_{S p}=2 I_{p} \frac{\partial F\left(I_{p}\right)}{\partial I_{p}}-F\left(I_{p}\right)  \tag{14}\\
T_{1}^{1}=\frac{i}{2}\left(\bar{\psi} \gamma^{1} \nabla_{1} \psi-\nabla_{1} \bar{\psi} \gamma^{1} \psi\right)+2 I_{p} \frac{\partial F\left(I_{p}\right)}{\partial I_{p}}-F\left(I_{p}\right) . \tag{15}
\end{gather*}
$$

In (9), (10) and (12), $\nabla_{\mu}$ denotes the covariant derivative of spinor, having the form [3] [4] [7] [8]

$$
\begin{equation*}
\nabla_{\mu} \psi=\frac{\partial \psi}{\partial x^{\mu}}-\Gamma_{\mu} \psi \quad \text { or } \quad \nabla_{\mu} \bar{\psi}=\frac{\partial \bar{\psi}}{\partial x^{\mu}}+\Gamma_{\mu} \bar{\psi} \tag{16}
\end{equation*}
$$

where $\Gamma_{\mu}$ are the spinor affine connection matrices.
In curved space-time, the Dirac's matrices $\gamma^{\mu}$ are defined in the following way.

Using the egalities

$$
\begin{gather*}
g_{\mu \nu}(x)=e_{\mu}^{a}(x) e_{v}^{b}(x) \eta_{a b} \\
\gamma_{\mu}(x)=e_{\mu}^{a}(x) \bar{\gamma}_{a} \tag{17}
\end{gather*}
$$

where $\eta_{a b}=\operatorname{diag}(1,-1,-1,-1), \bar{\gamma}_{a}$ are Dirac's matrices in flat space-time, $e_{\mu}^{a}(x)$ are tetradic 4-vectors, we obtain:

$$
\begin{equation*}
\gamma^{0}=\mathrm{e}^{-\gamma} \bar{\gamma}^{0}, \quad \gamma^{1}(x)=\mathrm{e}^{-\alpha} \bar{\gamma}^{1}, \quad \gamma^{2}=\mathrm{e}^{-\beta} \bar{\gamma}^{2}, \quad \gamma^{3}=\mathrm{e}^{-\beta} \bar{\gamma}^{3} . \tag{18}
\end{equation*}
$$

From

$$
\begin{equation*}
\Gamma_{\mu}(x)=\frac{1}{4} g_{\rho \mu}\left(\partial_{\mu} e_{\sigma}^{b} e_{a}^{\rho}-\Gamma_{\mu \sigma}^{\rho}\right) \gamma^{\delta} \gamma^{\sigma} \tag{19}
\end{equation*}
$$

we get

$$
\begin{equation*}
\Gamma_{0}=-\frac{1}{2} \mathrm{e}^{-2 \beta} \bar{\gamma}^{0} \bar{\gamma}^{1} \gamma^{\prime}, \quad \Gamma_{1}=0, \quad \Gamma_{2}=\frac{1}{2} \mathrm{e}^{-\beta-\gamma} \bar{\gamma}^{2} \bar{\gamma}^{1} \beta^{\prime}, \quad \Gamma_{3}=\frac{1}{2} \mathrm{e}^{-\beta-\gamma} \bar{\gamma}^{3} \bar{\gamma}^{1} \beta^{\prime} \tag{20}
\end{equation*}
$$

The Dirac's matrices $\bar{\gamma}^{a}$ in flat space-time are chosen as in [8] [9].
Using Einstein's sommation, we find

$$
\begin{equation*}
\gamma^{\mu} \Gamma_{\mu}=-\frac{1}{2} \mathrm{e}^{-\alpha} \alpha^{\prime} \bar{\gamma}^{1} \tag{21}
\end{equation*}
$$

Taking into account the obtained expression for $\gamma^{\mu} \Gamma_{\mu}$ (21), we can rewrite
the Equations (9) and (10) as follows

$$
\begin{align*}
& i \mathrm{e}^{-\alpha} \bar{\gamma}^{1}\left(\partial_{x}+\frac{1}{2} \alpha^{\prime}\right) \psi-m \psi+2 i P \frac{\partial F\left(I_{p}\right)}{\partial I_{p}} \gamma^{5} \psi=0  \tag{22}\\
& \mathrm{e}^{-\alpha}\left(\partial_{x}+\frac{1}{2} \alpha^{\prime}\right) \overline{\psi \gamma}^{1}+m \bar{\psi}-2 i P \frac{\partial F\left(I_{p}\right)}{\partial I V_{p 1}(x)} \chi^{5} \bar{\psi}=0 \tag{23}
\end{align*}
$$

Further setting $\psi(x)=V_{\delta}(x)$ with $\left.V_{\delta}(x)=\left\lvert\, \begin{array}{l}V_{1}(x) \\ V_{2}(x) \\ V_{3}(x)\end{array}\right.\right]$, for the components of spinor field one deduces the following set of equations $\left(\begin{array}{l}V_{4}(x) \\ V_{4}(x)\end{array}\right.$ from (22)

$$
\begin{align*}
& V_{4}^{\prime}+\frac{1}{2} \alpha^{\prime} V_{4}+i m \mathrm{e}^{\alpha} V_{1}-2 P F^{\prime}\left(I_{p}\right) \mathrm{e}^{\alpha} V_{3}=0  \tag{24}\\
& V_{3}^{\prime}+\frac{1}{2} \alpha^{\prime} V_{3}+i m \mathrm{e}^{\alpha} V_{2}-2 P F^{\prime}\left(I_{p}\right) \mathrm{e}^{\alpha} V_{4}=0  \tag{25}\\
& V_{2}^{\prime}+\frac{1}{2} \alpha^{\prime} V_{2}-i m \mathrm{e}^{\alpha} V_{3}+2 P F^{\prime}\left(I_{p}\right) \mathrm{e}^{\alpha} V_{1}=0  \tag{26}\\
& V_{1}^{\prime}+\frac{1}{2} \alpha^{\prime} V_{1}-i m \mathrm{e}^{\alpha} V_{4}+2 P F^{\prime}\left(I_{p}\right) \mathrm{e}^{\alpha} V_{2}=0 \tag{27}
\end{align*}
$$

The functions $V_{1}, V_{2}, V_{3}$ and $V_{4}$ are connected by the relations

$$
\begin{equation*}
V_{1}^{2}-V_{2}^{2}-V_{3}^{2}+V_{4}^{2}=\text { cste and } \bar{V}_{1} V_{4}+\bar{V}_{2} V_{3}=\bar{V}_{3} V_{2}+\bar{V}_{4} V_{1} . \tag{28}
\end{equation*}
$$

The set of Equations (24)-(27), leads to the system of equations for invariant functions $S=\bar{\psi} \psi, P=i \bar{\psi} \gamma^{5} \psi$ and $R=\overline{\psi \gamma}^{5} \bar{\gamma}^{1} \psi$ :

$$
\begin{gather*}
S^{\prime}+\alpha^{\prime} S+4 F^{\prime}\left(I_{p}\right) P \mathrm{e}^{\alpha} R=0  \tag{29}\\
R^{\prime}+\alpha^{\prime} R+2 m \mathrm{e}^{\alpha} P+4 F^{\prime}\left(I_{p}\right) P \mathrm{e}^{\alpha} S=0  \tag{30}\\
P^{\prime}+\alpha^{\prime} P+2 m \mathrm{e}^{\alpha} R=0 \tag{31}
\end{gather*}
$$

Immediately, the solution of the system of equations of the invariant functions is

$$
\begin{gather*}
P^{2}-R^{2}+S^{2}=C \mathrm{e}^{-2 \alpha(x)},  \tag{32}\\
C=\text { const } .
\end{gather*}
$$

Using the spinor field equation in the form (9) and the conjugate one in the form (10), we obtain the following expression for $T_{1}^{1}$ from (15):

$$
\begin{equation*}
T_{1}^{1}=m S-F\left(I_{p}\right) \tag{33}
\end{equation*}
$$

Let us now solve the Einstein equation. In view of $T_{0}^{0}=T_{2}^{2}$, the difference $\binom{0}{0}-\binom{2}{2}$ of the Einstein equations leads to

$$
\begin{equation*}
\beta^{\prime \prime}-\gamma^{\prime \prime}=0 \tag{34}
\end{equation*}
$$

By integrating, the Equation (34) has the solution

$$
\begin{equation*}
\beta(x)=\gamma(x)+A x \tag{35}
\end{equation*}
$$

where $A$ is the integration constant; another integration constant has been chosen equal to zero since the functions $\beta$ and $\gamma$ depend only of the spatial
variable $x$.
From (3), we have

$$
\begin{equation*}
\alpha^{\prime \prime}=2 \beta^{\prime \prime}+\gamma^{\prime \prime} . \tag{36}
\end{equation*}
$$

Taking into account (34), we obtain from (36) the following equalities

$$
\begin{equation*}
\beta^{\prime \prime}(x)=\frac{1}{3} \alpha^{\prime \prime}(x), \quad \gamma^{\prime \prime}(x)=\frac{1}{3} \alpha^{\prime \prime}(x) . \tag{37}
\end{equation*}
$$

The solutions to the Equation (37) using (3) and (35) lead to the following expressions for $\beta(x)$ and $\gamma(x)$ :

$$
\begin{equation*}
\beta(x)=\frac{1}{3}(\alpha(x)+B x), \quad \gamma(x)=\frac{1}{3}(\alpha(x)-2 B x) \tag{38}
\end{equation*}
$$

where $B$ is the integration constant. Taking into account the expressions (35) and (38), we deduce easily $A=B$.

The Equation (6) being the first integral of (5) and (7), is a first order differential equation. Inserting (38) into (5) and substituting the result into (33), we get the Eintein equation $\binom{1}{1}$ under the form

$$
\begin{equation*}
\left(\alpha^{\prime}\right)^{2}-A^{2}=-3 \chi \mathrm{e}^{2 \alpha}\left[m S-F\left(I_{p}\right)\right] \tag{39}
\end{equation*}
$$

In order to solve the Equation (39), it is necessary to choose massless spinor field, i.e., $m=0$ according to unified nonlinear spinor theory of Heisenberg. The mass term should be obtained after quantization. For details, refer to [10] [11] and references therein.

From (31), for $m=0, \alpha^{\prime}=-\frac{1}{P} \frac{\mathrm{~d} P}{\mathrm{~d} x}$. Therefore (39) becomes

$$
\begin{equation*}
\frac{\mathrm{d} P}{\sqrt{A^{2} P^{2}+3 \chi C_{0}^{2} F\left(I_{p}\right)}}= \pm \mathrm{d} x \tag{40}
\end{equation*}
$$

Thus, the general exact solutions of Einstein equations and nonlinear spinor field equations are:

$$
\begin{equation*}
\int \frac{\mathrm{d} P}{\sqrt{A^{2} P^{2}+3 \chi C_{0}^{2} F\left(I_{p}\right)}}= \pm\left(x+x_{0}\right), \quad x_{0}=\text { cste } \tag{41}
\end{equation*}
$$

Let us remark that the general solutions depend on the analytics explicits forms of $F\left(I_{p}\right)$. Indeed knowing $F\left(I_{p}\right)$, we can find $P(x)$ from (41). If $P(x)$ is known, we can determine $\alpha(x)$ from (31) and if $\alpha(x)$ is known, we can determine easily $\beta(x)$ and $\gamma(x)$ from (38).

Taking into account $P(x)=C_{0} \mathrm{e}^{-\alpha(x)}$, we can establish the regular properties of the obtained solutions and on the other hand to establish the regularity of the metric functions and the matter fields in the whole space-time. Studying the energy density $T_{0}^{0}$, we can establish the localization properties of the solutions and the finiteness of The total energy [2] [8].

Let us resolve the spinor field equations in the following paragraph. We can get a concrete form of the functions $V_{\delta}$ by solving Equations (24)-(27) in a
more compacte form if we pass to the functions $V_{\delta}=\mathrm{e}^{-\frac{\alpha}{2}} W_{\delta}, \quad \delta=1,2,3,4$ :

$$
\begin{align*}
& W_{4}^{\prime}(x)-\phi(x) W_{3}(x)=0  \tag{42}\\
& W_{3}^{\prime}(x)-\phi(x) W_{4}(x)=0  \tag{43}\\
& W_{2}^{\prime}(x)+\phi(x) W_{1}(x)=0  \tag{44}\\
& W_{1}^{\prime}(x)+\phi(x) W_{2}(x)=0 \tag{45}
\end{align*}
$$

With $\phi(x)=2 F^{\prime}\left(I_{p}\right) P \mathrm{e}^{\alpha}$. Let us find from the set of first-order Equations (42)-(45) to a set second-order equations for the functions $W_{1}, W_{2}, W_{3}, W_{4}$.

We have:

$$
\begin{align*}
& W_{1}^{\prime \prime}-\frac{\phi^{\prime}}{\phi} W_{1}^{\prime}-\phi^{2} W_{1}=0  \tag{46}\\
& W_{2}^{\prime \prime}-\frac{\phi^{\prime}}{\phi} W_{2}^{\prime}-\phi^{2} W_{2}=0  \tag{47}\\
& W_{3}^{\prime \prime}-\frac{\phi^{\prime}}{\phi} W_{3}^{\prime}-\phi^{2} W_{3}=0  \tag{48}\\
& W_{4}^{\prime \prime}-\frac{\phi^{\prime}}{\phi} W_{4}^{\prime}-\phi^{2} W_{4}=0 \tag{49}
\end{align*}
$$

The solution of the Equation (46) is

$$
\begin{equation*}
W_{1}(x)=C_{1} \exp \left(\int \phi(x) \mathrm{d} x\right)+i C_{2} \exp \left(-\int \phi(x) \mathrm{d} x\right) \tag{50}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are integration constants.
From (45), the solution of the Equation (47) is

$$
\begin{equation*}
W_{2}(x)=-C_{1} \exp \left(\int \phi(x) \mathrm{d} x\right)+i C_{2} \exp \left(-\int \phi(x) \mathrm{d} x\right) \tag{51}
\end{equation*}
$$

Solving analogously Equations (48) and (49), we obtain the following expressions for $W_{3}$ and $W_{4}$ :

$$
\begin{align*}
& W_{3}(x)=C_{3} \exp \left(\int \phi(x) \mathrm{d} x\right)+i C_{4} \exp \left(-\int \phi(x) \mathrm{d} x\right)  \tag{52}\\
& W_{4}(x)=C_{3} \exp \left(\int \phi(x) \mathrm{d} x\right)-i C_{4} \exp \left(-\int \phi(x) \mathrm{d} x\right) \tag{53}
\end{align*}
$$

with $C_{3}$ and $C_{4}$ are integration constants.
Let us determine the link between the integration constants $C, C_{0}, C_{1}, C_{2}$, $C_{3}$ and $C_{4}$ which are in the solutions of Einstein's and spinor fields equations.

From $V_{\delta}=\mathrm{e}^{-\frac{\alpha}{2}} W_{\delta}$, we get

$$
\begin{equation*}
P=4\left(C_{1} C_{4}-C_{2} C_{3}\right) \exp (-\alpha), \tag{54}
\end{equation*}
$$

$$
\begin{equation*}
R(x)=2\left[\left(C_{2}^{2}-C_{4}^{2}\right) \exp \left(-2 \int \phi(x) \mathrm{d} x\right)+\left(C_{3}^{2}-C_{1}^{2}\right) \exp \left(2 \int \phi(x) \mathrm{d} x\right)\right] \exp (-\alpha) \tag{55}
\end{equation*}
$$

$S(x)=2\left[\left(C_{1}^{2}-C_{3}^{2}\right) \exp \left(2 \int \phi(x) \mathrm{d} x\right)+\left(C_{2}^{2}-C_{4}^{2}\right) \exp \left(2 \int \phi(x) \mathrm{d} x\right)\right] \exp (-\alpha)$.
Substituting the expressions (50), (51), (52) and (53) obtained previously in (32), we have

$$
\begin{equation*}
C=16\left(C_{1} C_{2}-C_{3} C_{4}\right)^{2} . \tag{57}
\end{equation*}
$$

Later, comparing the expression of $P(x)$ in (54) and $P(x)=C_{0} \mathrm{e}^{-\alpha}$, we have

$$
\begin{equation*}
C_{0}=4\left(C_{1} C_{4}-C_{2} C_{3}\right) . \tag{58}
\end{equation*}
$$

Thus, we have obtained the general solutions of the Equations (46)-(49) which contain four arbitrary constants $C_{1}, C_{2}, C_{3}$ and $C_{4}$.

In the following section, we shall analyze the general solutions obtained in the previous section choosing the nonlinear term in the concrete form.

## 3. Analysis of the Results: Concrete Form of Nonlinear Term in Spinor Lagrangian

Let us study the solution to linear Equation (Dirac's equation). Note that this solution is necessary for comparing with solutions to nonlinear spinor equations in order to clarify the influence of nonlinear terms in the nonlinear field equations in the formation of configuation of elementary particles.

In the linear case $L_{N}=0$ for $m=0$ we have from (22)

$$
\begin{equation*}
i \mathrm{e}^{-\alpha} \bar{\gamma}^{1}\left(\partial_{x}+\frac{1}{2} \alpha^{\prime}\right) \psi=0 \tag{59}
\end{equation*}
$$

Taking into account (41), we get

$$
\begin{equation*}
P(x)=C_{0} \mathrm{e}^{-A\left(x+x_{0}\right)} \tag{60}
\end{equation*}
$$

As $P(x)=C_{0} \mathrm{e}^{-\alpha}$, from (60), we obtain the expression of the metric function:

$$
\begin{equation*}
\alpha(x)=A\left(x+x_{0}\right) \tag{61}
\end{equation*}
$$

From (38), we find the following expressions of $\beta$ and $\gamma$ :

$$
\begin{align*}
& \beta(x)=\frac{2}{3} A\left(x+x_{0}\right)  \tag{62}\\
& \gamma(x)=-\frac{1}{3} A\left(x+x_{0}\right) \tag{63}
\end{align*}
$$

With $L_{N}=0$, the energy density is

$$
\begin{equation*}
T_{0}^{0}=0 \tag{64}
\end{equation*}
$$

From (64) it follows that, the energy density of the system is not localized. In sum, the soliton-like solutions are absent in the linear case.

Let us now consider a concrete type of nonlinear spinor field equation in the form $L_{N}=F\left(I_{p}\right)=\lambda P^{2 n}$ where $\lambda$ is a nonlinearity parameter and $n$ is a power of nonlinearity. In the first case, For $n=1$, we find Heisenberg-Ivanenko type nonlinear spinor field equation [10]

$$
\begin{equation*}
i e^{-\alpha} \bar{\gamma}^{1}\left(\partial_{x}+\frac{1}{2} \alpha^{\prime}\right) \psi-m \psi+2 i P \lambda \gamma^{5} \psi=0 \tag{65}
\end{equation*}
$$

Substituting $F\left(I_{P}\right)=\lambda I_{P}=\lambda P^{2}$ into (41), we obtain the similar expression as for a linear spinor field, only now the constant $A^{2}$ is replaced by $A^{2}+3 \chi \lambda C_{0}^{2}$.

We have

$$
\begin{equation*}
P(x)=C_{0} \mathrm{e}^{\left(x+x_{0}\right) \sqrt{A^{2}+3 \chi \chi C_{0}^{2}}} \tag{66}
\end{equation*}
$$

From the relation $P=C_{0} \mathrm{e}^{-\alpha}$, we get

$$
\begin{equation*}
\alpha(x)=-\left(x+x_{0}\right) \sqrt{A^{2}+3 \chi \lambda C_{0}^{2}} \tag{67}
\end{equation*}
$$

According to the equality (38), we define the functions $\beta(x)$ and $\gamma(x)$ as follows

$$
\begin{align*}
& \beta(x)=\frac{1}{3}\left[-\left(x+x_{0}\right) \sqrt{A^{2}+3 \chi \lambda C_{0}^{2}}+A x\right]  \tag{68}\\
& \gamma(x)=-\frac{1}{3}\left[\left(x+x_{0}\right) \sqrt{A^{2}+3 \chi \lambda C_{0}^{2}}+2 A x\right] \tag{69}
\end{align*}
$$

The invariant $I_{P}=P^{2}$ and the functions $g_{00}=\mathrm{e}^{2 \gamma}, g_{11}=-\mathrm{e}^{2 \alpha}$, $g_{22}=g_{33}=-\mathrm{e}^{2 \beta}$ are regular in all space.

The energy density $T_{0}^{0}$ has the following expression:

$$
\begin{equation*}
T_{0}^{0}=C_{0}^{2} \mathrm{e}^{2\left(x+x_{0}\right) \sqrt{A^{2}+3 \chi \lambda C_{0}^{2}}} \tag{70}
\end{equation*}
$$

hence we obtain for $\varepsilon(x)$ the energy density per unit invariant volume

$$
\begin{equation*}
\varepsilon(x)=T_{0}^{0} \sqrt{-3_{g}}=C_{0}^{2} \mathrm{e}^{2\left(x+x_{0}\right) \sqrt{A^{2}+3 \chi \lambda C_{0}^{2}}} \mathrm{e}^{\frac{2}{3} A x} \tag{71}
\end{equation*}
$$

We conclude from (70) and (71) that a localization of the energy density and the energy density per unit invariant volume are absent. The total energy diverges. The Equation (65) has no soliton-like solution.

In the second case when $F\left(I_{P}\right)=\lambda P^{2 n}$ and $n>1$, From (41), we have

$$
\begin{equation*}
P(x)=\left\{\frac{A}{\sqrt{3 \chi \lambda C_{0}^{2}} \sinh [A(n-1) x]}\right\}^{\frac{1}{n-1}} ; n>1 \tag{72}
\end{equation*}
$$

From (14), the energy density is

$$
\begin{equation*}
T_{0}^{0}=\lambda(2 n-1)\left\{\frac{A}{\sqrt{3 \chi \lambda C_{0}^{2}} \sinh [A(n-1) x]}\right\}^{\frac{2 n}{n-1}} ; n>1 \tag{73}
\end{equation*}
$$

We remark that, from $L_{N}=\lambda P^{2 n} ;(72)$ and (73), when $x \rightarrow 0, P(x) \rightarrow \infty$ and $T_{0}^{0} \rightarrow \infty$.

It follows that the energy density is not localized and the total energy does not finite value.

When $\lambda=-\Lambda^{2}$, from the relation (41), we deduce that:

$$
\begin{equation*}
P(x)=\left\{\frac{A}{\sqrt{3 \chi \Lambda^{2} C_{0}^{2}} \cosh [A(n-1) x]}\right\}^{\frac{1}{n-1}} \tag{74}
\end{equation*}
$$

From (74), it follows that $P(x)$ has its maximum value $\left\{\frac{A}{\sqrt{3 \chi \Lambda^{2} C_{0}^{2}}}\right\}^{\frac{1}{n-1}}$;
$n>1$ when $x=0$ and $P(x) \rightarrow 0$ when $x \rightarrow \pm \infty$. In this case $T_{0}^{0}$ is

$$
\begin{equation*}
T_{0}^{0}=-\Lambda^{2}(2 n-1)\left\{\frac{A}{\sqrt{3 \chi \Lambda^{2} C_{0}^{2}} \cosh [A(n-1) x]}\right\}^{\frac{2 n}{n-1}} ; n>1 \tag{75}
\end{equation*}
$$

From the expression (75), it follows that the energy density $T_{0}^{0}$ of a nonlinear spinor field is negative and localized in space when the nonlinear term of the equation is chosen under the form $L_{N}=F\left(I_{p}\right)=-\Lambda^{2} P^{2 n}$ with $-\Lambda^{2}<0 \quad$ [2] [12] [13].

The energy density per unit invariant volume is:

$$
\begin{equation*}
\varepsilon(x)=T_{0}^{0} \sqrt{-3_{g}}=-\Lambda^{2}(2 n-1) C_{0}^{\frac{5}{3}}\left\{\frac{A}{\sqrt{3 \chi C_{0}^{2} \Lambda^{2}} \cosh [A(n-1) x]}\right\}^{\frac{-4 n}{3(n-1)}} \mathrm{e}^{\frac{2}{A} A x} \tag{76}
\end{equation*}
$$

From (76), it follows that the energy density is negative and localized. Indeed, when $A>0 ; n>1$ and for $x \rightarrow \pm \infty ; \varepsilon \rightarrow 0$. Furthermore, $\varepsilon(x)$ has its minimal value $-\Lambda^{2}(2 n-1) C_{0}^{\frac{5}{3}}\left\{\frac{A}{\sqrt{3 \chi C_{0}^{2} \Lambda^{2}}}\right\}^{\frac{-4 n}{3(n-1)}}$ when $x=0$.

The total energy of spinor field is defined by

$$
E_{f}=\int_{-\infty}^{+\infty} \varepsilon(x) \mathrm{d} x=\int_{-\infty}^{+\infty} T_{0}^{0} \sqrt{-3_{g}} \mathrm{~d} x
$$

Thus

$$
\begin{equation*}
E_{f}=\int_{-\infty}^{+\infty}-\Lambda^{2}(2 n-1) C_{0}^{\frac{5}{3}}\left\{\frac{A}{\sqrt{3 \chi C_{0}^{2} \Lambda^{2}} \cosh [A(n-1) x]}\right\}^{\frac{-4 n}{3(n-1)}} \mathrm{e}^{\frac{2}{3} A x} \mathrm{~d} x<\infty \tag{77}
\end{equation*}
$$

$\varepsilon(x)$ is a regular, negative and localized function therefore the total energy $E_{f}$ is limited and negative.
Since the obtained solution is regular and has a localized energy density $T_{0}^{0}$, the total energy $E_{f}$ negative, limited and the metric functions regular and limited, it is a soliton-like solution. Moreover, this solution can be used to describe the configuration of the elementary particles.

From (50)-(53), we can obtain the concrete form of the functions $V_{\delta}(x)$ in their more compact form.

$$
\begin{align*}
& V_{1}(x)=\left(C_{1} \mathrm{e}^{\sigma(x)}+i C_{2} \mathrm{e}^{-\sigma(x)}\right) \cdot \mathrm{e}^{-\frac{\alpha}{2}}  \tag{78}\\
& V_{2}(x)=\left(-C_{1} \mathrm{e}^{\sigma(x)}+i C_{2} \mathrm{e}^{-\sigma(x)}\right) \cdot \mathrm{e}^{-\frac{\alpha}{2}}  \tag{79}\\
& V_{3}(x)=\left(C_{3} \mathrm{e}^{\sigma(x)}+i C_{4} \mathrm{e}^{-\sigma(x)}\right) \cdot \mathrm{e}^{-\frac{\alpha}{2}} .  \tag{80}\\
& V_{4}(x)=\left(C_{3} \mathrm{e}^{\sigma(x)}-i C_{4} \mathrm{e}^{-\sigma(x)}\right) \cdot \mathrm{e}^{-\frac{\alpha}{2}} . \tag{81}
\end{align*}
$$

where $C_{1} ; C_{2} ; C_{3}$ and $C_{4}$ are integration constants. Furtermore,
$\mathrm{e}^{-\frac{\alpha}{2}}=\left[P(x) / C_{0}\right]^{\frac{1}{2}}$ with $P(x)$ defined by the expression (74).

$$
\begin{equation*}
\sigma(x)=\int \Phi(x) \mathrm{d} x=2 \int F^{\prime}\left(I_{P}\right) C_{0} \mathrm{~d} x=-\frac{2 n A}{3 \chi C_{0}(n-1)} \tanh [A(n-1) x] \tag{82}
\end{equation*}
$$

$P(x)$ is a regular function, then $\sigma(x)$ and $V_{\delta}(x)$ are also the regular functions.

In sum, for a massless field (i.e. $m=0$ ) and $F\left(I_{p}\right)=-\Lambda^{2} I_{p}^{n} ; n>1$; the solutions of the equations of the spinor and gravitational fields have an energy density $\varepsilon(x)$ and total energy $E_{f}$ negative, regular and localized.

Let us now study the influence of the proper gravitational field in the formation of the configuration of elementary particles.

In order to determine the role of the own gravitational field in the formation of regular localized solutions of soliton-like type to nonlinear spinor field equations, it is necessary to consider solutions to Equation (9) in flat space-time when $\beta=\alpha=\gamma=0$ in (2). In this case, from (41) we get

$$
\begin{equation*}
P=C_{0}=\text { cste. } \tag{83}
\end{equation*}
$$

The explicit form of $V_{\delta}(x)$ is:

$$
\begin{align*}
& V_{1}(x)=\left(C_{1} \mathrm{e}^{M x}+i C_{2} \mathrm{e}^{-M x}\right)  \tag{84}\\
& V_{2}(x)=\left(-C_{1} \mathrm{e}^{M x}+i C_{2} \mathrm{e}^{-M x}\right)  \tag{85}\\
& V_{3}(x)=\left(C_{3} \mathrm{e}^{M x}+i C_{4} \mathrm{e}^{-M x}\right)  \tag{86}\\
& V_{4}(x)=\left(C_{3} \mathrm{e}^{M x}-i C_{4} \mathrm{e}^{-M x}\right) \tag{87}
\end{align*}
$$

where $\sigma(x)=M x ; M=$ cste and $T_{0}^{0}=c s t e$.
We deduce that, the proper gravitational field of elementary particles plays an important role in the aim to obtain the regular solutions which possess a localized energy density and limited total energy of the nonlinear equations with the nonlinear term depending on $P^{2}$.

The last point is addressed to the spinor current vector and the total charge. Using the general solutions of the Equations (24)-(27), we can write the components of the spinor current vector $j^{\mu}=\bar{\psi} \gamma^{\mu} \psi$ :

$$
\begin{gather*}
j^{0}=\psi^{+} \bar{\gamma}^{0} \gamma^{0} \psi \\
j^{0}=\left(V_{1}^{*} V_{1}+V_{2}^{*} V_{2}+V_{3}^{*} V_{3}+V_{4}^{*} V_{4}\right) \mathrm{e}^{-\alpha-\gamma} . \\
j^{0}=\left[C_{1}^{2} \cosh ^{2} \sigma(x)+C_{2}^{2} \cosh ^{2} \sigma(x)+C_{1}^{2} \sinh ^{2} \sigma(x)+C_{2}^{2} \sinh ^{2} \sigma(x)\right] \mathrm{e}^{-\alpha-\gamma} .(88)  \tag{88}\\
j^{1}=\psi^{+} \bar{\gamma}^{0} \gamma^{1} \psi . \\
j^{1}=\left[V_{1}^{*} V_{4}+V_{2}^{*} V_{3}+V_{3}^{*} V_{2}+V_{4}^{*} V_{1}\right] \mathrm{e}^{-2 \alpha} . \\
j^{1}=0 .  \tag{89}\\
j^{2}=\psi^{+} \bar{\gamma}^{0} \gamma^{2} \psi . \\
j^{2}=i\left[V_{1}^{*} V_{4}+V_{2}^{*} V_{3}+V_{3}^{*} V_{2}+V_{4}^{*} V_{1}\right] \mathrm{e}^{-2 \alpha} .
\end{gather*}
$$

$$
\begin{gather*}
j^{2}=-2\left[C_{1}^{2} \cosh \sigma(x) \sinh (x)-C_{2}^{2} \cosh \sigma(x) \sinh \sigma(x)\right] \mathrm{e}^{-\alpha-\beta}  \tag{90}\\
j^{3}=\psi^{+} \bar{\gamma}^{0} \gamma^{3} \psi \\
j^{3}=\left[V_{1}^{*} V_{3}-V_{2}^{*} V_{4}+V_{3}^{*} V_{1}-V_{4}^{*} V_{2}\right] \mathrm{e}^{-\alpha-\gamma} \\
j^{3}=0 \tag{91}
\end{gather*}
$$

Since the field configuration is chosen to be static plane symmetric, the spatial components of the spinor current vanishes. Alone the component $j^{0}$ is nonzero. This assumption leads to the following relations between the constants:

$$
\begin{equation*}
j^{1}=j^{2}=j^{3}=0 \quad \text { and } \quad j^{2}=0 \Rightarrow C_{1}=C_{2}=a . \tag{92}
\end{equation*}
$$

The component $j^{0}$ defines the charge density of spinor field that has the following chronometric-invariant form given by the expression

$$
\begin{equation*}
\rho(x)=\left(j_{0} j^{0}\right)^{\frac{1}{2}}=2 a^{2} \cosh [2 \sigma(x)] \mathrm{e}^{-\alpha} \tag{93}
\end{equation*}
$$

The total charge of the spin is defined by

$$
\begin{equation*}
Q=\int_{-\infty}^{+\infty} \rho(x) \sqrt{3_{-g}} \mathrm{~d} x \tag{94}
\end{equation*}
$$

The spin tensor is given by the expression as in [9] [11]

$$
\begin{equation*}
S^{\mu \nu, \lambda}=\frac{1}{4} \bar{\psi}\left\{\gamma^{\lambda} \sigma^{\mu \nu}+\sigma^{\mu \nu} \gamma^{\lambda}\right\} \psi . \tag{95}
\end{equation*}
$$

The spatial density of the spin tensor $S^{i k, 0}, i, k=1 ; 2 ; 3$ from (95) is:

$$
\begin{equation*}
S^{i k, 0}=\frac{1}{4} \bar{\psi}\left\{\gamma^{0} \sigma^{i k}+\sigma^{i k} \gamma^{0}\right\} \psi=\frac{1}{2} \bar{\psi} \gamma^{0} \sigma^{i k} \psi . \tag{96}
\end{equation*}
$$

Here $\mathrm{i}, \mathrm{j}, \mathrm{k}$ take the value $1,2,3$ and $i \neq j \neq k$. Thus, for the projection of spin vector on the $\mathrm{x}, \mathrm{y}$ and z axis, we get:

$$
\begin{align*}
& S^{23,0}=\left[V_{1}^{*} V_{2}+V_{2}^{*} V_{1}+V_{3}^{*} V_{4}+V_{4}^{*} V_{3}\right] \mathrm{e}^{-\alpha-2 \beta-\gamma}  \tag{97}\\
& S^{31,0}=\left[V_{1}^{*} V_{2}-V_{2}^{*} V_{1}+V_{3}^{*} V_{4}-V_{4}^{*} V_{3}\right] \mathrm{e}^{-2 \alpha-\beta-\gamma}  \tag{98}\\
& S^{12,0}=\left[V_{1}^{*} V_{1}-V_{2}^{*} V_{2}+V_{3}^{*} V_{3}+V_{4}^{*} V_{4}\right] \mathrm{e}^{-2 \alpha-\beta-\gamma} \tag{99}
\end{align*}
$$

Thus, we have

$$
\begin{gather*}
S^{12,0}=S^{13,0}=0 .  \tag{100}\\
S^{23,0}=a^{2} \cosh [2 \sigma(x)] \mathrm{e}^{-\alpha} . \tag{101}
\end{gather*}
$$

From (101) the chronometric invariant spin tensor is defined by:

$$
\begin{equation*}
S_{c h I}^{23,0}=\left(S_{23,0} S^{23,0}\right)^{\frac{1}{2}}=a^{2} \cosh [2 \sigma(x)] \mathrm{e}^{-\alpha} . \tag{102}
\end{equation*}
$$

We remark that the total charge and total spin are not limited because from (93), $\rho(x)$ is not a localized function since when $x \rightarrow \pm \infty$, we have $\rho(x) \rightarrow \pm \infty$. Thus, we can note that the nonlinearity of the spinor field equation and the consideration of the proper gravitational field of the elementary particles are the necessary conditions but not sufficient in order to obtain the limited total charge and total spin to confirm what are got experimentaly.

## 4. Concluding Remarks

In this research work, we have obtained the analytic general solutions of nonlinear spinor and gravitational fields equations which are regular, localized energy density and finite total energy. These solutions are soliton like solutions. They can be used in order to describe the configuration of elementary particles. In flat space-time and linear cases, the soliton like solutions are absent. The role of the own gravitational field is crucial for the formation of soliton-like configuration of nonlinear spinor fields. In the case of the study of polynomial nonlinearities $L_{N}=\lambda P^{2 n}, n>1$, we remark that the obtained solutions are regular, localized energy density and finite quantity of total energy in the exclusively case where $\lambda=-\Lambda^{2}$. Emphasize that the total charge and total spin are not limited in the all metric case. Our perspective, in the forthcomming research work, is to examine the spherical symmetric soliton-like solutions to the spinor field equations with nonlinear terms $L_{N}=F\left(I_{P}\right)$ which are arbitrary functions of $I_{P}=\left(i \bar{\psi} \gamma^{5} \psi\right)^{2}$.
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#### Abstract

The ac recombination velocity of the excess minority carriers, in the back surface of a silicon solar cell with a vertical junction connected in series, is developed through Einstein's law giving the diffusion coefficient of minority carriers according to temperature, through mobility. The frequency spectrum of both, amplitude and phase, are produced for the diffusion coefficient and the recombination velocity in the rear face, in order to identify the parameters of equivalent electric models.
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## 1. Introduction

Vertical multi-junctions (VMJ) silicon solar cells have an architecture that is an alternative for collecting minority carriers with low-diffusion length [1] [2] [3] [4] [5].

Two types of VMJ solar cells are developed, by a succession of npp or pnn junctions. The VMJ-P has connections in parallel, between bases and connections between emitters. Thus a base type $(\mathrm{p})$ is surrounded by two emitters allowing the collection of minority carriers at close range, leading to the increase
of photocurrent [6] [7] [8]. The VMJ-S, presents a succession of npp+ or pnn+ solar cells, connected in series, allowing increasing the electrical voltage [9].

The VMJ is designed to operate under light concentration to generate more minority carriers, thereby increasing voltage or current production. In this situation, temperature is an important factor that influences the operating performance of the solar cell, through the physical mechanisms that are important to study [10]. In this work, the ac recombination velocity in the rear face ( $\mathrm{p} / \mathrm{p}+$ ) of the solar cell, is determined and studied in temperature using the frequency spectrum of its amplitude and phase.

## 2. Theory

The structure of the serially connected vertical multi-junctions silicon solar cell, under monochromatic illumination in frequency modulation, is given by Figure 1 [11].

The unit of the solar cell extracted from the series representation, is a npp+ structure, the base of which is studied by variation in the temperature $T$ (Figure 2).

The continuity equation relating to the excess minority carriers density $\delta(x, z, T, t)$ in the base at temperature $T$, and under monochromatic illumination in frequency modulation, is given by the relationship [12] [13]:

$$
\begin{equation*}
D(\omega, T) \times \frac{\partial^{2} \delta(x, z, \omega, T, t)}{\partial x^{2}}-\frac{\delta(x, z, \omega, T, t)}{\tau}=-G(z, \omega, t)+\frac{\partial \delta(x, z, \omega, T, t)}{\partial t} \tag{1}
\end{equation*}
$$



Figure 1. Schematic of a series-connected vertical multi-junction solar cells.


Figure 2. Across section of the vertical junction.

The density of photogenerated carriers is written according to the space coordinates $(x, z)$ and the time $t$ as:

$$
\begin{equation*}
\delta(x, z, t)=\delta(x, z) \exp (-j \omega t) \tag{2}
\end{equation*}
$$

The minority carriers generation rate at depth $z$ in the base and at any point of absciss $x$, under the modulation frequency $\omega$ of the incident wave, is given by the relationship:

$$
\begin{equation*}
G(z, \omega, t)=g(z) \exp (-j \omega t) \tag{3}
\end{equation*}
$$

where $g(z)$ is the steady stateminority carriers generation rate at the $z$ depth induced in the base by a monochromatic light of incident flow $\phi(\lambda)$, respectively with monochromatic absorption and reflecting coefficients $\alpha(\lambda)$ and $R(\lambda)$. It is then written by the following relation:

$$
\begin{equation*}
g(z)=\alpha(\lambda) \cdot(1-R(\lambda)) \cdot \phi(\lambda) \cdot \exp (-\alpha(\lambda) \cdot z) \tag{4}
\end{equation*}
$$

With $\tau$ the excess minority carrier lifetime in the base.
$D(\omega, T)$ is the complex diffusion coefficient of excess minority carrier in the base at T-temperature. Its expression is given by the relationship [14]:

$$
\begin{equation*}
D(\omega, T)=\frac{D(T)\left(1-j \cdot \omega^{2} \tau^{2}\right)}{1+(\omega \tau)^{2}} \tag{5}
\end{equation*}
$$

$D_{0}(T)$ is the temperature-dependent diffusion coefficient given by Einstein's relationship [15]:

$$
\begin{equation*}
D(T)=\mu(T) \cdot \frac{K_{b} \cdot T}{q} \tag{6}
\end{equation*}
$$

$T$ is the temperature in Kelvin, $K_{b}$ the Boltzmann constant:

$$
\begin{equation*}
K_{b}=1.38 \times 10^{-23} \mathrm{~m}^{2} \cdot \mathrm{~kg} \cdot \mathrm{~S}^{-2} \cdot \mathrm{~K}^{-1} \tag{7}
\end{equation*}
$$

The minority carrier mobility coefficient [16] expressed according to the temperature, is given by:

$$
\begin{equation*}
\mu(T)=1.43 \times 10^{9} T^{-2.42} \mathrm{~cm}^{2} \cdot \mathrm{~V}^{-1} \cdot \mathrm{~s}^{-1} \tag{8}
\end{equation*}
$$

By replacing the Equations (2) and (3) in the Equation (1), the continuity equation for the excess minority carriers density in the base is reduced to the following relationship:

$$
\begin{equation*}
\frac{\partial^{2} \delta(x, z, \omega, T)}{\partial x^{2}}-\frac{\delta(x, z, \omega, T)}{L^{2}(\omega, T)}=-\frac{G(x, z)}{D(\omega, T)} \tag{9}
\end{equation*}
$$

$L(\omega, T)$ is the complex diffusion length of excess minority carrier in the base; ilest donné par :

$$
\begin{equation*}
L(\omega, T)=\frac{\sqrt{D(\omega, T) \tau}}{\sqrt{1+j \cdot \omega \cdot \tau}} \tag{10}
\end{equation*}
$$

$(\omega, T)$ is the ac minority carriers diffusion coefficient in the base under the influence of temperature and the minority carrier lifetime in the base.

Thus the solution of the Equation (9) is given by the following expression of the ac density of minority carriers:

$$
\begin{align*}
\delta(x, \omega, T, z)= & A \cosh \left(\frac{x}{L(\omega, T)}\right)+B \sinh \left(\frac{x}{L(\omega, T)}\right) \\
& +\frac{L^{2}(\omega, T)}{D(\omega, T)} \cdot \alpha_{t}(1-R(\lambda)) \cdot \phi(\lambda) \cdot \exp \left(\alpha_{t} \cdot z\right) \tag{11}
\end{align*}
$$

Coefficients $A$ and $B$ are determined from conditions at the base space boundaries, i.e. at the junction $(x=0)$ and in the rear $(x=H)$ and are expressed by:

1) At, $x=0$, at the junction emitter-base ( $\mathrm{n} / \mathrm{p}$ ) surface

$$
\begin{equation*}
\left.D(\omega, T) \cdot \frac{\partial \delta(x, z, T, \omega)}{\partial x}\right|_{x=0}=\left.S f \cdot \delta(x, z, T, \omega)\right|_{x=0} \tag{12}
\end{equation*}
$$

2) At, $x=H$, the back surface $(\mathrm{p} / \mathrm{p}+)$

$$
\begin{equation*}
\left.D(\omega, T) \cdot \frac{\partial \delta(x, z, \omega)}{\partial x}\right|_{x=H}=-\left.S b \cdot \delta(x, z, T, \omega)\right|_{x=H} \tag{13}
\end{equation*}
$$

where $S f$ is the junction surface recombination velocity [17]. It can be represented into the sum of two terms. We then get:

$$
\begin{equation*}
S f=S f_{o}+S f_{j} \tag{14}
\end{equation*}
$$

$S f_{O}$, defines the lost electrical charges velocity at the junction surface and is related to shunt resistance in establishing the electric model equivalent to the illuminated solar cell [17] [18].
$S f_{j}$ is the velocity of the flow of electrical charges that crosses through the external charge and defines the solar cell operating point [18].

Sb is the excess minority carrier recombination velocity at the rear surface of the solar cell's base ( $\mathrm{p} / \mathrm{p}+$ ) [19]. It characterizes the electric field in this area (low-high junction), which allows the return of minority carrier to the junction to participate in the photocurrent.

## 3. Results and Discussions

### 3.1. Diffusion Coefficient: Bode and Nyquist Diagrams for Différent Temperatures

The amplitude and phase of the diffusion coefficient under different temperatures, are represented versus frequency, through the Figure 3 and Figure 4.

For a given temperature, the diffusion coefficient is maximum and virtually constant when the frequency is low. Indeed, in a quasi-static regime the diffusion of minority carriers is not influenced by the frequency which explains the level observed. On the other hand, in a dynamic frequency regime, repeated arousals lead to a problem of relaxation of the solar cell which is a blocking factor for the diffusion of minority carriers. In addition, an increase in temperature decreases the diffusion of minority carriers. The diffusion is more sensitive to temperature in a quasi-static regime.


Figure 3. Diffusion coefficient versus frequency for different temperatures.


Figure 4. Diffusion coefficient phase versus frequency for different temperatures.

In a dynamic frequency regime, the problem of relaxation in the solar cell, blocks the diffusion of the minority carriers which gives a negative phase of the diffusion coefficient. The Nyquist diagram is shown in Figure 5.

We find that the radius of the semicircles decreases according to the temperature with a shift from the center of the circles to the origin of the axes. The semicircle indicates a resistor in parallel with a capacitor, so gives rise to a single time constant. The deformation of the semicircles, corresponds to a time constant, time dependent. The exploitation of the half-circle radius allows to determine electrical parameters characteristic of the equivalent electric model.

### 3.2. Photocurrent

The density of photocurrent at the junction is obtained from the density of minority carriers in the base and is given by the following expression:


Figure 5. Imaginary component versus real component of diffusion coefficient for different temperatures.

$$
\begin{equation*}
J_{P h}(\omega, T, S f, S b)=\left.q \cdot D(\omega, T) \cdot \frac{\partial \delta(x, \omega, T, S f, S b)}{\partial x}\right|_{x=0} \tag{15}
\end{equation*}
$$

where $q$ is the elementary electron charge.
Figure 6 shows ac photocurrent density versus the junction surface recombination velocity for different temperatures.

### 3.3. Deduction of the $\operatorname{Sb}(\omega, T)$ Expression

The representation of photocurrent density according to the junction recombination velocity of minority carriers shows that, for very large $S f$, a bearing sets up and corresponds to the short-circuit current density (Jphsc). So in this junction recombination velocity interval, we can write [20]:

$$
\begin{equation*}
\frac{\partial J_{p h}(\omega, T, S f, S b)}{\partial S f}=0 \tag{16}
\end{equation*}
$$

The solution of this equation leads to expressions of the ac recombination velocity in the back surface, given by:

$$
\begin{align*}
& \operatorname{Sb1}(\omega, T)=\frac{D(\omega, T) \cdot \sinh \left(\frac{H}{L(\omega, T)}\right)}{L(\omega, T) \cdot\left[\cosh \left(\frac{H}{L(\omega, T)}\right)-1\right]}  \tag{17}\\
& S b 2(\omega, T)=-\frac{D(\omega, T)}{L(\omega, T)} \cdot \tanh \left(\frac{H}{L(\omega, T)}\right) \tag{18}
\end{align*}
$$

Previous studies have looked at the second solution given to the Equation (18). Our study will consider this second solution, whose module and phase are represented versus the logarithm of the modulation frequency by the Figure 7 and Figure 8, for different temperatures.


Figure 6. Photocurrent density versus junction surface recombination velocity under temperature influence. $\omega=10^{5} \mathrm{rad} / \mathrm{s}, H=0.025 \mathrm{~cm} ; z=0.017 \mathrm{~cm} ; \lambda=0.9$ $\mu \mathrm{m}$.


Figure 7. Module of Sb versus frequency for different temperatures.

Ac Sb in complex form (real and imaginary components) is presented by analogy of the effect of Maxwell-Wagner-Sillars (MWS) model [21] [22] [23] and can be written as:

$$
\begin{equation*}
S b(\omega, T)=S b^{\prime}(\omega, T)+J \cdot S b^{\prime \prime}(\omega, T) \tag{19}
\end{equation*}
$$

We define the ac phase for a given temperature, as following equation:

$$
\begin{equation*}
\tan (\phi(\omega, T))=\frac{S b^{\prime \prime}(\omega, T)}{S b^{\prime}(\omega, T)} \tag{20}
\end{equation*}
$$

$S b_{\text {ampl }}(\omega, T)$ and $\phi(\omega, T)$ correspond for a given temperature $T$, to the amplitude and phase component of $S b$.

At low frequencies ( $\leq 10^{4} \mathrm{rad} / \mathrm{s}$ ), the stationary regime is observed and gives constant amplitudes for each T . These amplitudes decrease with the temperature $T$. Beyond the frequency ( $>10^{4} \mathrm{rad} / \mathrm{s}$ ), the cut-off frequency $\left(\omega_{o} s b(T)\right.$ ) is determined for each temperature. It is noted that the cut-off frequency decreases with the temperature $T$, as does the amplitude ( $\left(\boldsymbol{b}_{\text {ampp }}\right)$ and on the other hand the frequency ( $\omega_{s b}(T)$ ) of oscillations increases, in the part corresponding to the dynamic regime(See Table 1).
The phase is represented versus the logarithm of the modulation frequency. The part corresponding to the dynamic regime shows sinusoidal oscillations between positive and negative values of the phase, amplitude ( $\Phi a m p l$ ) that decreases with the temperature $T$ and the frequency of oscillations ( $\omega_{\Phi}$ ), which on the other hand increases with the temperature $T$ (See Table 2).

Figure 9 produces the Niquyst diagram of the excess minority carrier recombination velocity for different temperatures. The radius of the resulting circles decreases with temperature, with a shift from the center of the circles to the origin of the axes (See Table 3 and Table 4).

Figure 10 and Figure 11 show that the sb recombination velocity decreases with temperature. Indeed, when the temperature is above the optimum temperature (Topt-300 K) [24], thermal agitation leads to the exponential evolution of umklapp processes that predict a temperature dependence of thermal conductivity

Table 1. Ac Sb periods for different temperatures.

| $T(\mathrm{~K})$ | 250 | 300 | 350 | 400 | 450 | 500 | 550 | 600 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega_{c}(\mathrm{rad} / \mathrm{s})$ | $10^{4.34}$ | $10^{4.38}$ | $10^{4.33}$ | $10^{4.24}$ | $10^{4.23}$ | $10^{4.24}$ | $10^{4.06}$ | $10^{4.18}$ |
| $S b(T)(\mathrm{cm} / \mathrm{s})$ | 1837.1 | 1813.1 | 1583.9 | 1523.8 | 1377 | 1295.5 | 1240 | 1156.3 |
| $S b, \mathrm{ampl}(\mathrm{cm} / \mathrm{s})$ | 2711.3 | 2118.7 | 1940.9 | 1650.4 | 1547.4 | 1414.5 | 1280.5 | 1218.6 |
| $\omega(\mathrm{rad} / \mathrm{s})$ | $10^{5.14}$ | $10^{5.00}$ | $10^{5.04}$ | $10^{4.91}$ | $10^{4.96}$ | $10^{4.93}$ | $10^{4.82}$ | $10^{4.87}$ |

Table 2. Ac Sb , phase period for different temperatures.

| $T(\mathrm{~K})$ | 250 | 300 | 350 | 400 | 450 | 500 | 550 | 600 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Phi \mathrm{ampl}$ | 0.20 | 0.15 | 0.11 | 0.08 | 0.06 | 0.04 | 0.03 | 0.02 |
| $\omega_{\Phi}(\mathrm{rad} / \mathrm{s})$ | $10^{4.85}$ | $10^{4.79}$ | $10^{4.74}$ | $10^{4.70}$ | $10^{4.67}$ | $10^{4.64}$ | $10^{4.61}$ | $10^{4.57}$ |

Table 3. Maximum amplitude of the imaginary part of Sb for different temperatures.

| $T(\mathrm{~K})$ | 250 | 300 | 350 | 400 | 450 | 500 | 550 | 600 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{ImSb}_{\text {max }}(\mathrm{cm} / \mathrm{s})$ | 459.96 | 293.63 | 195.11 | 132.75 | 92.77 | 65.36 | 47.41 | 34.63 |

Table 4. Parallel resistors characterizing Sb for different temperatures.

| $T(\mathrm{~K})$ | 250 | 300 | 350 | 400 | 450 | 500 | 550 | 600 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Re}(S b(\mathrm{~cm} / \mathrm{s}))$ | 2712 | 2252 | 1941 | 1717 | 1547 | 1415 | 1307 | 1219 |
| $\frac{1}{\operatorname{Re}(S b(\mathrm{~cm} / \mathrm{s})) \cdot 10^{-5}}$ | 36.873 | 44.405 | 51.52 | 58.241 | 64.641 | 70.671 | 76.511 | 82.034 |



Figure 8. Phase of Sb versus frequency for different temperatures.


Figure 9. Imaginary compoment versus real compoment of Sb for different Temperatures.


Figure 10. $\log (\operatorname{Im}(\mathrm{Sb}))$ versus of temperature.


Figure 11. Reciprocal of Sb real part versus temperature.
in $1 / T$ [25] [26] [27]. This decreases the mobility of excess minority carriers and results in a decrease in the diffusion coefficient [25] which increases recombination.

The negative phase of the ac Sb recombination velocity and the determination of electrical parameters, with the Bode and Nyquist diagrams, characterizing Sb , allow to determine the equivalent electric model [28] [29].

## 4. Conclusion

The solar cell's ac back surface ( $\mathrm{p} / \mathrm{p}+$ ) recombination velocity that controls the recombination of the excess minority carrier has been determined. Thus, the spectroscopy method allowed the study of the Bode and Nyquist diagrams and extracted certain electrical parameters characterizing the equivalent electric model. The effect of temperature on back surface recombination velocity was explained by umklapp processes.
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## Open Access


#### Abstract

We analyze the spin coincidence experiment considered by Bell in the derivation of Bells theorem. We solve the equation of motion for the spin system with a spin Hamiltonian, $H_{z}$, where the magnetic field is only in the $z$-direction. For the specific case of the coincidence experiment where the two magnets have the same orientation the Hamiltonian $H_{z}$ commutes with the total spin $I_{z}$, which thus emerges as a constant of the motion. Bells argument is then that an observation of spin up at one magnet A necessarily implies spin down at the other B. For an isolated spin system A-B with classical translational degrees of freedom and an initial spin singlet state there is no force on the spin particles A and B. The spins are fully entangled but none of the spin particles A or B are deflected by the Stern-Gerlach magnets. This result is not compatible with Bells assumption that spin $1 / 2$ particles are deflected in a Stern-Gerlach device. Assuming a more realistic Hamiltonian $H_{z}+H_{x}$ including a gradient in $x$ direction the total $I_{z}$ is not conserved and fully entanglement is not expected in this case. The conclusion is that Bells theorem is not applicable to spin coincidence measurement originally discussed by Bell.


## Keywords

Bells Theorem, Disentanglement, Stern-Gerlach Coincident
Measurement, Singlet Spin State

## 1. Introduction

In 1966, Bell [1] presented an analysis of a thought experiment based on independent measurements of the spin state of two initially correlated particles. Using an example advocated by Bohm and Aharonov [2] he described the experiment as follows:

Consider a pair of spin-one-half particles formed somehow in the singlet spin state and moving freely in opposite direc-
tions. Measurements can be made, say by Stern-Gerlach magnets, on selected components of the spins $\sigma_{\mathbf{A}}$ and $\sigma_{\mathbf{B}}$. If measurement of component $\sigma_{\mathbf{A}} \cdot \vec{a}$ where $\vec{a}$ is some $u-$ nit vector, yield the value +1 then, according to quantum mechanics, measurements of $\sigma_{\mathbf{B}} \cdot \vec{a}$ must yield the value -1 and vice versa. Now we make the hypothesis, and it seems one at least worth considering, that if the two measurements are made at places remote from one another the orientation of the magnet does not influence the result obtained with the other. Since we can predict in advance the result of measuring any chosen component of $\sigma_{\mathbf{B}}$, by previously measuring the same component of $\sigma_{\mathbf{A}}$ it follows that the result of any such a measurement must actually be predetermined [1].

In the present paper, we aim at scrutinizing the arguments used by Bell using recent advances [3] in the formal description of the Stern-Gerlach experiment [4]. A crucial question from our perspective, concerns the anticipated correlation between the observations in the two magnets. Bell's analysis is based on the assumption that the initial spin singlet state is preserved during the passage through the two Stern-Gerlach devises. We argue below that there is a coupling between the spin and translational degrees of freedom caused by inhomogeneities in the magnet field. This coupling leads to changes in the spin state and a partial disentanglement of the initial singlet state.

## 2. The Stern-Gerlach Setup and Its Application to Coincidence Measurements

The essential ingredients in a Stern-Gerlach experiment is i) a source of spin particles, for simplicity we consider $I=1 / 2$ particles. The source should give particles of as well-defined speed as possible. Through a slit system particles are selected to propagate in a narrow solid angle, chosen here to be in the $y$-direction. The particles then enter the gap of a magnet where the main component, $B_{z}$ of the field $B$ is perpendicular to the direction of propagation. The field $B$ is inhomogeneous with a gradient $\frac{d B_{z}}{d z}$ in the $z$-direction. It follows from Maxwells laws that there is also a matching gradient in some other direction; in the SG case the $x$-direction. Using such a setup Stern and Gerlach observed [4] that silver atoms, later realized to have spin $1 / 2$, were deflected an amount $\pm \Delta z$ in the gradient. Only these two alternatives were observed and the degree of deflection was later found to be consistent with estimates of the magnetic moment associated with the spin of an electron. The, empirical, conclusion was that the silver atoms passed through the magnet as if they were either in the $I_{z}=+1 / 2$ or $I_{z}=-1 / 2$ state, with equal probability. In the conventional, textbook analysis of the experiment the translational motion is described classically and one leaves the question open of how a spin of initially unspecified polarization appears as polarized along the direction of the magnetic field [5]. By analyzing how the predicted outcome of the experiment depended on the relative orientation of the two magnets Bell found that the expected observation at one magnet depended on the orientation of the second magnet in spite of the fact that there was no direct physical interaction between the
particles once they had left the source. This observation, later coined Bells theorem, has given rise to a large discussion concerning nonlocality effects in quantum systems. [6] In later years the discussion of this effect has mainly been concentrated on photon systems. The present paper is solely concerned with the discussion of the original coincidence spin measurement argument.

Consider the special case when the two magnets have the same orientation in the $x z$-plane chosen to be the $z$ direction. According to the original SG observation the spin particle reaches the detector of magnet A at say position $+\Delta z$ indicating that $I_{z A}=+1 / 2$. What is the expected observation for the other particle of the pair at the second magnet? Following Bohms reasoning Bell concluded that by necessity $I_{z B}=-1 / 2$ for this particle and it then should be observed at $-\Delta z$ in the second magnet. To see the basis for this conclusion considered first the spin Hamiltionian

$$
\begin{align*}
H_{z} \equiv H_{z A}+H_{z B} & =\left[-\gamma \hbar\left[B_{z}+\frac{d B_{z}}{d z} z(t)\right] I_{z}\right. \\
& +\left[-\gamma \hbar\left[B_{z}+\frac{d B_{z}}{d z} z(t)\right] I_{z}\right. \tag{1}
\end{align*}
$$

where $\gamma$ and $\hbar$ have their usual meaning. Equation (1) is typically used to analyze the SG experiment in elementary texts. It follows that the total spin in the $z$-direction $I_{z}=I_{z A}+I_{z B}$ commutes with the Hamiltonian and $I_{z}$ is a constant of the motion. For a singlet state, $\left|S_{0}\right\rangle$, it has a value $I_{z}=0$ so $I_{z A}=1 / 2$ implies $I_{z B}=-1 / 2$, or vice versa. By necessity there is, within the magnet, also a field in the $x$-direction and thus two terms

$$
\begin{align*}
H_{x} \equiv H_{x A}+H_{x B} & =\left[-\gamma \hbar \frac{d B_{z}}{d x} x(t) I_{x}\right]_{A} \\
& \left.+-\gamma \hbar \frac{d B_{z}}{d x} x(t) I_{x}\right]_{B} \tag{2}
\end{align*}
$$

in the spin Hamiltonian. Bohm argued that the gradient in the $x$ direction was of negligible consequence $[7,8]$ so that it is a good approximation to analyze the experiment on the basis of a further simplified Hamiltonian $H_{z}$. Still $I_{z}$ is strictly not a constant of the motion.

The analysis of the coincidence experiment by Bell is based on two basic arguments. The first is the empirical finding of the SG experiment that a spin $1 / 2$ particle is deflected an amount $\pm \Delta z$. The second is that for parallel orientations of the two magnets the total spin $I_{z}$ is conserved which follows theoretically using the Hamiltonian $H_{z}$. The dependence of the outcome on the relative orientation of the two magnets then follows in a straightforward way. We note that the two basic arguments have different origins; one empirical and one theoretical.

## 3. Describing the Stern-Gerlach Experiment through the Hamiltonian $H_{z}$

It is implicit in the Hamiltoinan $H_{z}$ that the translational degrees of freedom are described classically. We now investigate to which extent this Hamiltonian describes the dynamics of spin particles in the SG magnet. In contrast to the original SG experiment the initial spin state is known and represented by an entangled singlet in the coincidence setup. The equation of motion for the spin "density operator", $\sigma(t)$,

$$
\begin{equation*}
\frac{d}{d t} \sigma(t)=-\frac{i}{\hbar}\left[H_{z}, \sigma(t)\right] \tag{3}
\end{equation*}
$$

To illustrate our point it is sufficient to consider the special case with only one Stern-Gerlach device. Then

$$
\begin{equation*}
H_{z}=H_{z A} \tag{4}
\end{equation*}
$$

For two $I=1 / 2$ particles there are 16 spin density operator components. For the case with a magnetic field solely along the z-direction only four components couple; $\left|S_{0}><S_{0}\right|,\left|S_{0}><T_{0}\right|, \mid T_{0}><$ $S_{0}\left|,\left|T_{0}><T_{0}\right|\right.$. Here $\left.| S_{0}\right\rangle$ denotes the singlet state and $\left|T_{0}\right\rangle$ the triplet state with $S_{z}=0$. The equation of motion,

$$
\frac{d}{d t}\left[\begin{array}{l}
\sigma_{A B}(t)_{\left|S_{0}><S_{0}\right|}  \tag{5}\\
\sigma_{A B}(t)_{\left|S_{0}><T_{0}\right|} \\
\sigma_{A B}(t)_{\left|T_{0}><S_{0}\right|} \\
\sigma_{A B}(t)_{\left|T_{0}><T_{0}\right|}
\end{array}\right]=
$$

$\frac{1}{2}\left[\begin{array}{lllr}0 & -i \omega_{A}(z) & i \omega_{A}(z) & 0 \\ -i \omega_{A}(z) & 0 & 0 & i \omega_{A}(z) \\ i \omega_{A}(z) & 0 & 0 & -i \omega_{A}(z) \\ 0 & i \omega_{A}(z) & -i \omega_{A}(z) & 0\end{array}\right]\left[\begin{array}{l}\sigma_{A B}(t)_{\left|S_{0}><S_{0}\right|} \\ \sigma_{A B}(t)_{\left|S_{0}><T_{0}\right|} \\ \sigma_{A B}(t)_{\left|T_{0}><S_{0}\right|} \\ \sigma_{A B}(t)_{\left|T_{0}><T_{0}\right|}\end{array}\right]$
where $\omega_{A}(z) \equiv-\gamma_{A}\left[B_{z}^{A}+\frac{d B_{z}^{A}}{d z_{A}} z_{A}\right]$. With the initial condition $\rho(0)_{\left|S_{0}><S_{0}\right|}=1$, the solution is (see SI)

$$
\begin{aligned}
\sigma_{A B}(t)_{\left|S_{0}><S_{0}\right|} & =\frac{1}{2}\left(1+\cos \left(\omega_{A}(z) t\right)\right. \\
\sigma_{A B}(t)_{\left|S_{0}><T_{0}\right|} & =-\frac{1}{2}\left(i * \sin \left(\omega_{A}(z) t\right)\right. \\
\sigma_{A B}(t)_{\left|T_{0}><S_{0}\right|} & =\frac{1}{2}\left(i * \sin \left(\omega_{A}(z) t\right)\right. \\
\sigma_{A B}(t)_{\left|T_{0}><T_{0}\right|} & =\frac{1}{2}\left(1-\cos \left(\omega_{A}(z) t\right)\right.
\end{aligned}
$$

The force, $F_{A}$, on the particle A is

$$
\begin{equation*}
F_{A}={\frac{d B_{z}}{d z}}_{A}\left\langle I_{z, A}\right\rangle(t)=0 \tag{7}
\end{equation*}
$$

since

$$
\begin{equation*}
\left\langle I_{z, A}\right\rangle(t)=\frac{1}{2}\left[\operatorname{tr}_{B}\left\{\sigma_{A B}(t)_{\left|S_{0}><T_{0}\right|}\right\}+\operatorname{tr}_{B}\left\{\sigma_{A B}(t)_{\left|T_{0}><S_{0}\right|}\right\}\right]=0 \tag{8}
\end{equation*}
$$

It follows that there is no net force on the particles and the Hamiltonian $H_{z A}\left(H_{z}\right)$ is thus inadequate for predicting the empirically based anticipated outcome of the experiment. On the other hand the calculation show that the two separated spins A and B are completely entangled. This indicates that there is an internal inconsistency in Bell's original argument. The Hamiltonian used to motivate that $I_{z}$ is a constant of motion is inadequate to explain why one observe a spin dependent deflection of particles emerging from a non-magnetic singlet spin state.

## 4. Implications of Recent Description of the SG Experiment

There has in recent years appeared several theoretical accounts of the SG experiment [9]- [14]. Although clearly different in the approaches
they share the common feature that it is necessary to include a quantum description of the translational motion or other degrees of freedom to account for the observation of two distinct positions $\pm \triangle z$ at the detector for a spin $1 / 2$ particle. This further corroborates the conclusion of the previous section that the Hamiltonian $H_{z}$ of Equation (1) is inadequate for describing the SG-experiment. A more adequate Hamiltoinan $[13,14]$ for describing the experiment can be written

$$
\begin{equation*}
H=\vec{p} / 2 m+\gamma \vec{S} \cdot \vec{B}(\hat{r}) \tag{9}
\end{equation*}
$$

where $B(\hat{r})$ is the magnetic field and the $\operatorname{hat}(\hat{r})$ is to denote that the spatial coordinate is an operator in the Hamiltonian. In most discussions of the SG experiment the focus is on the magnetic field inside the magnet, neglecting the gradient in the x -direction so that

$$
\begin{equation*}
B=B_{z}+\frac{d B_{z}}{d z} \hat{z} \tag{10}
\end{equation*}
$$

Based on this expression for the magnetic field the outcome of the SG experiment is adequately predicted. Using a perturbation approach we [3] could also show that the effect of the gradient in the $x$-direction is to reduce the deviation for spin particles with initial positions slightly off center. This calculation corroborates Bohms original assertion that the $x$-gradient has only a small influence. However, it is causing the mouth-like shape found at the detector in the original experiment. When applied to the coincidence measurement the Hamiltonian (9) with the expression for the magnetic field (10), for the respective particles, gives a system where the total spin $I_{z}$ is conserved. However, there is an important factor missing in the expression for the magnetic field in Equation (10), which refers to the conditions inside the magnet. There is necessarily a zone close to the entrance of the gap of width D in the magnet where the $z$-component of the field grows from zero to $B_{z}$. From Maxwells equations it follows that there are also a gradient of corresponding magnitude in the $y$-direction, as well as a small contribution from the asymmetry in the $x$-direction. In [3] we have presented an approximate analytical expression for the field outside the magnet, $y \leq 0$.

$$
\begin{align*}
B_{z}(y, z) & \approx \frac{B_{0}}{\pi}\left\{\arctan \left(\frac{z+D}{y}\right)-\arctan \left(\frac{z-D}{y}\right)\right. \\
B_{y}(y, z) & \approx-\frac{B_{0}}{2 \pi} \ln \left\{\frac{y^{2}+(z+D)^{2}}{y^{2}+(z-D)^{2}},\right\}  \tag{11}\\
B_{x} & \approx 0
\end{align*}
$$

Using the expression (11) for the field in the Hamiltonian (9) it follows that the commutator becomes

$$
\begin{equation*}
\left[H, I_{z}\right]=\gamma\left(I_{x A} B_{y A}(\hat{y}, \hat{z})+I_{x B} B_{y B}(\hat{y}, \hat{z})\right) \tag{12}
\end{equation*}
$$

This shows that $I_{z}$ is not a constant of the motion since the commutator of Equation (12) is not zero. To further emphasize the existence of a coupling between spin and translation we note that there is an effect on the momentum in the $y$-direction in the entrance zone. This is evident from the nonzero value of the commutator $\left[H, p_{y}\right.$ ], caused by the $y$-dependence of both $B_{z}$ and $B_{y}$ in Equation (11). In the entrance phase there is thus, in general, an energy transfer between spin and translation degrees of freedom.

It is a considerable challenge to solve the equation of motion for the combined spin-translation degrees of freedom. Lacking such a solution we consider possible implications of the coupling between spin and translation by analyzing how the spin energy levels vary as the initially strongly coupled spins separate and move towards their respective magnets. For the sake of illustration let the two magnets be positioned as symmetrically as possible. As the two spin particles move apart they still interact through a dipolar coupling, while the stronger J-coupling is vary local. The dipolar coupling results in two non-degenerate states, $\left|S_{0}\right\rangle$ and $\left|T_{0}\right\rangle$, both with $I_{z}=0$, but with different permutation symmetry. In addition there is a degenerate level with states $\left|T_{1}\right\rangle$ and $\left|T_{-1}\right\rangle$. As the particles separate the dipolar coupling becomes negligible while there is a growing Zeeman term from the magnetic field. In this limit, and assuming the z-component of the field to be the largest one, the $\left|T_{1}\right\rangle$ and $\left|T_{-1}\right\rangle$ levels are separated by a frequency $2 \omega(y)$, while the $\left|S_{0}\right\rangle$ and $\left|T_{0}\right\rangle$ states are degenerate with an energy half way between the other levels (See Figure 1). With a perfect symmetry between the two magnets an initial singlet state will remain in that state throughout the passage. However, it is not feasible to have microscopically identical fields in the two magnets. A difference in the $z$-components of the magnetic fields will result in a mixing of the $\left|S_{0}\right\rangle$ and $\left|T_{0}\right\rangle$ states, while the $I_{z}$ component is conserved at a value zero. A difference in the $B_{x}$ or $B_{y}$ components result in a breaking of the symmetry with respect to both parity and $I_{z}$. In Figure 1 it is seen that the energy level for the singlet state by necessity crosses either the level for the $\left|T_{-1}\right\rangle$ state, as in the figure, or for the $\left|T_{1}\right\rangle$ state, for a different choice of the sign of the gyromagnetic ratio.

One approach to handle the problem of treating the quantum effects of the translational degree of freedom is to use adiabatic approximation. In the specific example of Figure 1 the adiabatic reasoning would predict that the initial $\left|S_{0}\right\rangle$ state will experience an avoided crossing in the presence of a coupling term and continue in the $\left|T_{1}\right\rangle$ state as the particles enter the magnet. As expected neither the parity nor the $I_{z}$ value is conserved during the crossover. This argument shows, by example, a realistic mechanism for how the $I_{z}$ value of the initial singlet state can change during the entrance of the magnet, by referring to the common phenomenon of avoided level crossing .

## 5. Conclusion

We have analyzed the arguments leading to the formulation of Bells theorem for spin coincidence measurements. The proof of the theorem has two central ingredients. The rule, based on the original SternGerlach observation, that on exit from the SG-setup a spin $1 / 2$ particle is either in the $I_{z}=+1 / 2$ or $I_{z}=-1 / 2$ state. The second essential feature is that the total spin in the $z$-direction $I_{z}$ is conserved. This conservation rule follows from the Hamiltonian Equation (1) usually used in simplified discussions of the SG experiment. However, using the Hamiltonian of Equation (1) and the known initial spin state the equation of motion for the spin can be solved and we find that there is no net force acting on the particle passing through the magnet, as expected for a non-magnetic state. This indicates that there is an internal inconsistency of the original proof of Bells theorem. Recent work [3], [10]- [12] has shown that it is necessary to include a quantum description of the translational motion or other degrees of freedom in order to account for the observed SG effect. The empirical rule used


Figure 1. The energy level at zero magnetic field with the eigenstates $\left|S_{0}^{0}\right\rangle,\left|T_{0}^{1}\right\rangle,\left|T_{1}^{1}\right\rangle$ and $\left|T_{-1}^{1}\right\rangle$ with the dipole-dipole energy $\omega^{d d}$. Increasing Zeeman energy $\omega^{Z}$ to the right, indicating how the energy leves change for the states when $\omega^{Z} \gg \omega^{d d}$.
by Bell can thus be theoretically derived, but using a different Hamiltonian than Bell used to conclude that $I_{z}$ of the combined system is conserved. The coupling between spin and translation emerges from the spatial dependence of the magnetic field, which has components in more than one direction. It follows that the $I_{z}$ of the combined system is not a constant of the motion. We further argue that the most significant deviation of the field from the main $z$-direction occurs on entering the magnet. The proof of Bells theorem thus rests on an approximation of unknown validity. We have given one illustration of the situation where using conventional argument, where the approximation is specifically giving a misleading result.
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#### Abstract

The goal is to define Quantum Gravity Value by combination between our new concept about physics energy behaviour [1] and Einstein relativity's Theory [2]. Our theory is based on the existence of a relationship between energy and vacuum! So it can be considered that the energy is a function of the vacuum ratio $(v)$. Therefore, we can say that vacuum ratio constitutes a part of space-time. With simple mathematical formula, we can easily obtain the equation of the Energy Vacuum. This gives us the distribution of the energy Vacuum (E) into two parts are inversely proportional from our vacuum energy diagram, the effective energy that the sole responsible for Curvature of space-time fabric, and the lost energy that the responsible of the Gravitational waves [3]. From these equations, we can find that the relationship with Energy and Vacuum ratio is linear which are compatible with Quantum Mechanics laws and Maintains the energy conservation principle. It is also observed that the equations obtained through our theory are Combining relativity and Quantum Mechanics into one continuum. If we take the equations of our theory, we can easily obtain from Curvature of Space-Time Fabric, the Gravity value equation which equals to the square root of energy multiply times the square of the vacuum ratio. On other hand, a curvature matrix and a Time Dilation's Circle are proposed, which gives us a new method to facilitate the calculations of the parameters involved in the SpaceTime Curvature.
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## 1. Introduction

Energy $(E)$ is one of the obsessions of humanity concerns since antiquity. The feasibility of formulating the Singularity of Nature was enunciated by Einstein's mathematical formula, demonstrating the equivalency of energy and mass ( $E=m * c^{2}$ ) [4]-[9]. Despite that statement of principle, it has proven difficult to achieve this goal scientifically by directly merging Relativity and Quantum Mechanics into one continuum [10] [11]. It has been realized that there are four forces in the universe: gravity, electromagnetism, weak and powerful nuclear forces. The universe according to Stephen Hawking is Energy, space and time [12] [13]. Perhaps there is a fifth force in the universe; the force of the Vacuum represented with the vacuum ratio ( $v$ )?! "Gravity is one of the mysteries to be solved in order to get a complete understanding of how the Universe works. So, what is gravity and where does it come from? To be honest, we're not entirely sure" [14]. In general relativity, the universe has three dimensions of space and one of time and putting them together we get four-dimensional space-time, which gravity as an emergent effect from the space-time curvature associated with distributions of energy. "Matter tells space how to bend; space tells matter how to move" [15]. Despite intense efforts over the last years, it is far from clear at this time what a consistent theory of quantum gravity will look like and what its main features will be [16]. Although many books and articles on quantum gravity and graviton have been published, but no explanation has yet been provided. In fact, old definition of gravity [17] is not able to solve quantum gravity problem. It means we need a new definition of gravity that should be based on developing old theories and experimental evidences and resolve the renormalization problem [18]. This research is concerned with the unification of general relativity and quantum mechanics into a theory of quantum gravity value.

## 2. New Concept

The relation of the Space-Time Fabric to a Cosmic Energy impact during their interaction is very complex (Figure 1(a)). This may be the reason for the slow progress in the development of a rational method for Curvature of Space-Time Fabric analysis. Very few theoretical models are available. From US; another theory [1] (Figure 1(b)) of the interaction between Space-Time Fabric and Cosmic Energy has been proposed to facilitate analysis of Gravitational Waves results, (Figure $1(\mathrm{c})$ ). Our theory is based on the existence of a reflection of a part of the energy received by the matrix of the Space-Time Fabric to be interacted with Cosmic Energy (Figure 1(b)), which implies a distribution of energy in two parts Equation (1), the effective energy ( $E$ ), which is solely responsible for Space-Time Curvature, and the lost energy $\left(E_{L}\right)$ responsible for resultant Gravitational Waves:

$$
\begin{equation*}
E=E^{\prime}+E_{L} \tag{1}
\end{equation*}
$$


(a)


$$
E=E^{\prime}+E_{L}
$$

(b)

(c)

Figure 1. (a) Curvature of space-time fabric after, einstein [19]; (b) New concept of energy behaviour interacted to space-time fabric after, H. Khelalfa [1]; (c) Gravitational waves [19].

### 2.1. Space-Time and Energy Interaction Mechanism

Our theory is based to consider the space-time fabric as element volume of a fluid [11] [20] or Continuous media which give us possibility to applied Continuous mechanical environments laws (Figure 2) characterized by a vacuum ratio ( $V$ ). So; The physical Curvature ( $\Delta V$ ) of the Space-Time Fabric caused by Energy pulses $(E)$ will reduce the vacuum ratio $(v)$ by filling the vacuum with energy. Therefore, it can be considered that the energy is a function of the vacuum ratio (e) Equation (2):

$$
\begin{equation*}
E=f(v) \tag{2}
\end{equation*}
$$



Figure 2. Definition and components of stress of space-time fabric's element volume according to our theory.

When Space-Time Fabric extend in the unknown matter (or dark matter), a high proportion of the Energy impulse is transferred to the porous unknown matter. In this case we will consider that the energy is a function of degree of saturation of unknown matter $(S)$ instead of the vacuum ratio Equation (3).

$$
\begin{equation*}
E=f(S) \tag{3}
\end{equation*}
$$

### 2.2. Case of Space-Time Fabric without Unknown Matter

Without unknown matter, the physical displacement of the Space-Time skeleton (pothole) is the main mechanism of Curvature. During the displacement process (Figure 3), high energy waves propagate through the Space-Time Fabric, Thereby, each Space-Time Fabric element experiences strong impulsion energy for a period of time, resulting from the filling of constituent vacuum ratio in the volume in which they are reduced. Given the Equation (2), we deduce the Equation (4):

$$
\begin{equation*}
E^{\prime}=E \cdot v \tag{4}
\end{equation*}
$$

On the other hand, it is also known that damping (amortization) occurs at infilling of vacuum by energy, which manifests itself as a decrease in the vacuum ratio as a function of time. When the damping (attenuation) in the system exceeds a critical value ( $v=0 \%$ ), there is a starting in the Gravitational waves as a function of time. Given the Equation (2), we deduce the Equation (5):

$$
\begin{equation*}
E_{p}=E \cdot(1-v) \tag{5}
\end{equation*}
$$



Figure 3. Overall mechanism of space-time fabric and energy interaction in case without unknown matter [1].

### 2.3. Case of Space-Time Fabric with Unknown (Or Dark) Matter

Space-Time Fabric interaction to Cosmic Energy in saturated Space-Time Fabric with unknown (or dark) matter is different and of course more complex (Figure 4). Its applicability in saturated vacuum is generally considered less effective due to the fact that some of the applied energy is absorbed by interstitial matter (vacuum matter). Considering the Equation (3), we deduce the Equation (6):

$$
\begin{equation*}
E^{\prime}=E \cdot S \tag{6}
\end{equation*}
$$

Moderate levels of energy impulse could cause the displacement of previously vacuum areas in the Space-Time Fabric without unknown matter, Saturation means that these cavities are filled with vacuum matter and that the displacement would be inhibited by unknown matter (vacuum matter) resistance to curvature. However, the really saturated Space-Time Fabric may have few percent of the total vacuum non-occupied by unknown matter. In this condition, the intensity of the Gravitational Waves would be greatly increased due to the low bulk of vacuum matter, but the impact energy still ensure the curvature of the Space-Time Fabric due to the reduction of the rest vacuum volume. Given the Equation (3) we deduce the Equation (7):

$$
\begin{equation*}
E_{p}=E \cdot(1-S) \tag{7}
\end{equation*}
$$

As mentioned above, the curvature of the rest vacuum volume has a significant effect on the behaviour of saturated Space-Time Fabric with unknown matter under energy impact. It is accepted that unknown matter contains tiny vacuum pockets enclosed in vacuum volume. An accurate assessment of the volume of vacuum pockets trapped in unknown matter is difficult affect the curvature (displacement) of vacuum-matter mixtures and thus significantly alter the process of generating vacuum matter energy. It is therefore essential to take into account the curvature of the vacuum -matter mixture, instead of the curvature of pure matter. Similarly, based on the Equation (3), determining the energy of the vacuum -matter mixture is as follows Equation (8):

$$
\begin{equation*}
E_{a m}=E_{m} \cdot S+E_{a} \cdot(1-S) \tag{8}
\end{equation*}
$$

where; $E_{a m}$ is the energy of the vacuum-matter mixture, $E_{a}$ is the energy of the vacuum, therefore the lost energy is the energy of the vacuum Equation (9):

$$
\begin{equation*}
E_{L}=E_{a}=E \cdot(1-S) \tag{9}
\end{equation*}
$$



Figure 4. Overall mechanism of Space-Time Fabric and Energy interaction in Case with unknown matter [1].

### 2.4. Energy Vacuum Diagram

If we take all the equations from 1 to 9 above we can easily obtain the Energy Vacuum Diagram (Figure 5); which is clearly illustrated; that the effective energy is proportional to the degree of saturation and the vacuum ratio as opposed to the lost energy. It can be concluded that the Space-Time Fabric response to the cosmic Energy Interaction depends on the vacuum ratio and degree of saturation. Thus, the level of curvature efficiency depends on the effective energy, too, the lost energy is minimal in saturated Space-Time Fabric with unknown matter (or dark/ others matter).

### 2.5. Gravitational Waves Intensity

In Space-Time Fabric without unknown matter, the graph of the Gravitational Waves Intensity is divided into four parts (Very Strong, Strong, Low \& Limited and Low Gravitational Waves Intensity) as shown in Figure 6(a) to give us an approach to estimate the process of Interaction between cosmic Energy and Space-Time Fabric and its effect (Gravitational Waves). In saturated Space-Time Fabric with unknown (or dark) matter; Assuming the amount of vacuum varies at most between $15 \%$ to $25 \%$; which implies a degree of saturation between 75 and at least $85 \%$ Figure 6 (b), which limits the applicable interaction field of cosmic Energy in saturated Space-Time Fabric, and we can consider the rest as a field not practically interacted. Consequently; The most important remark is that the lost energy in the applicable field is very big.

### 2.6. Gravity Value from Space-Time Curvature

We proposed a relationship to predict the Space-Time Fabric Curvature is as follows [1]:

$$
\begin{equation*}
D=v \sqrt{E} \tag{10}
\end{equation*}
$$

where; $D$ is the Interacted depth of curvature of Space-Time Fabric $(Z=\infty)$, $E(\%)$ is the cosmic Energy to be interacted, and $v$ (from $0 \%$ to $100 \% /$ or 0 to 1 ) is vacuum ratio that is fundamentally characterised the Space-Time Fabric volume.

If we apply our theory in Space-Time Fabric without unknown matter, given Equation (10), we get Equation (11) [1]:


Figure 5. Energy vacuum diagram of interaction of cosmic energy and space-time fabric (a) without unknown matter; (b) with unknown matter [1].

$$
\begin{equation*}
D=f(E, v) \tag{11}
\end{equation*}
$$

If we apply our theory in saturated Space-Time Fabric with unknown matter, given Equation (10), we get Equation (12) [1]:

$$
\begin{equation*}
D=f(E, S) \tag{12}
\end{equation*}
$$



Figure 6. Graph of gravitational waves intensity of interaction of cosmic energy and space-time fabric (a) without unknown matter, (b) with unknown matter [1].

Similarly, for the previous equation, we propose the following equality [1]:

$$
\begin{equation*}
v=S \tag{13}
\end{equation*}
$$

When finishes Interaction between a Space-Time Fabric's element volume and Energy, finding a crater which represent Space-Time Curvature (or Gravity from Einstein Relativity) (Figure 7) whose volume $(\Delta V)$ can be defined by Equation (14) [1]:

$$
\begin{equation*}
\Delta V=e \cdot \int_{0}^{D} V \cdot \mathrm{~d} D \tag{14}
\end{equation*}
$$

where, $V$ is the total volume of the Space-Time Fabric's element, $A$ is the surface/or area of the Interacted Energy, $\Delta H$ is the height of the crater (Space-Time Curvature), $e$ is the vacuum ratio ( $v$ ) and $D$ is the Interacted depth of curvature of Space-Time Fabric mentioned in Equation (10) above.


Figure 7. Space-Time Fabric's element volume according to our theory after Energy Interaction [1].

After development of Equation (14) and introducing Equation (11) we deduce Equation (15) [1]:

$$
\begin{equation*}
v=\sqrt{\frac{\Delta H}{\sqrt{E}}} \tag{15}
\end{equation*}
$$

after development of Equation (14) and introducing Equation (11) we deduce Equation (15) [1]:

Which implies the Equation (16):

$$
\begin{equation*}
\text { Quantum Gravity }=\Delta H=\sqrt{E} \cdot v^{2} \tag{16}
\end{equation*}
$$

We found an empirical relationship between the height of the crater (SpaceTime Curvature) and interacted depth determined by Equation (17), where we introduce the proposed coefficient $K$ (Table 1) [1]:

$$
\begin{gather*}
D=K \cdot \Delta H, K=x \cdot v^{-1}  \tag{17}\\
x=6.67 \cdot v \tag{18}
\end{gather*}
$$

## 3. Space-Time Curvature MATRIX

As illustrated in Figure 8 according to our study; the Space-Time Fabric curvature phenomenon has been summarized in a curvature cycle which consists of three basic components, Energy $(E)$, times ( $T$ ) and Curvature $(C)$, that they are related to each other by three main index properties, over curvature ratio $(O C R)$, Curvature index ( $C c$ ) and anti-gravity index ( $C g$ ).

If we take all assuming that indexes and components are linearly dependent we can easily obtain a curvature matrix, which clearly illustrates that three basic components are the diagonal and the other three main index properties compose the rest of the matrix:

$$
\left(\begin{array}{ccc}
X X & X Y & X Z \\
Y X & Y Y & Y Z \\
Z X & Z Y & Z Z
\end{array}\right)=\left(\begin{array}{ccc}
T & C c & O C R \\
C c & C & C g \\
O C R & C g & E
\end{array}\right) \text { Curvature Matrix }
$$



Figure 8. The space-time fabric curvature cycle and its representation on the cartesian coordinate system according to our theory.

Table 1. The values of the coefficient $x$ according to the vacuum ratio.

| $V$ | $V<0.3$ | $0.3<v<0.5$ | $0.5<v<0.8$ | $V>0.8$ |
| :---: | :---: | :---: | :---: | :---: |
| $X$ | 2 | 3 | 5 | 7 |

Nature of Space-Time Fabric typically display complex concept as a result of missing theory about its interaction with cosmic Energy. A key aspect for the selection of representative Space-Time Fabric parameters is to consider Knowledge of its properties. This nature is based on our theory to determine this characteristics (curvature index $\boldsymbol{C c}$, Anti-gravity index $\boldsymbol{C g}$, Vacuum ratio $\boldsymbol{v}$, Over curvature ratio $O C R$ ) of the Space-Time Fabric; by using these curvature parameters, it is possible to determine the Curvature (gravity), Times dilation, and amount of interacted Energy etc. While the rigorous selection of Space-Time Fabric parameters requires a deep understanding and proper knowledge of its behaviour. Parameters such as $O C R, C c$ and $C g$ play a key role on Curvature and Interacted Energy predictions.

Curvature index ( $C c$ ) and Anti-gravity index ( $C g$ ) obtained from our theory are necessary in calculation for Space-Time Fabric curvature. In our hypothesis, we have been looking for a possible relationship between $C c$ and $C g$ indices and general characteristics of Space-Time Fabric. One of these parameters is over curvature ratio $(O C R)$. In this study, the effect of $O C R$ and vacuum ratio ( $v$ ) on $C c$ and $C g$ indices, was proposed (Figures 9-13). Thus, The hypothesis indicate that $C c$ and $C g$ indices were influenced by $O C R$ and $v$, and, a linear relationship between them should be observed. Increasing values of $(v)$ will decrease $C c$ and $C g$ values. On the contrary, when $O C R$ increases, $C c$ and $C g$ values would also increase. It is possible to say that the $C c$ and $C g$ values are influenced by the same parameters. Therefore it can be concluded that the amount of Curvature depends on the Anti-gravity index, and that the amount of Curvature ( $C$ ) is proportional to the Anti-gravity index ( $C g$ ) (Figure 14, Table 2). When we compare the time dilation required to stabilize the Curvature, we can talking about $O C R$ and $C c$. Therefore it can be concluded that the time dilation depends on the Curvature index ( $C c$ ) and over consolidation ratio ( $O C R$ ) (Figure 15,

Table 2), and that the times of Curvature ( $T$ ) is proportional to the Curvature index $(C c)$ and over consolidation ratio $(O C R)$, and at the same time that the two latter are proportional.


Figure 9. Correlation should be: between Cc and v according to our hypothesis.


Figure 10. Correlation should be: between Cg and v according to our hypothesis.


Figure 11. Correlation should be: between Cg and Cc according to our hypothesis.


Figure 12. Correlation should be: between Cc and OCR according to our hypothesis.


Figure 13. Correlation should be: between Cg and OCR according to our hypothesis.


Figure 14. Correlation should be; between Amount of curvature (C) Vs Anti-Gravity index (Cg) according to our hypothesis.


Figure 15. Correlation should be: between Required Time Dilation to Stabilize SpaceTime Fabric Curvature Vs. OCR Vs. Cc according to our hypothesis.

Table 2. Correlation parameters of space-time fabric curvature according to our hypothesis.

| Parameter | Curvature | Vacuum <br> ratio, <br> $V(\%)$ | Energy, <br> $E(\%)$ | Curvature <br> Index, $C c$ | Anti-gravity <br> Index, $C g$ | Over <br> curvature <br> ratio, $O C R$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0-\infty$ <br> Equation <br> $0-\infty$ <br> (infinity is <br> a black hole) | $0-100$ | $=E^{\prime}+E_{L}=0.510(v-0.33)$ | $=0.15(v+0.007)$ | $=E^{\prime} / E_{L}$ |  |  |

## 4. Main Parameters Responsible for Space-Time Fabric Behavior and Time Dilation (Td)

Our theory introduced the following factors as the main causes of Time Dilation (Td) according to Space-Time Fabric Curvature (Figure 16), Equation (19), Equation (20): over curvature ration ( $O C R$ ), Curvature ( $C$ ), and phase (Phi) (or time evolution) which depends the Curvature index ( $C c$ ) as a function of $(t)$ and Anti-gravity index $(C g)$ as a function of $(X)$. It means that that the change in the value $C$ involves changing the value of $T d$.

$$
\begin{gather*}
C=O C R \cdot \mathrm{e}^{i \varphi}=\mathrm{e}^{i(C c \cdot t+C g \cdot x)}  \tag{19}\\
\varphi(X, t)=[0 \sim \Delta H], \quad \text { Max. } \Delta H=2 \pi \tag{20}
\end{gather*}
$$

In order to carry more than one value and indices to represent the Time Dilation Circle, We used the complex number to explain the curvature characteristics of Space-Time Fabric. We can simply conclude that the final state equals the initial state multiply by the time dilation ( $T d$ ) Equation (21).

$$
\begin{equation*}
\varphi\left(X_{1}, t_{1}\right)=\varphi\left(X_{0}, t_{0}\right) \cdot T d \tag{21}
\end{equation*}
$$

The most determining factor for the credibility Time Dilation's Circle is its ability to Contain all the characteristics and indices contributing to this phenomenon as illustrates Figure 16, Equation (19).


Figure 16. Time dilation's (Td) Circle according to our theory.

## 5. Conclusions

Is not there yet a complete theory linking Einstein's relativity to quantum mechanics?! Our theory is based on the existence of a relationship between energy and vacuum! So, it can be considered that the energy is a function of the vacuum ratio $E=f(v)$. With simple mathematical formula we can easily obtain the equation of the Energy Vacuum $E=E * v+E *(1-v)$. This gives us the distribution of the energy Vacuum ( $E$ ) into two parts are inversely proportional from our vacuum energy diagram, the effective energy ( $E^{\prime}=E * v$ ) that the sole responsible for Curvature of space-time fabric, and the lost energy ( $E_{L}=E *(1-v)$ ) that the responsible of the Gravitational waves. Therefore, we can say that vacuum ratio which has value from $0 \%$ to $100 \%$ (or from 0 to 1 ) is constitutes a part of space-time. From these equations, we can find that the relationship with Energy and Vacuum ratio is linear which are compatible with Quantum Mechanics laws and Maintains the energy conservation principle. It is also observed that the equations obtained through our theory are combining relativity and Quantum Mechanics into one continuum. If we take the equations of our theory, we can easily obtain from Curvature of Space-Time Fabric the Quantum Gravity value equation which equal to the square root of energy multiply times the square of the vacuum ratio ( Quantum Gravity $=\sqrt{E} * v^{2}$ ). From the consequences, we have found after our theory that gravity is energy?! On other hand, our theory consists in considering Space-Time as element volume of a fluid or Continuous media, which gives us possibility for using finite element method (FEM) to resolve and simulate Space-Time Fabric Curvature according to Navier-Stokes equations. Energy Vacuum Diagram as theory can be given new and good explanations in physics about cosmic, quantum and relativity phenomenon, if will make laboratory experiments or cosmic monitoring.

The Interacted Energy consists of displacing Space-Time Fabric and increasing the time dilation. The effectiveness of this hypothesis was demonstrated by the results of the available propositions which verified by curvature matrix. In addition, this matrix gives us a new method to facilitate the calculations of the
parameters involved in the Space-Time Curvature, which gives a great credibility to our hypothesis. Maybe our hypothesis about relationship between Indices involved in curvature cycle based on theoretical results caused by lack of equipments, but can be proved in future by experimental tests in order to compare them by our theory. Indeed, Time Dilation's Circle is considering a good new tool to calculate, interpret and explain this phenomenon; moreover, maybe it can clarify us more other cosmological phenomenon in the future.
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#### Abstract

The interacting comma 3-vertex for the bosonic open string in the full string basis is derived using the half string overlap relations directly. Thus avoiding the coherent states technique employed in earlier derivations. The resulting form of the interacting 3-vertex turns out to be precisely the desired expression obtained in terms of the full string oscillator modes. This derivation establishes that the comma 3-vertex and Witten's 3-vertex are identical and therefore are interchangeable.
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## 1. Introduction

Here we are going to give a brief derivation of the transformation matrices between the half string coordinates and the full string coordinates needed for the construction of the half string interacting vertex in terms of the oscillator representation of the full string. For this we shall follow closely the discussion of reference [1] [2] [3] [4] [5]. To make this more concrete, we recall the standard mode expansion for the open bosonic string coordinate

$$
\begin{equation*}
x^{\mu}(\sigma)=x_{0}^{\mu}+\sqrt{2} \sum_{n=1}^{\infty} x_{n}^{\mu} \cos (n \sigma), \quad \sigma \in[0, \pi] \tag{1}
\end{equation*}
$$

where $\mu=1,2, \cdots, 27$ and $x^{27}(\sigma)$ correspond to the ghost part $\phi(\sigma)$. The half string coordinates $x^{L, \mu}(\sigma)$ and $x^{R, \mu}(\sigma)$ for the left and right halves of the string are defined in the usual way

$$
\begin{align*}
& x^{L, \mu}(\sigma)=x^{\mu}(\sigma)-x^{\mu}\left(\frac{\pi}{2}\right), \quad \sigma \in\left[0, \frac{\pi}{2}\right]  \tag{2}\\
& x^{R, \mu}(\sigma)=x^{\mu}(\pi-\sigma)-x^{\mu}\left(\frac{\pi}{2}\right), \quad \sigma \in\left[0, \frac{\pi}{2}\right]
\end{align*}
$$

where both $x^{L, \mu}(\sigma)$ and $x^{R, \mu}(\sigma)$ satisfy the usual Neumann boundary conditions at $\sigma=0$ and a Dirichlet boundary conditions $\sigma=\pi / 2$. Thus they have expansions of the form

$$
\begin{align*}
& x^{L, \mu}(\sigma)=\sqrt{2} \sum_{n=1}^{\infty} x_{n}^{L \mu} \cos (n \sigma),  \tag{3}\\
& x^{R, \mu}(\sigma)=\sqrt{2} \sum_{n=1}^{\infty} x_{n}^{R \mu} \cos (n \sigma)
\end{align*}
$$

Comparing Equation (1) and Equation (3) we obtain an expression for the half string modes in terms of the full string modes

$$
\begin{align*}
& x_{n}^{L, \mu}=x_{2 n-1}^{\mu}+\sum_{m=1}^{\infty} \sqrt{\frac{2 m}{2 n-1}}\left[M_{m n}^{1}+M_{m n}^{2}\right] x_{2 m}^{\mu} \\
& x_{n}^{R, \mu}=-x_{2 n-1}^{\mu}+\sum_{m=1}^{\infty} \sqrt{\frac{2 m}{2 n-1}}\left[M_{m n}^{1}+M_{m n}^{2}\right] x_{2 m}^{\mu} \tag{4}
\end{align*}
$$

where the change of representation matrices are given by

$$
\begin{align*}
& M_{m n}^{1}=\frac{2}{\pi} \sqrt{\frac{2 m}{2 n-1}} \frac{(-1)^{m+n}}{2 m-(2 n-1)}, m, n=1,2,3, \cdots  \tag{5}\\
& M_{m n}^{2}=\frac{2}{\pi} \sqrt{\frac{2 m}{2 n-1}} \frac{(-1)^{m+n}}{2 m+(2 n-1)}, m, n=1,2,3, \cdots \tag{6}
\end{align*}
$$

Since the transformation in (4) is non singular, one may invert the relation in (4). Inverting (4) we find

$$
\begin{align*}
& x_{2 n-1}^{\mu}=\frac{1}{2}\left(x_{n}^{L, \mu}-x_{n}^{R, \mu}\right) \\
& x_{2 n}^{\mu}=\frac{1}{2} \sum_{m=1}^{\infty} \sqrt{\frac{2 m-1}{2 n}}\left[M_{m n}^{1}-M_{m n}^{2}\right]\left(x_{m}^{L, \mu}+x_{m}^{R, \mu}\right) \tag{7}
\end{align*}
$$

where $n=1,2,3, \cdots$.
In the decomposition of the string into right and left pieces in (2), we singled out the midpoint coordinate. Consequently the relationship between $x_{n}^{\mu}$ and $\left(x_{n}^{L, \mu}, x_{n}^{R, \mu}\right)$ does not involve the zero mode $x_{0}^{\mu}$ of $x^{\mu}(\sigma)$. At $\sigma=\pi / 2$, we have

$$
\begin{equation*}
x_{M}^{\mu} \equiv x^{\mu}\left(\frac{\pi}{2}\right)=x_{0}^{\mu}+\sqrt{2} \sum_{n=1}^{\infty} x_{2 n}^{\mu} \tag{8}
\end{equation*}
$$

and so the center of mass $x_{0}^{\mu}$ may be related to the half string coordinates and the midpoint coordinate

$$
\begin{equation*}
x_{0}^{\mu}=x_{M}^{\mu}-\frac{\sqrt{2}}{\pi} \sum_{n=1}^{\infty} \frac{(-1)^{n}}{2 n-1}\left(x_{n}^{L, \mu}+x_{n}^{R, \mu}\right) \tag{9}
\end{equation*}
$$

Equations (8) and (9) with Equations (4) and (7) complete the equivalence between $x_{n}^{\mu}, n=0,1,2, \cdots$, and $\left(x_{n}^{L, \mu}, x_{n}^{R, \mu}, x_{M}^{\mu}\right), n=1,2,3, \cdots$.

For later use we also need the relationships between $\left\{p_{n}^{L, \mu}, p_{n}^{R, \mu}, p_{M}^{\mu}\right\}_{n=1}^{\infty}$, the half string conjugate momenta and $\left\{p_{n}^{\mu}\right\}_{n=0}^{\infty}$, the full string conjugate momenta. Using Dirac quantization procedure

$$
\begin{equation*}
\left[x_{n}^{r}, p_{m}^{s}\right]=i \delta^{r s} \delta_{n m}, \tag{10}
\end{equation*}
$$

we find (thereafter; the space-time index $\mu$ is suppressed),

$$
\begin{align*}
& p_{n}^{L}=\frac{1}{2} p_{2 n-1}+\sum_{m=1}^{\infty} \sqrt{\frac{2 n-1}{2 m}}\left[M_{m n}^{1}-M_{m n}^{2}\right] p_{2 m}-\frac{\sqrt{2}}{\pi} \frac{(-1)^{n}}{2 n-1} p_{0}  \tag{11}\\
& p_{n}^{R}=-\frac{1}{2} p_{2 n-1}+\sum_{m=1}^{\infty} \sqrt{\frac{2 n-1}{2 m}}\left[M_{m n}^{1}-M_{m n}^{2}\right] p_{2 m}-\frac{\sqrt{2}}{\pi} \frac{(-1)^{n}}{2 n-1} p_{0} \tag{12}
\end{align*}
$$

and

$$
\begin{equation*}
p_{M}=p_{0} \tag{13}
\end{equation*}
$$

To obtain the full string conjugate momenta in terms of the half string conjugate momenta, we need to invert the above relations; skipping the technical details we find

$$
\begin{align*}
& p_{2 n-1}=p_{n}^{L}-p_{n}^{R} \\
& p_{2 n}=\sum_{m=1}^{\infty} \sqrt{\frac{2 n}{2 m-1}}\left[M_{n m}^{1}+M_{n m}^{2}\right]\left(p_{m}^{L}+p_{m}^{R}\right)+\sqrt{2}(-1)^{n} p_{M} \tag{14}
\end{align*}
$$

We notice that the existence of the one-to-one correspondence between the half string and the full string degrees of freedom guarantees the existence of the identification

$$
\begin{equation*}
\bar{H}=\overline{H_{M} \otimes H_{L} \otimes H_{R}} \tag{15}
\end{equation*}
$$

where $\bar{H}$ stands for the completion of the full string Hilbert space and $H_{L}$, $H_{R}, H_{M}$ in the tensor product stand for the two half-string Hilbert spaces and the Hilbert space of functions of the mid-point, respectively.

## 2. The Half-String Overlaps

The half string three interaction vertex of the open bosonic string $\left(V_{x}^{H S}\right)$ have been constructed in the half-string oscillator representation [2] [3]. Here we are interested in constructing the comma three interaction vertex in terms of the oscillator representation of the full string. Here we shall only consider the coordinate piece of the comma three interaction vertex. The ghost part of the vertex $\left(V_{\phi}^{H S}\right)$ in the bosonic representation is identical to the coordinate piece apart from the ghost mid-point insertions $3 i \phi(\pi / 2) / 2$ required for ghost number conservation at the mid-point. To simplify the calculation we introduce a new set of coordinates and momenta based on a $Z_{3}$ Fourier transform ${ }^{1}$

$$
\left(\begin{array}{c}
Q^{r}(\sigma)  \tag{16}\\
\bar{Q}^{r}(\sigma) \\
Q^{3, r}(\sigma)
\end{array}\right)=\frac{1}{\sqrt{3}}\left(\begin{array}{ccc}
e & \bar{e} & 1 \\
\bar{e} & e & 1 \\
1 & 1 & 1
\end{array}\right)\left(\begin{array}{c}
\chi^{1, r}(\sigma) \\
\chi^{2, r}(\sigma) \\
\chi^{3, r}(\sigma)
\end{array}\right)
$$

where $e=\exp (2 \pi i / 3)$ and $r$ refers to the left $(L)$ and right $(R)$ parts of the string. The superscripts 1,2 and 3 refers to string 1 , string 2 and string 3 , respectively. Similarly one obtains a new set for the conjugate momenta $\wp^{r}(\sigma)$,
${ }^{1}$ This technique was first used by D. Gross and A. Jevicki in 1986.
$\bar{\wp}^{r}(\sigma)$ and $\wp^{3, r}(\sigma)$ as well as a new set for the creation-annihilation operators $\left(B_{j}^{r}, B_{j}^{r \dagger}\right)$. In the $Z_{3}$ Fourier space the degrees of freedom in the $\delta$ function overlaps equations decouple which result in a considerable reduction of the amount of algebra involved in such calculations as we shall see shortly. Notice that in the $Z_{3}$ Fourier space the commutation relations are

$$
\begin{gather*}
{\left[Q^{r}(\sigma), \bar{\wp}^{s}\left(\sigma^{\prime}\right)\right]=i \delta^{r s} \delta\left(\sigma-\sigma^{\prime}\right)}  \tag{17}\\
{\left[\bar{Q}^{r}(\sigma), \wp^{s}\left(\sigma^{\prime}\right)\right]=i \delta^{r s} \delta\left(\sigma-\sigma^{\prime}\right)}  \tag{18}\\
{\left[Q^{3, r}(\sigma), \wp^{3, s}\left(\sigma^{\prime}\right)\right]=i \delta^{r s} \delta\left(\sigma-\sigma^{\prime}\right)} \tag{19}
\end{gather*}
$$

Since $\left[Q^{r}(\sigma), \wp^{s}\left(\sigma^{\prime}\right)\right] \neq i \delta^{r s} \delta\left(\sigma-\sigma^{\prime}\right)$, then $Q^{r}(\sigma)$ and $\wp^{r}(\sigma)$ are no longer canonical variables. The canonical variables in this case are $Q^{r}(\sigma)$ and $\bar{\wp}^{r}(\sigma)$. Thus the $Z_{3}$ Fourier transform does not conserve the original commutation relations. The variables $Q^{3, r}(\sigma)$ and $\wp^{3, s}(\sigma)$ are still canonical however. This is a small price to pay for decoupling string three in the $Z_{3}$ Fourier space from the other two strings as we shall see in the construction of the comma three interaction vertex. Recall that the overlap equations for the comma three interacting vertex are given by

$$
\begin{gather*}
\chi^{j, r}(\sigma)=\chi^{j-1, r-1}(\sigma), \quad 0 \leq \sigma \leq \pi / 2  \tag{20}\\
x_{M}^{1}=x_{M}^{2}=x_{M}^{3} \tag{21}
\end{gather*}
$$

for the coordinates (where the mid-point coordinate $x_{M} \equiv x(\pi / 2)$ and the identifications $j-1=0 \equiv 3$ and $r-1=0 \equiv R$ are understood). The comma coordinates are defined in the usual way [1]

$$
\begin{array}{cl}
\chi^{j, L}(\sigma)=x(\sigma)-x\left(\frac{\pi}{2}\right), & 0 \leq \sigma \leq \pi / 2 \\
\chi^{j, R}(\sigma)=x(\pi-\sigma)-x\left(\frac{\pi}{2}\right), & 0 \leq \sigma \leq \pi / 2 \tag{23}
\end{array}
$$

The overlaps for the canonical momenta are given by

$$
\begin{gather*}
\wp^{j, r}(\sigma)=-\wp^{j-1, r-1}(\sigma), \quad 0 \leq \sigma \leq \pi / 2  \tag{24}\\
\wp_{M}^{1}+\wp_{M}^{2}+\wp_{M}^{3}=0 \tag{25}
\end{gather*}
$$

where the mid-point momentum is defined in the usual way $\wp_{M} \equiv-i \partial / \partial x_{M}=-i \partial / \partial x_{0}=p_{0}$. The comma coordinates and their canonical momenta obey the usual commutation relations

$$
\begin{equation*}
\left[\chi^{j, r}(\sigma), \not \wp^{j, s}\left(\sigma^{\prime}\right)\right]=i \delta^{r s} \delta\left(\sigma-\sigma^{\prime}\right), r, s=L, R \tag{26}
\end{equation*}
$$

In $Z_{3}$ Fourier space of the comma, the overlap equations for the half string coordinates read

$$
\begin{gather*}
Q^{L}(\sigma)=e Q^{R}(\sigma), \quad 0 \leq \sigma \leq \pi / 2  \tag{27}\\
\bar{Q}^{L}(\sigma)=\bar{e} \bar{Q}^{R}(\sigma), \quad 0 \leq \sigma \leq \pi / 2  \tag{28}\\
Q_{M}=\bar{Q}_{M}=0 \tag{29}
\end{gather*}
$$

$$
\begin{gather*}
Q^{3, L}(\sigma)=Q^{3, R}(\sigma), \quad 0 \leq \sigma \leq \pi / 2  \tag{30}\\
Q_{M}^{3}=Q_{M}^{3} \tag{31}
\end{gather*}
$$

where Equation (29) is to be understood as an overlap Equation (i.e., its action on the three vertex is zero). Similarly the canonical momenta of the half string in the $Z_{3}$ Fourier space of the comma translate into

$$
\begin{array}{cl}
\wp^{L}(\sigma)=-e \wp^{R}(\sigma), & 0 \leq \sigma \leq \pi / 2 \\
\wp^{L}(\sigma)=-\bar{e} \bar{\wp}^{R}(\sigma), & 0 \leq \sigma \leq \pi / 2 \\
\wp^{3, L}(\sigma)=-\wp^{3, R}(\sigma), & 0 \leq \sigma \leq \pi / 2 \\
P_{M}^{3}=0 \tag{35}
\end{array}
$$

The overlap conditions on $Q^{r}(\sigma)$ and $\wp^{r}(\sigma)$ determine the form of the comma three interaction vertex. Thus in the $Z_{3}$ Fourier space of the comma the overlap equations separate into two sets. The half string three vertex

$$
V_{x}^{H S}\left(b^{1, r \dagger}, b^{2, r \dagger}, b^{3, r \dagger}\right)
$$

therefore separates into a product of two pieces one depending on $B^{3, r \dagger}$

$$
\begin{equation*}
B^{3, r}=\frac{1}{\sqrt{3}}\left(b^{1, r}+b^{2, r}+b^{3, r}\right), \quad r=L, R \tag{36}
\end{equation*}
$$

and the other one depending on $\left(B^{r \dagger}, \bar{B}^{r \dagger}\right)$

$$
\begin{align*}
& B^{r}=\frac{1}{\sqrt{3}}\left(e b^{1, r}+\bar{e} b^{2, r}+b^{3, r}\right), \quad r=L, R  \tag{37}\\
& \bar{B}^{r}=\frac{1}{\sqrt{3}}\left(\bar{e} b^{1, r}+e b^{2, r}+b^{3, r}\right), \quad r=L, R \tag{38}
\end{align*}
$$

Notice that in this notation we have $B_{n}^{r \dagger}=\bar{B}_{-n}^{r}$ and $\bar{B}_{n}^{r \dagger}=B_{-n}^{r}$ (where the usual convention $b_{-n}=b_{n}^{\dagger}$ applies). Observe that the first of these equations is identical to the overlap equation for the identity vertex. Hence, the comma 3-Vertex takes the form

$$
\begin{align*}
\left|V_{Q}^{H S}\right\rangle= & \int \mathrm{d} Q_{M} \mathrm{~d} \bar{Q}_{M} \mathrm{~d} Q_{M}^{3} \delta\left(Q_{M}\right) \delta\left(\bar{Q}_{M}\right) \mathrm{e}^{i P_{M}^{3} Q_{M}^{3}} \\
& \times \mathrm{e}^{-\frac{1}{2}\left(B^{3 \dagger}|C| B^{3^{\dagger} \dagger}\right)-\left(B^{\dagger}|H| \overline{B^{\dagger}}\right)} \prod_{r=L, R}|0\rangle^{3, r}|0\rangle^{r}|\overline{0}\rangle^{r} \tag{39}
\end{align*}
$$

where $C$ and $H$ are infinite dimensional matrices computed in [6] and the integration over $Q_{M}^{3}$ gives $\delta\left(P_{M}^{3}\right)$. However $P_{M}^{3}=P_{0}^{3}$ and so $\delta\left(P_{M}^{3}\right)$ is the statements of conservation of momentum at the center of mass of the three strings. Notice that the comma three interaction vertex separates into a product of two pieces as anticipated. The vacuum of the three strings, i.e., $\prod_{j=1}^{3}|0\rangle^{j, L}|0\rangle^{j, R}$, is however invariant under the $Z_{3}$-Fourier transformation. Thus we have $\prod_{r=1}^{2}|0\rangle^{3, r}|0\rangle^{r}|\overline{0}\rangle^{r}=\prod_{j=1}^{3}|0\rangle^{j, L}|0\rangle^{j, R}$. If we choose to substitute the explicit values of the matrices, the above expression reduces to the simple form

$$
\begin{equation*}
\left|V_{x}^{H S}\right\rangle=\int \prod_{i=1}^{3} \mathrm{~d} x_{M}^{i} \delta\left(x_{M}^{i}-x_{M}^{i-1}\right) \delta\left(\sum_{j=1}^{3} p_{M}^{j}\right) \times \mathrm{e}^{-\sum_{j=1}^{3} \sum_{n=1}^{\infty} b_{n}^{j, L \dagger} b_{n}^{j-1, R \dagger}}|0\rangle_{123}^{L}|0\rangle_{123}^{R} \tag{40}
\end{equation*}
$$

where $|0\rangle_{123}^{L, R}$ denotes the vacuum in the left (right) product of the Hilbert space of the three strings. Here $b_{n}^{j, L(R)}$ denotes oscillators in the $L(R) j t h$ string Hilbert space. For simplicity the Lorentz index $(\mu=0,1, \cdots, 25)$ and the Minkowski metric $\eta_{\mu \nu}$ used to contract the Lorentz indices, have been suppressed in Equation (40). We shall follow this convention throughout this paper.

Though the form of the comma 3-Vertex given in Equation (40) is quite elegant, it is very cumbersome to relate it directly to the SCSV 3-Vertex due to the fact that connection between the vacuum in the comma theory and the vacuum in the $\operatorname{SCSV}$ is quite involved. One also needs to use the change of representation formulas [1] to recast the quadratic form in the half string creation operators in terms of the full string creation-annihilation operators which adds more complications to an already difficult problem. On the other hand the task could be greatly simplified if we express the comma vertex in the full string basis. This may be achieved simply by re expressing the comma overlaps in terms of overlaps in the full string basis. Moreover, the proof of the Ward-like identities will also simplify a great deal if the comma 3-Vertex is expressed in the full string basis. Before we express the half-string 3-Vertex is expressed in the full string basis, we need first to solve the comma overlap equations in (27), (30) and (32), (34) for the Fourier modes of the comma coordinates and momenta, respectively. The modes in the $Z_{3}$ Fourier space are given by

$$
\begin{align*}
& Q_{2 n-1}^{r}=\frac{1}{\pi \sqrt{2}} \int_{-\pi}^{\pi} Q^{r}(\sigma) \cos (2 n-1) \sigma \mathrm{d} \sigma  \tag{41}\\
& \bar{Q}_{2 n-1}^{r}=\frac{1}{\pi \sqrt{2}} \int_{-\pi}^{\pi} \bar{Q}^{r}(\sigma) \cos (2 n-1) \sigma \mathrm{d} \sigma  \tag{42}\\
& Q_{2 n-1}^{3, r}=\frac{1}{\pi \sqrt{2}} \int_{-\pi}^{\pi} Q^{3, r}(\sigma) \cos (2 n-1) \sigma \mathrm{d} \sigma \tag{43}
\end{align*}
$$

where $n=1,2,3, \cdots$, and a similar set for the conjugate momenta. The overlap equations for the coordinates in (27) and (28) and the properties imposed in the Fourier expansion of the comma coordinates

$$
\begin{gather*}
Q^{r}(\sigma)=Q^{r}(-\sigma) \text { and } Q^{r}(\sigma)=-Q^{r}(\pi-\sigma),  \tag{44}\\
\bar{Q}^{r}(\sigma)=\bar{Q}^{r}(-\sigma) \text { and } \bar{Q}^{r}(\sigma)=-\bar{Q}^{r}(\pi-\sigma),  \tag{45}\\
Q^{3, r}(\sigma)=Q^{3, r}(-\sigma) \text { and } Q^{3, r}(\sigma)=-Q^{3, r}(\pi-\sigma) \tag{46}
\end{gather*}
$$

where $0 \leq \sigma \leq \pi$, imply that their $Z_{3}$ Fourier modes in the comma basis satisfy

$$
\begin{gather*}
Q_{2 n-1}^{L}=e Q_{2 n-1}^{R}  \tag{47}\\
\bar{Q}_{2 n-1}^{L}=\bar{e} \bar{Q}_{2 n-1}^{R} \tag{48}
\end{gather*}
$$

From the overlap in (30) we obtain

$$
\begin{equation*}
Q_{2 n-1}^{3, L}=Q_{2 n-1}^{3, R} \tag{49}
\end{equation*}
$$

For the Fourier modes of the conjugate momenta one obtains

$$
\begin{gather*}
\wp_{2 n-1}^{L}=-e \wp_{2 n-1}^{R},  \tag{50}\\
\wp_{2 n-1}^{L}=-\bar{e} \bar{\wp}_{2 n-1}^{R} \tag{51}
\end{gather*}
$$

and

$$
\begin{equation*}
\wp_{2 n-1}^{3, L}=-\wp_{2 n-1}^{3, R}, \tag{52}
\end{equation*}
$$

where $n=1,2,3, \cdots$. We see that the comma overlaps in the full string basis separates into a product of two pieces depending on

$$
\begin{equation*}
A_{n}^{3 \dagger}=\frac{1}{\sqrt{3}}\left(a_{n}^{1 \dagger}+a_{n}^{2 \dagger}+a_{n}^{3 \dagger}\right) \tag{53}
\end{equation*}
$$

and on

$$
\begin{align*}
& A_{n}^{\dagger} \equiv A_{n}^{1 \dagger}=\frac{1}{\sqrt{3}}\left(\bar{e} a_{n}^{1 \dagger}+e a_{n}^{2 \dagger}+a_{n}^{3 \dagger}\right),  \tag{54}\\
& \bar{A}_{n}^{\dagger} \equiv A_{n}^{2 \dagger}=\frac{1}{\sqrt{3}}\left(e a_{n}^{1 \dagger}+\bar{e} a_{n}^{2 \dagger}+a_{n}^{3 \dagger}\right), \tag{55}
\end{align*}
$$

respectively, where the creation and annihilation operators $A_{n}^{\dagger}$ and $A_{n}$ in the $Z_{3}$-Fourier space are defined in the usual way

$$
\begin{gather*}
Q_{n}=\frac{i}{2} \sqrt{\frac{2}{n}}\left(A_{n}-A_{n}^{\dagger}\right), n=1,2,3, \cdots  \tag{56}\\
Q_{0}=\frac{i}{2}\left(A_{0}-A_{0}^{\dagger}\right)  \tag{57}\\
P_{n}=-i \frac{\partial}{\partial Q_{n}}=\sqrt{\frac{n}{2}}\left(A_{n}+A_{n}^{\dagger}\right), n=1,2,3, \cdots  \tag{58}\\
P_{0}=-i \frac{\partial}{\partial Q_{0}}=\left(A_{0}+A_{0}^{\dagger}\right) \tag{59}
\end{gather*}
$$

and similarly for $\bar{A}_{n}^{\dagger}, \bar{A}_{n}$ and $A_{n}^{3 \dagger}, A_{n}^{3}$. Notice that in the $Z_{3}$-Fourier space, $A_{n}^{\dagger}=\bar{A}_{-n}, \bar{A}_{n}^{\dagger}=A_{-n}$. For the matter sector, the comma 3-Vertex would be represented as exponential of quadratic form in the creation operators $A_{n}^{3 \dagger}, A_{n}^{\dagger}$ and $\bar{A}_{m}^{\dagger}$. Thus the comma 3-Vertex in the full string $Z_{3}$-Fourier space takes the form

$$
\begin{equation*}
\left.\left|V_{Q}^{H S}\right\rangle=\int \mathrm{d} Q_{M} \mathrm{~d} \bar{Q}_{M} \delta\left(Q_{M}\right) \delta\left(\bar{Q}_{M}\right) V^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right) \mid 0\right)_{123} \tag{60}
\end{equation*}
$$

where $\mid 0)_{123}$ denotes the matter part of the vacuum in the Hilbert space of the three strings and

$$
\begin{equation*}
V^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right)=\mathrm{e}^{\sum_{n, m=0}^{\infty}\left(-\frac{1}{2} A_{n}^{3 \dagger} C_{n m} A_{m}^{3 \dagger}-A_{n}^{\dagger} F_{n m} \bar{A}_{m}^{\dagger}\right)} \tag{61}
\end{equation*}
$$

The ghost piece of the 3-Vertex in the bosonized form has the same structure as the coordinate piece apart from the mid point insertions. In the $Z_{3}$-Fourier space $Q_{M}^{\phi}={\overline{Q^{\phi}}}_{M}=0$ and only $Q_{M}^{\phi 3} \neq 0$. Thus the mid-point insertion is given by $3 i Q_{M}^{\phi 3} / 2$. The effect of the insertion is to inject the ghost number into the vertex at its mid-point to conserve the ghost number at the string mid-point, where the conservation of ghost number is violated due to the concentration of
the curvature at the mid-point. Thus the ghost part of the 3-Vertex takes the form

$$
\begin{equation*}
\left.\left|V_{Q^{\phi}}^{H S}\right\rangle=\mathrm{e}^{3 i Q_{M}^{\phi, 3} / 2} V_{\phi}^{H S}\left(A_{n}^{\phi, 3 \dagger}, A_{n}^{\phi \dagger}, \overline{A_{n}^{\phi} \dagger}\right) \mid 0\right)_{123}^{\phi} \tag{62}
\end{equation*}
$$

where $|0\rangle_{123}^{\phi}$ denotes the ghost part of the vacuum in the Hilbert space of the three strings and $V_{\phi}^{H S}\left(A_{n}^{\phi, 3 \dagger}, A_{n}^{\phi \dagger}, \overline{A^{\phi} \dagger}{ }_{n}\right)$ has the exact structure as the coordinate piece $V_{Q}^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right)$. The mid-point insertion $3 i Q_{M}^{\phi, 3} / 2$ in (62) may be written in terms of the creation annihilation operators

$$
\begin{equation*}
Q_{M}^{\phi, 3}=Q_{0}^{\phi, 3}+i \sum_{n=\text { even }=2}^{\infty} \frac{(-1)^{n / 2}}{\sqrt{n}}\left(A_{n}^{3}-A_{n}^{3 \dagger}\right) \tag{63}
\end{equation*}
$$

If we now commute the annihilation operators in the mid-point insertion through the exponential of the quadratic form in the creation operators in the three-string ghost vertex $\left(V_{Q^{\phi}}^{H S}\right)$, the three-string ghost vertex in (62) takes the form

$$
\begin{equation*}
\left|V_{Q^{\phi}}^{H S}\right\rangle=\mathrm{e}^{3 i Q_{0}^{\phi, 3} / 2} \mathrm{e}^{3 \sum_{n=e v e n=2}^{\infty} \frac{(-1)^{n / 2}}{\sqrt{n}} A_{n}^{3 \dagger}} V_{\phi}^{H S}\left(A_{n}^{\phi, 3 \dagger}, A_{n}^{\phi \dagger}, \overline{A_{n}^{\phi \dagger}}\right)|0\rangle_{123}^{\phi} \tag{64}
\end{equation*}
$$

We note that commuting the annihilation operators in the mid-point insertion $3 i Q_{M}^{\phi, 3} / 2$ through $V_{\phi}^{H S}\left(A_{n}^{\phi, 3 \dagger}, A_{n}^{\phi \dagger}, \overline{A^{\phi \dagger}}{ }_{n}\right)$ results in the doubling of the creation operator in the mid-point insertion.

## 3. The Half-String 3-Vertex in the Full String Basis

We now proceed to express the half-string overlaps in the Hilbert space of the full string theory. The change of representation between the half-string modes and the full string modes derived in [1] is given by

$$
\begin{align*}
& Q_{n}^{r}=(-1)^{r+1} Q_{2 n-1}+\sum_{m=1}^{\infty} \sqrt{\frac{2 m}{2 n-1}}\left[M_{m n}^{1}+M_{m n}^{2}\right] Q_{2 m} \\
& \wp_{n}^{r}=\frac{(-1)^{r+1}}{2} P_{2 n-1}+\frac{1}{2} \sum_{m=1}^{\infty} \sqrt{\frac{2 n-1}{2 m}}\left[M_{m n}^{1}-M_{m n}^{2}\right] P_{2 m}-\frac{\sqrt{2}}{\pi} \frac{(-1)^{n}}{2 n-1} P_{0} \tag{65}
\end{align*}
$$

where $r=1,2 \equiv L, R ; n=1,2,3, \cdots$; and the matrices $M^{1}$ and $M^{2}$ are given by

$$
\begin{equation*}
M_{m n}^{1}=\frac{2}{\pi} \sqrt{\frac{2 m}{2 n-1}} \frac{(-1)^{m+n}}{2 m-(2 n-1)}, m, n=1,2,3, \cdots \tag{66}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{m n}^{2}=\frac{2}{\pi} \sqrt{\frac{2 m}{2 n-1}} \frac{(-1)^{m+n}}{2 m+(2 n-1)}, m, n=1,2,3, \cdots \tag{67}
\end{equation*}
$$

Now the overlap equations in (47), (50) and (29) become

$$
\begin{equation*}
(1+e) Q_{2 n-1}=-(1-e) \sum_{m=1}^{\infty} \sqrt{\frac{2 m}{2 n-1}}\left[M_{m n}^{1}+M_{m n}^{2}\right] Q_{2 m} \tag{68}
\end{equation*}
$$

$$
\begin{gather*}
(1-e) \frac{1}{2} P_{2 n-1}=-(1+e) \frac{1}{2} \sum_{m=1}^{\infty} \sqrt{\frac{2 n-1}{2 m}}\left[M_{m n}^{1}-M_{m n}^{2}\right] P_{2 m}+(1+e) \frac{\sqrt{2}}{\pi} \frac{(-1)^{n}}{2 n-1} P_{0}  \tag{69}\\
Q_{M}=Q_{0}+\sqrt{2} \sum_{n=1}^{\infty}(-1)^{n} Q_{2 n}=0 \tag{70}
\end{gather*}
$$

respectively. The overlaps for the complex conjugate of the first two equations could be obtained simply by taking the complex conjugation. Similarly from the overlaps in (49), (52) and (35) we obtain

$$
\begin{gather*}
Q_{2 n-1}^{3}=0  \tag{71}\\
\sum_{m=1}^{\infty} \sqrt{\frac{2 n-1}{2 m}}\left[M_{m n}^{1}-M_{m n}^{2}\right] P_{2 m}^{3}-\frac{2 \sqrt{2}}{\pi} \frac{(-1)^{n}}{2 n-1} P_{0}^{3}=0  \tag{72}\\
\wp_{M}^{3}=0 \tag{73}
\end{gather*}
$$

We have seen in reference [1] the $\wp_{M}^{3}=P_{0}^{3}$ and so the overlap conditions in (72) and (73) reduce to

$$
\begin{gather*}
\sum_{m=1}^{\infty} \sqrt{\frac{2 n-1}{2 m}}\left[M_{m n}^{1}-M_{m n}^{2}\right] P_{2 m}^{3}=0  \tag{74}\\
P_{0}^{3}=0 \tag{75}
\end{gather*}
$$

It is important to keep in mind that the equality sign appearing in Equations (68) through (75) is an equality between action of the operators when acting on the comma vertex except for Equation (75) which is the conservation of the momentum carried by the third string in the $Z_{3}$ Fourier space.

The comma vertex $\left|V^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right)\right\rangle$ in the full string basis now satisfies the comma overlaps in (68), (69), (70), (71), (74) and (74). First let us consider the overlaps in (68), (69) and (70), i.e.,

$$
\begin{align*}
& {\left[(1+e) Q_{2 n-1}+(1-e) \sum_{m=1}^{\infty} \sqrt{\frac{2 m}{2 n-1}}\left(M_{m n}^{1}+M_{m n}^{2}\right) Q_{2 m}\right]} \\
& \left|V^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right)\right\rangle=0,  \tag{76}\\
& {\left[(1-e) \frac{1}{2} P_{2 n-1}+(1+e) \frac{1}{2} \sum_{m=1}^{\infty} \sqrt{\frac{2 n-1}{2 m}}\left(M_{m n}^{1}-M_{m n}^{2}\right) P_{2 m}\right.} \\
& \left.-(1+e) \frac{\sqrt{2}}{\pi} \frac{(-1)^{n}}{2 n-1} P_{0}\right]\left|V^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right)\right\rangle=0,  \tag{77}\\
& {\left[Q_{0}+\sqrt{2} \sum_{k=1}^{\infty}(-1)^{k} Q_{2 k}\right]\left|V^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right)\right\rangle=0} \tag{78}
\end{align*}
$$

(as well as their complex conjugates), where $n=1,2,3, \cdots$. For the remaining overlaps, i.e., equations in (71) and (74), we have

$$
\begin{gather*}
Q_{2 n-1}^{3}\left|V^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right)\right\rangle=0,  \tag{79}\\
\sum_{m=1}^{\infty} \sqrt{\frac{2 n-1}{2 m}}\left(M_{m n}^{1}-M_{m n}^{2}\right) P_{2 m}^{3}\left|V^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right)\right\rangle=0, \tag{80}
\end{gather*}
$$

$$
\begin{equation*}
P_{0}^{3}\left|V^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right)\right\rangle=0 \tag{81}
\end{equation*}
$$

where $n=1,2,3, \cdots$. We notice that these overlaps are identical to the overlap equations for the identity vertex [4] [5] [7] [8]. Thus

$$
\begin{equation*}
C_{n m}=(-1)^{n} \delta_{n m}, \quad n, m=0,1,2, \cdots \tag{82}
\end{equation*}
$$

The explicit form of the matrix $F$, may be obtained from the overlap equations given by (76), (77) and (78) as well as their complex conjugates. It will turn out that the matrix $F$ has the following properties

$$
\begin{equation*}
F=F^{\dagger}, \quad \bar{F}=C F C, \quad F^{2}=1 \tag{83}
\end{equation*}
$$

which are consistent with the properties of the coupling matrices in Witten's theory of open bosonic strings [7] [8]. This indeed is a nontrivial check on the validity of the comma approach to the theory of open bosonic strings.

Now substituting (61) into (76) and writing $Q_{n}$ in terms of $A_{n}^{\dagger}$ and $A_{n}$, we obtain the first equation for the matrix $F$

$$
\begin{equation*}
F_{2 n-1 k}+\delta_{2 n-1 k}-i \sqrt{3} \sum_{m=1}^{\infty}\left(M_{m n}^{1}+M_{m n}^{2}\right)\left(F_{2 m k}+\delta_{2 m k}\right)=0 \tag{84}
\end{equation*}
$$

where $k=0,1,2, \cdots ; n=1,2,3, \cdots$. Next from the overlap equation in (77) we obtain a second condition on the $F$ matrix

$$
\begin{align*}
0= & \left(F_{2 n-1 k}-\delta_{2 n-1 k}\right)+\frac{1}{\sqrt{3}} i \sum_{m=1}^{\infty}\left(M_{m n}^{1}-M_{m n}^{2}\right)\left(F_{2 m k}-\delta_{2 m k}\right) \\
& -\frac{4}{\pi} \frac{i}{\sqrt{3}} \frac{(-1)^{n}}{(2 n-1)^{3 / 2}}\left(F_{0 k}-\delta_{0 k}\right) \tag{85}
\end{align*}
$$

where $k=0,1,2, \cdots ; n=1,2,3, \cdots$. The overlaps for the mid-point in (78) give

$$
\begin{equation*}
\left[\left(F_{0 m}+\delta_{0 m}\right)+\sqrt{2} \sum_{k=1}^{\infty}(-1)^{k} \sqrt{\frac{2}{2 k}}\left(F_{2 k m}+\delta_{2 k m}\right)\right]=0, m=0,1,2, \cdots \tag{86}
\end{equation*}
$$

Solving Equations (84) and (85), we have

$$
\begin{align*}
F_{2 n 0}= & \frac{1}{\pi}\left(F_{00}-1\right) \sum_{m=1}^{\infty}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{n m} \frac{(-1)^{m}}{(2 m-1)^{3 / 2}}  \tag{87}\\
F_{2 n 2 k}= & \left.\frac{1}{\pi} F_{02 k} \sum_{m=1}^{\infty}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]\right]_{n m} \frac{(-)^{m}}{(2 m-1)^{3 / 2}}  \tag{88}\\
& -\sum_{m=1}^{\infty}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{n m}\left[\frac{1}{2} M_{1}^{T}+M_{2}^{T}\right]_{m k} \\
F_{2 n 2 k-1}= & -\frac{i \sqrt{3}}{2}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{n k}  \tag{89}\\
& +\frac{1}{\pi} F_{02 k-1} \sum_{m=1}^{\infty}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right] \frac{(-)^{m}}{(2 m-1)^{3 / 2}} \\
F_{2 n-12 k-1}= & \frac{2 i}{\sqrt{3}} \sum_{m=1}^{\infty}\left[\frac{1}{2} M_{1}^{T}+M_{2}^{T}\right] F_{n m}\left[\frac{2 i}{} \frac{(-)^{n}}{\pi \sqrt{3}} \frac{(2 n-1)^{3 / 2}}{} F_{02 k-1}\right. \tag{90}
\end{align*}
$$

$$
\begin{align*}
& F_{2 n-12 k}= \frac{2 i}{\sqrt{3}} \sum_{m=1}^{\infty}\left[\frac{1}{2} M_{1}^{T}+M_{2}^{T}\right]_{n m} F_{2 m 2 k}+\frac{2 i}{\sqrt{3}}\left[M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right]_{n k} \\
&+\frac{2 i}{\pi \sqrt{3}} \frac{(-1)^{n}}{(2 n-1)^{3 / 2}} F_{02 k}  \tag{91}\\
& F_{2 n-10}=\frac{2 i}{\sqrt{3}} \sum_{m=1}^{\infty}\left[\frac{1}{2} M_{1}^{T}+M_{2}^{T}\right]_{n m} F_{2 m 0}+\frac{2 i}{\pi \sqrt{3}} \times \frac{(-)^{n}}{(2 n-1)^{3 / 2}}\left(F_{00}-1\right) \tag{92}
\end{align*}
$$

where all $n, k=1,2,3, \cdots$. Finally Equation (86) leads to

$$
\begin{gather*}
\left(F_{00}+1\right)=2 \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{\sqrt{2 n}} F_{2 n 0},  \tag{93}\\
F_{02 m}=2 \frac{(-1)^{m+1}}{\sqrt{2 m}}+2 \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{2 k}} F_{2 k 2 m},  \tag{94}\\
F_{02 m-1}=2 \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{2 k}} F_{2 k 2 m-1} \tag{95}
\end{gather*}
$$

where $m=1,2,3, \cdots$.
Now the explicit form of the $F$ matrix is completely given by the set of Equations (87), (88), (89), (90), (91), (92), (93), (94) and (95) provided that the inverse of the $\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)$ exist. Now we proceed to compute the required inverse.

## 4. Finding the Inverse

In the half string formulation the combination $\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}$ is a special case of the more general expression, $M_{1}^{T}+\cos (k \pi / N) M_{2}^{T}$, where $k=1,2,3, \cdots, 2 N$ and $N$ is the number of strings ${ }^{2}$. For the case of interest, $N$ corresponds to 3 and $k=1$. It is however more constructive to consider the generic combination $\beta M_{1}^{T}+\alpha M_{2}^{T}$. Again for the case of interest one has $\beta=1$ and $\alpha=\cos (k \pi / N)=1 / 2$. For the inverse of $\beta M_{1}^{T}+\alpha M_{2}^{T}$, we propose the Ansatz

$$
\begin{align*}
& {\left[\left(\beta M_{1}^{T}+\alpha M_{2}^{T}\right)^{-1}\right]_{n m}} \\
& =(-1)^{n+m} \sqrt{2 n}\left[\alpha^{\prime} \frac{u_{2 n}^{1-1 / p} u_{2 m-1}^{1 / p}+u_{2 n}^{1 / p} u_{2 m-1}^{1-1 / p}}{2 n-(2 m-1)}+\beta^{\prime} \frac{u_{2 n}^{1-1 / p} u_{2 m-1}^{1 / p}-u_{2 n}^{1 / p} u_{2 m-1}^{1-1 / p}}{2 n+(2 m-1)}\right] \sqrt{2 m-1} \tag{96}
\end{align*}
$$

The coefficients $u_{k}^{1 / p}$ and $u_{k}^{1-1 / p}$ are the modes appearing in the Taylor expansion of the functions $\left(\frac{1+x}{1-x}\right)^{1 / p}$ and $\left(\frac{1+x}{1-x}\right)^{1-1 / p}$ respectively. For the three interaction vertex $p=3$ and the Taylor modes $u_{k}^{1 / p}$ and $u_{k}^{1-1 / p}$ reduce to $u_{k}^{1 / 3}=a_{k}$ and $u_{k}^{2 / 3}=b_{k}$ found in references [7] [8]. These coefficients are

[^1]treated in details in appendix A. The free parameters $\alpha^{\prime}, \beta^{\prime}$ and $p$ are to be determined by demanding that (96) satisfies the identities
\[

$$
\begin{equation*}
\left(\beta M_{1}^{T}+\alpha M_{2}^{T}\right)^{-1}\left(\beta M_{1}^{T}+\alpha M_{2}^{T}\right)=I \tag{97}
\end{equation*}
$$

\]

which implies that $\left(\beta M_{1}^{T}+\alpha M_{2}^{T}\right)^{-1}$ is left inverse and the identity

$$
\begin{equation*}
\left(\beta M_{1}^{T}+\alpha M_{2}^{T}\right)\left(\beta M_{1}^{T}+\alpha M_{2}^{T}\right)^{-1}=I \tag{98}
\end{equation*}
$$

which implies that $\left(\beta M_{1}^{T}+\alpha M_{2}^{T}\right)^{-1}$ is right inverse. Here $I$ is the identity matrix in the space of $N$ strings.

Before we proceed to fix the constants $\alpha^{\prime}, \beta^{\prime}$ and $p$, there are two special cases where the inverse could be obtained with ease with the help of the commutation relations of the half string creation annihilation operators $\left(b_{n}^{(r)}, b_{n}^{(r) \dagger}\right)$. They are given by $k=2 N$ and $k=N$.

For $k=2 N$, the combination $M_{1}^{T}+\cos (k \pi / N) M_{2}^{T}$ reduces to $M_{1}^{T}+M_{2}^{T}$ and the inverse $\left(M_{1}^{T}+M_{2}^{T}\right)^{-1}=M_{1}-M_{2}$. To see this we only need to verify that $\left(M_{1}^{T}+M_{2}^{T}\right)\left(M_{1}-M_{2}\right)=\left(M_{1}-M_{2}\right)\left(M_{1}^{T}+M_{2}^{T}\right)=I$. We first consider

$$
\begin{equation*}
\left(M_{1}^{T}+M_{2}^{T}\right)\left(M_{1}-M_{2}\right)=\left(M_{1}^{T} M_{1}-M_{2}^{T} M_{2}\right)-\left(M_{1}^{T} M_{2}-M_{2}^{T} M_{1}\right) \tag{99}
\end{equation*}
$$

Using the commutation relations

$$
\begin{equation*}
\left[b_{n}^{(r)}, b_{-m}^{(s)}\right]=\delta^{r s} \delta_{n+m 0} \tag{100}
\end{equation*}
$$

(where $b_{-m}^{(s)} \equiv b_{m}^{(s) \dagger}$ ) for the half string creation annihilation modes $\left(b_{n}^{(r)}, b_{n}^{(r) \dagger}\right)$, one can show that the the combination inside the first bracket is the identity matrix $I$ and the combination inside the second bracket is identically zero. To see this recall that the change of representation between the full string creation annihilation modes $\left(a_{n}, a_{n}^{\dagger}\right)$ and the half string creation annihilation modes is given by

$$
\begin{equation*}
b_{n}^{(r)}=(-1)^{r} a_{2 n-1}+\frac{1}{2} \sum_{m=1}^{\infty}\left(M_{m n}^{1} a_{2 m}-M_{m n}^{2} a_{-2 m}\right), n=1,2,3, \cdots \tag{101}
\end{equation*}
$$

and $b_{-n}^{(r)} \equiv b_{n}^{(r) \dagger}$ is given by the same expression with $a_{k} \rightleftharpoons a_{-k}$. Substituting (101) into (100) one obtains

$$
\begin{align*}
0 & =\left[b_{n}^{(r)}, b_{q}^{(s)}\right]=-\frac{1}{2} \delta^{r s} \sum_{k=1}^{\infty}\left[\left(M_{1}^{T}\right)_{n k}\left(M_{2}\right)_{k q}-\left(M_{2}^{T}\right)_{n k}\left(M_{1}\right)_{k q}\right]  \tag{102}\\
& =-\frac{1}{2} \delta^{r s}\left[M_{1}^{T} M_{2}-M_{2}^{T} M_{1}\right]_{n q}
\end{align*}
$$

for $n>0$ and $m=-q<0$. Since $\delta^{r s}=0$ for $r \neq s$, then the above equation does not yield any information about the combination $M_{1}^{T} M_{2}-M_{2}^{T} M_{1}$ for $r \neq s$. However, for $r=s$, Equation (102) yields

$$
\begin{equation*}
M_{1}^{T} M_{2}-M_{2}^{T} M_{1}=0 \tag{103}
\end{equation*}
$$

Similarly one has

$$
\begin{align*}
\delta^{r s} \delta_{n m} & =\left[b_{n}^{(r)}, b_{-m}^{(s)}\right] \\
& =\frac{1}{2}(-1)^{r+s} \delta_{n m}+\frac{1}{2} \sum_{m=1}^{\infty}\left[\left(M_{1}^{T}\right)_{n k}\left(M_{1}\right)_{k m}-\left(M_{2}^{T}\right)_{n k}\left(M_{2}\right)_{k m}\right]  \tag{104}\\
& =\frac{1}{2}(-1)^{r+s} I_{n m}+\frac{1}{2}\left[M_{1}^{T} M_{1}-M_{2}^{T} M_{2}\right]_{n m}
\end{align*}
$$

for $n, m>0$. In this case, the above expression gives the following identity

$$
\begin{equation*}
M_{1}^{T} M_{1}-M_{2}^{T} M_{2}=I \tag{105}
\end{equation*}
$$

for all possible values of $r$ and $s$. Substituting Equations (103) and (105) into Equation (99) we arrive at

$$
\begin{equation*}
\left(M_{1}^{T}+M_{2}^{T}\right)\left(M_{1}-M_{2}\right)=I \tag{106}
\end{equation*}
$$

Thus $\left(M_{1}-M_{2}\right)$ is the right inverse of $\left(M_{1}^{T}+M_{2}^{T}\right)$. To complete the proof one must show that $\left(M_{1}-M_{2}\right)$ is also a left inverse; that is we need to establish the following identity

$$
\begin{equation*}
\left(M_{1}-M_{2}\right)\left(M_{1}^{T}+M_{2}^{T}\right)=I \tag{107}
\end{equation*}
$$

The proof of the above identity follows at once from the change of representation between the half string creation annihilation modes $\left(b_{n}^{(r)}, b_{n}^{(r) \dagger}\right)$ and the full string creation annihilation modes $\left(a_{n}, a_{n}^{\dagger}\right)$ given by

$$
\begin{equation*}
a_{2 n}=\frac{(-1)^{n}}{\sqrt{2 n}} P+\sum_{m=1}^{\infty}\left(M_{n m}^{1} b_{m}^{(+)}-M_{n m}^{2} b_{-2 m}^{(+)}\right), \quad n=1,2,3, \cdots \tag{108}
\end{equation*}
$$

(where $b_{n}^{(+)}=\frac{1}{\sqrt{2}}\left(b_{n}^{(1)}+b_{n}^{(2)}\right)$ ) and the commutation relations

$$
\begin{equation*}
\left[a_{n}, a_{-m}\right]=\delta_{n+m 0} \tag{109}
\end{equation*}
$$

Using Equations (108) and (109) and skipping the algebraic details, one obtains the following identities

$$
\begin{align*}
& M_{1} M_{2}^{T}-M_{2} M_{1}^{T}=0  \tag{110}\\
& M_{1} M_{1}^{T}-M_{2} M_{2}^{T}=I \tag{111}
\end{align*}
$$

needed to prove that the combination $\left(M_{1}-M_{2}\right)$ is also a left inverse. This completes the proof.

For $k=N$, the combination $M_{1}^{T}+\cos (k \pi / N) M_{2}^{T}$ reduces to $M_{1}^{T}-M_{2}^{T}$ and the inverse $\left(M_{1}^{T}-M_{2}^{T}\right)^{-1}=M_{1}+M_{2}$. The proof that $M_{1}+M_{2}$ is the right inverse follows at once simply by taking the transpose of the already established identity in (106). To show that the combination $M_{1}+M_{2}$ is also the left inverse of the combination $M_{1}^{T}-M_{2}^{T}$ one only needs to take the transpose of (107); thus leading to the desired result.

Now we proceed to fix the constants in (96) for $k \neq N, 2 N$. From Equations (66) and (67), we have

$$
\begin{equation*}
M_{n m}^{1}=\frac{2}{\pi} \sqrt{\frac{2 n}{2 m-1}} \frac{(-1)^{n+m}}{2 n-(2 m-1)} \tag{112}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{n m}^{2}=\frac{2}{\pi} \sqrt{\frac{2 n}{2 m-1}} \frac{(-1)^{n+m}}{2 n+(2 m-1)} \tag{113}
\end{equation*}
$$

respectively. First we proceed with the identity in (97). If we could solve for the free parameters $\alpha^{\prime}, \beta^{\prime}$, and $p$ in terms of the known parameters $\alpha$ and $\beta$ then the Ansatz in (96) is the left inverse of the matrix $\beta M_{1}^{T}+\alpha M_{2}^{T}$. For the off
diagonal elements; that is $q \neq n$, the identity in (97), yields, after much use of the identities in [9],

$$
\begin{aligned}
& \alpha^{\prime} \beta \frac{u_{2 n}^{1-1 / p} O_{-2 n}^{u(1, p)}-u_{2 n}^{1-1 / p} O_{-2 q}^{u(1, p)}+u_{2 n}^{1 / p} O_{-2 n}^{u(p-1, p)}-u_{2 n}^{1 / p} O_{-2 q}^{u(p-1, p)}}{2 n-2 q} \\
& -\alpha^{\prime} \alpha \frac{u_{2 n}^{1-1 / p} O_{-2 n}^{u(1, p)}-u_{2 n}^{1-1 / p} O_{2 q}^{u(1, p)}+u_{2 n}^{1 / p} O_{-2 n}^{u(p-1, p)}-u_{2 n}^{1 / p} O_{2 q}^{u(p-1, p)}}{2 n+2 q} \\
& +\beta^{\prime} \beta \frac{u_{2 n}^{1-1 / p} O_{2 n}^{u(1, p)}-u_{2 n}^{1-1 / p} O_{-2 q}^{u(1, p)}-u_{2 n}^{1 / p} O_{2 n}^{u(p-1, p)}+u_{2 n}^{1 / p} O_{-2 q}^{u(p-1, p)}}{2 n+2 q} \\
& -\beta^{\prime} \alpha \frac{u_{2 n}^{1-1 / p} O_{2 n}^{u(1, p)}-u_{2 n}^{1-1 / p} O_{2 q}^{u(1, p)}-u_{2 n}^{1 / p} O_{2 n}^{u(p-1, p)}+u_{2 n}^{1 / p} O_{2 q}^{u(p-1, p)}}{2 n-2 q}=0
\end{aligned}
$$

where the quantities

$$
\begin{equation*}
O_{ \pm n=2 k}^{u(q, p)} \equiv \sum_{m=2 l+1=1}^{\infty} \frac{u_{m}^{q / p}}{ \pm n+m}, n \geq 0 \tag{114}
\end{equation*}
$$

have been considered in [9]. The quantities $O_{-n}^{u(q, p)}$ are related to $O_{n}^{u(q, p)}$ through the identity $O_{-n}^{u(q, p)}=-\cos (q \pi / p) O_{n}^{u(q, p)}$ [9]. The quantity $O_{n}^{u(q, p)}$ has the value $[\pi / 2 \sin (q \pi / p)] u_{2 n}^{q / p} \quad[9]$. In order for the right hand side of the above expression to vanish, the coefficients of $u_{2 n}^{1-1 / p} u_{2 n}^{1 / p}, u_{2 n}^{1-1 / p} u_{2 q}^{1 / p}$ and $u_{2 n}^{1 / p} u_{2 q}^{1-1 / p}$ must vanish separately. The vanishing of the coefficient of the $u_{2 n}^{1-1 / p} u_{2 n}^{1 / p}$ can be established explicitly by substituting the explicit values for $O_{n}^{u(q, p)}$. The vanishing of the coefficient of $u_{2 n}^{1-1 / p} u_{2 q}^{1 / p}$ term leads to the following conditions on the free parameters

$$
\begin{align*}
& \beta^{\prime} \alpha+\alpha^{\prime} \beta \cos \left(\frac{1}{p} \pi\right)=0  \tag{115}\\
& \alpha^{\prime} \alpha+\beta^{\prime} \beta \cos \left(\frac{1}{p} \pi\right)=0 \tag{116}
\end{align*}
$$

The vanishing of the coefficient of $u_{2 n}^{1 / p} u_{2 q}^{1-1 / p}$ does not lead to new conditions on the free parameters but it provides a consistency condition. The equivalence between the half-string field theory and Witten's theory of open bosonic strings will guarantee that this consistency condition will be met. In fact we have verified this requirement explicitly.

For the diagonal elements $(q=n)$, the identity in (97), after much use of the various identities in [9], yields

$$
\begin{align*}
1= & \frac{2(-1)^{n+n}}{\pi}(2 n)^{1 / 2}(2 n)^{1 / 2}\left\{\alpha^{\prime} \beta\left[u_{2 n}^{1-1 / p} \tilde{O}_{-2 n}^{u(1, p)}+u_{2 n}^{1 / p} \tilde{O}_{-2 n}^{u(p-1, p)}\right]\right. \\
& -\alpha^{\prime} \alpha \frac{u_{2 n}^{1-1 / p} O_{-2 n}^{u(1, p)}-u_{2 n}^{1-1 / p} O_{2 n}^{u(1, p)}+u_{2 n}^{1 / p} O_{-2 n}^{u(p-1, p)}-u_{2 n}^{1 / p} O_{2 n}^{u(p-1, p)}}{2(2 n)}  \tag{117}\\
& +\beta^{\prime} \beta \frac{u_{2 n}^{1-1 / p} O_{2 n}^{u(1, p)}-u_{2 n}^{1-1 / p} O_{-2 n}^{u(1, p)}-u_{2 n}^{1 / p} O_{2 n}^{u(p-1, p)}+u_{2 n}^{1 / p} O_{-2 n}^{u(p-1, p)}}{2(2 n)} \\
& \left.+\beta^{\prime} \alpha\left[u_{2 n}^{1-1 / p} \tilde{O}_{2 n}^{u(1, p)}-u_{2 n}^{1 / p} \tilde{O}_{2 n}^{u(p-1, p)}\right]\right\}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{O}_{ \pm n=2 k}^{u(q, p)}=\sum_{m=2 l+1=1}^{\infty} \frac{u_{m}^{q / p}}{( \pm n+m)^{2}} \tag{118}
\end{equation*}
$$

has been considered in [9]. Using the explicit values of $O_{n}^{u(q, p)}, O_{-n}^{u(q, p)}, \tilde{O}_{n}^{u(q, p)}$ and $\tilde{O}_{-n}^{u(q, p)}$ which are given in [9] and imposing the conditions obtained in (116), the above expression reduces, after a lengthy exercise, otherwise a straight forward algebra, to

$$
\begin{equation*}
1=\frac{2}{\pi}(2 n) \beta^{\prime} \alpha\left[u_{2 n}^{1-1 / p} \tilde{S}_{2 n}^{(1, p)}-u_{2 n}^{1 / p} \tilde{S}_{2 n}^{(p-1, p)}\right] \tag{119}
\end{equation*}
$$

where the quantities $\tilde{S}_{ \pm n}^{(q, p)}$ were introduced in [9]. The above expression may be reduced further by expressing $\tilde{S}_{-n}^{(q, p)}$ in terms of $\tilde{S}_{n}^{(q, p)}$ through the relations

$$
\begin{gather*}
\tilde{S}_{-2 n}^{(1, p)}=\tilde{S}_{2 n}^{(1, p)} \cos \frac{\pi}{p}+\left[1+\cos \left(\frac{\pi}{p}\right)\right] \bar{S}_{0}^{(1, p)} S_{2 n}^{(1, p)}  \tag{120}\\
\tilde{S}_{-2 n}^{(p-1, p)}=\tilde{S}_{2 n}^{(p-1, p)} \cos \frac{(p-1) \pi}{p}+\left[1+\cos \left(\frac{(p-1) \pi}{p}\right)\right] \bar{S}_{0}^{(p-1, p)} S_{2 n}^{(p-1, p)} \tag{121}
\end{gather*}
$$

which have been established in [9]. Hence

$$
\begin{align*}
1= & \frac{2}{\pi}(2 n) \alpha^{\prime} \beta\left\{u_{2 n}^{1-1 / p}\left[1+\cos \left(\frac{\pi}{p}\right)\right] \bar{S}_{0}^{(1, p)} S_{2 n}^{(1, p)}\right.  \tag{122}\\
& \left.+u_{2 n}^{1 / p}\left[1-\cos \left(\frac{\pi}{p}\right)\right] \bar{S}_{0}^{(p-1, p)} S_{2 n}^{(p-1, p)}\right\}
\end{align*}
$$

In arriving at the above expression we used the fact that

$$
\begin{equation*}
\alpha^{\prime} \beta \cos \left(\frac{(p-1)}{p} \pi\right)-\beta^{\prime} \alpha=\alpha^{\prime} \beta \cos \left(\frac{1}{p} \pi\right)+\beta^{\prime} \alpha=0 \tag{123}
\end{equation*}
$$

Further simplification of (122) may be achieved by substituting the explicit values of $\bar{S}_{0}^{(1, p)}$ and $\bar{S}_{0}^{(p-1, p)}$ found in [9]. Thus Equation (122) reduces to

$$
\begin{align*}
1= & 2 n \alpha^{\prime} \beta\left\{u_{2 n}^{1-1 / p}\left[1+\cos \left(\frac{\pi}{p}\right)\right] \tan \left(\frac{1}{p} \frac{\pi}{2}\right) S_{2 n}^{(1, p)}\right. \\
& \left.+S_{2 n}^{(1, p)}\left[1-\cos \left(\frac{\pi}{p}\right)\right] \cot \left(\frac{1}{p} \frac{\pi}{2}\right) S_{2 n}^{(p-1, p)}\right\}  \tag{124}\\
= & 2 n \alpha^{\prime} \beta \sin \left(\frac{\pi}{p}\right)\left[u_{2 n}^{1-1 / p} S_{2 n}^{(1, p)}+S_{2 n}^{(1, p)} S_{2 n}^{(p-1, p)}\right]
\end{align*}
$$

To compute the right-hand side of the above expression we need to evaluate the expression inside the square bracket. We will show that this expression has the explicit value $2 / 2 n$. Consider the matrix element defined by

$$
\begin{equation*}
W_{m n}=\frac{u_{m}^{1 / p} u_{n}^{1-1 / p}+u_{m}^{1-1 / p} u_{n}^{1 / p}}{m+n} \tag{125}
\end{equation*}
$$

The matrix element $W_{m n}$ satisfies the following recursion relationship, which may be verified by direct substitution

$$
\begin{equation*}
0=(n+1) W_{n+1 m}-(n-1) W_{n-1 m}+(m+1) W_{n m+1}-(m-1) W_{n m-1} \tag{126}
\end{equation*}
$$

for $m+n=$ odd integer. Letting $n \rightarrow 2 n-1 \geq 1, m \rightarrow 2 m \geq 2$ in (126), we obtain

$$
\begin{equation*}
0=2 n W_{2 n 2 m}-(2 n-2) W_{2 n-22 m}+(2 m+1) W_{2 n-12 m+1}-(2 m-1) W_{2 n-12 m-1} \tag{127}
\end{equation*}
$$

Summing both sides of (127) over $m$, we have

$$
\begin{equation*}
2 n \sum_{m=0}^{\infty} W_{2 n 2 m}-(2 n-2) \sum_{m=0}^{\infty} W_{2 n-22 m}=2 n W_{2 n 0}-(2 n-2) W_{2 n-20}+W_{2 n-11} \tag{128}
\end{equation*}
$$

Substituting the explicit values for $2 n W_{2 n 0}, W_{2 n-20}$ and $W_{2 n-11}$ into (128) we obtain

$$
\begin{align*}
& 2 n \sum_{m=0}^{\infty} W_{2 n 2 m}-(2 n-2) \sum_{m=0}^{\infty} W_{2 n-22 m}  \tag{129}\\
& =u_{2 n}^{1 / p}+u_{2 n}^{1-1 / p}-u_{2 n-2}^{1 / p}-u_{2 n-2}^{1-1 / p}+\frac{2}{2 n} u_{2 n-1}^{1 / p}-\frac{1}{2 n} \frac{2}{p} u_{2 n-1}^{1 / p}+\frac{1}{2 n} \frac{2}{p} u_{2 n-1}^{1-1 / p}
\end{align*}
$$

Recalling the recursion relations for the Taylor modes established in [9]

$$
\begin{align*}
u_{k+1}^{1 / p} & =\frac{1}{k+1}\left[\frac{2}{p} u_{k}^{1 / p}+(k-1) u_{k-1}^{1 / p}\right]  \tag{130}\\
u_{k+1}^{1-1 / p} & =\frac{1}{k+1}\left[\frac{2}{p}(p-1) u_{k}^{1-1 / p}+(k-1) u_{k-1}^{1-1 / p}\right] \tag{131}
\end{align*}
$$

If we now set $k=2 n-1$ in the recursion relations in (130) and (131) and then rearrange terms, we have

$$
\begin{gather*}
\frac{1}{2 n} \frac{2}{p} u_{2 n-1}^{1 / p}=u_{2 n}^{1 / p}-\frac{1}{2 n}(2 n-2) u_{2 n-2}^{1 / p}  \tag{132}\\
\frac{1}{2 n} \frac{2}{p} u_{2 n-1}^{1-1 / p}=-u_{2 n}^{1-1 / p}+\frac{2}{2 n} u_{2 n-1}^{1-1 / p}+\frac{2 n-2}{2 n} u_{2 n-2}^{1-1 / p} \tag{133}
\end{gather*}
$$

Substituting (132) and (133) in the above equations into (129), we find

$$
\begin{equation*}
2 n \sum_{m=0}^{\infty} W_{2 n 2 m}=(2 n-2) \sum_{m=0}^{\infty} W_{2 n-22 m} \tag{134}
\end{equation*}
$$

Repeated application of the above identity implies that

$$
\begin{equation*}
2 n \sum_{m=0}^{\infty} W_{2 n 2 m}=2 \sum_{m=0}^{\infty} W_{22 m} \tag{135}
\end{equation*}
$$

Substituting the explicit form of $W_{n m}$ into the above identity we have

$$
\begin{equation*}
\left[u_{2 n}^{1 / p} S_{2 n}^{(p-1, p)}+u_{2 n}^{1-1 / p} S_{2 n}^{(1, p)}\right]=\frac{2}{2 n}\left[u_{2}^{1 / p} S_{2}^{(p-1, p)}+u_{2}^{1-1 / p} S_{2}^{(1, p)}\right] \tag{136}
\end{equation*}
$$

where

$$
\begin{align*}
S_{n}^{(1, p)} & \equiv \sum_{n+m=\text { even }, m=0}^{\infty} \frac{u_{m}^{1 / p}}{n+m},  \tag{137}\\
S_{n}^{(p-1, p)} & \equiv \sum_{n+m=\text { even }, m=0}^{\infty} \frac{u_{m}^{1-1 / p}}{n+m} \tag{138}
\end{align*}
$$

To complete the proof, it remains to show that the expression inside the
square bracket on the right hand side of Equation (136) is equal to unity. This we do by explicit computation. Consider

$$
\begin{equation*}
u_{2}^{1 / p} S_{2}^{(p-1, p)}+u_{2}^{1-1 / p} S_{2}^{(1, p)} \tag{139}
\end{equation*}
$$

Using the summation formulas for $S_{n}^{(1, p)}$ and $S_{n}^{(p-1, p)}$, which are given in [9], the above expression reduces to

$$
\begin{equation*}
u_{2}^{1 / p} S_{2}^{(p-1, p)}+u_{2}^{1-1 / p} S_{2}^{(1, p)}=1 \tag{140}
\end{equation*}
$$

and so Equation (136) yields

$$
\begin{equation*}
\left[u_{2 n}^{1 / p} S_{2 n}^{(p-1, p)}+u_{2 n}^{1-1 / p} S_{2 n}^{(1, p)}\right]=\frac{2}{2 n} \tag{141}
\end{equation*}
$$

Substituting this result for the expression in the square bracket in (124) leads to one more condition on the parameters $\alpha^{\prime}$ and $p$

$$
\begin{equation*}
\alpha^{\prime}=\frac{1}{2 \sin \left(\frac{1}{p} \pi\right) \beta} \tag{142}
\end{equation*}
$$

Collecting all the conditions on the free parameters, and then solving for the parameters $\alpha^{\prime}$ and $\beta^{\prime}$, and $p$ in terms of the known parameters $\alpha$ and $\beta$, we find

$$
\begin{equation*}
\frac{\alpha^{2}}{\beta^{2}}=\cos ^{2}\left(\frac{1}{p} \pi\right), \alpha^{\prime}=\frac{1}{2 \sin \left(\frac{1}{p} \pi\right) \beta}, \beta^{\prime}=-\frac{\cos \left(\frac{1}{p} \pi\right)}{2 \sin \left(\frac{1}{p} \pi\right) \alpha} \tag{143}
\end{equation*}
$$

The desired expression for the inverse of $\beta M_{1}^{T}+\alpha M_{2}^{T}$, is therefore given by substituting the values of $\alpha^{\prime}$ and $\beta^{\prime}$ given by the above expressions into the Ansatz for $\left(\beta M_{1}^{T}+\alpha M_{2}^{T}\right)^{-1}$ in Equation (96). Hence,

$$
\begin{align*}
& {\left[\left(\beta M_{1}^{T}+\alpha M_{2}^{T}\right)^{-1}\right]_{n m}} \\
& =(-1)^{n+m} \frac{\sqrt{2 n} \sqrt{2 m-1}}{2 \sin \left(\frac{1}{p} \pi\right)}\left[\frac{1}{\beta} \frac{u_{2 n}^{1-1 / p} u_{2 m-1}^{1 / p}+u_{2 n}^{1 / p} u_{2 m-1}^{1-1 / p}}{2 n-(2 m-1)}\right.  \tag{144}\\
& \left.-\frac{\cos \left(\frac{1}{p} \pi\right)}{\alpha} \frac{u_{2 n}^{1-1 / p} u_{2 m-1}^{1 / p}-u_{2 n}^{1 / p} u_{2 m-1}^{1-1 / p}}{2 n+(2 m-1)}\right]
\end{align*}
$$

This shows that the above expression is the left inverse. To complete the proof we need to check that the identity in (98) is also satisfied and leads to the same conditions as in Equations (143). This in fact we did verify. The special cases of $k=N$ and $k=2 N$ have been treated earlier. This completes the construction of the inverse for the general case of the $\left(\beta M_{1}^{T}+\alpha M_{2}^{T}\right)$ matrix.

In the particular case of $\left(M_{1}^{T}+\cos \frac{k \pi}{N} M_{2}^{T}\right)^{-1}$, the parameters
$\alpha=\cos (k \pi / N)$ and $\beta=1$ respectively, and the above relations in (143) become

$$
\begin{equation*}
\cos ^{2}\left(\frac{\pi}{p}\right)=\alpha^{2}=\cos ^{2}\left(\frac{k \pi}{N}\right), \alpha^{\prime}=\frac{1}{2 \sin \frac{\pi}{p}}, \beta^{\prime}=-\frac{\cos \frac{\pi}{p}}{2 \sin \frac{\pi}{p} \cos \frac{k \pi}{N}} \tag{145}
\end{equation*}
$$

For the particular case of $\alpha=\cos (k \pi / N)$ and $\beta=1$, the relations in (145) yield

$$
\begin{gather*}
\alpha^{\prime}=-\beta^{\prime}=\frac{1}{2 \sin \left(\frac{1}{p} \pi\right)}  \tag{146}\\
1 / p= \begin{cases}k / N, & 1 \leq k \leq N-1 \\
(2 N-k) / N, & N+1 \leq k \leq 2 N-1\end{cases} \tag{147}
\end{gather*}
$$

If we choose $1 \leq k \leq N-1$, then we have

$$
\begin{align*}
& {\left[\left(M_{1}^{T}+\cos \left(\frac{k \pi}{N}\right) M_{2}^{T}\right)^{-1}\right]_{n m}} \\
& =(-1)^{n+m} \frac{\sqrt{2 n} \sqrt{2 m-1}}{2 \sin \left(\frac{1}{p} \pi\right)}\left[\frac{u_{2 n}^{1-1 / p} u_{2 m-1}^{1 / p}+u_{2 n}^{1 / p} u_{2 m-1}^{1-1 / p}}{2 n-(2 m-1)}-\frac{u_{2 n}^{1-1 / p} u_{2 m-1}^{1 / p}-u_{2 n}^{1 / p} u_{2 m-1}^{1-1 / p}}{2 n+(2 m-1)}\right] \tag{148}
\end{align*}
$$

For the case of interest, that is, the three interaction vertex $N=3$ and $k=1$ so that $p=3$. This implies that the Taylor modes $u_{n}^{1 / p}$ and $u_{n}^{1-1 / p}$ in the expansion of $\left(\frac{1+x}{1-x}\right)^{1 / p}$ and $\left(\frac{1+x}{1-x}\right)^{1-1 / p}$ are $a_{n}$ and $b_{n}$ in the expansion of $\left(\frac{1+x}{1-x}\right)^{1 / 3}$ and $\left(\frac{1+x}{1-x}\right)^{2 / 3}$ encountered in reference [7] [8]. Thus the inverse of $\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)$ now reads

$$
\begin{align*}
& {\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{n m}}  \tag{149}\\
& =\frac{1}{\sqrt{3}}(-1)^{n+m} \sqrt{2 n} \sqrt{2 m-1}\left[\frac{a_{2 n} b_{2 m-1}+b_{2 n} a_{2 m-1}}{2 n-(2 m-1)}+\frac{a_{2 n} b_{2 m-1}-b_{2 n} a_{2 m-1}}{2 n+(2 m-1)}\right]
\end{align*}
$$

This is the required inverse needed to finish the construction of the half-string three interaction vertex in terms of the full-string basis. The expression in (149) is indeed the right and left inverse of $M_{1}^{T}+\frac{1}{2} M_{2}^{T}$ as can be checked explicitly. See ref. [9].

## 5. Computing the Explicit Values of the Matrix Elements of the $F$ Matrix

To complete the construction of the comma 3-Vertex

$$
\begin{equation*}
\left|V^{H S}\right\rangle=\int \mathrm{d} Q_{M}^{3} \mathrm{~d} Q_{M} \mathrm{~d} \bar{Q}_{M} \delta\left(Q_{M}\right) \delta\left(\bar{Q}_{M}\right) \mathrm{e}^{i P_{0}^{3} Q_{M}^{3}} V^{H S}\left(A_{n}^{3 \dagger}, A_{n}^{\dagger}, \bar{A}_{n}^{\dagger}\right)|0,0,0\rangle \tag{150}
\end{equation*}
$$

in the $Z_{3}$-Fourier space of the full string, we need the explicit form of the $F$ matrix. Here we shall give the steps involved in the computation of the matrix elements of $F$ and relegate many of the technical details to appendix A. For the purpose of illustration consider $F_{2 n 0}$. Substituting the explicit value of $\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}$ obtained in (149) into Equation (87) gives

$$
\begin{align*}
F_{2 n 0}= & \frac{1}{\pi}\left(F_{00}-1\right) \sum_{m=1}^{\infty} \frac{1}{\sqrt{3}}(-1)^{n+m} \sqrt{2 n} \sqrt{2 m-1} \cdot \frac{(-1)^{m}}{(2 m-1)^{3 / 2}} \\
& \times\left[\frac{a_{2 n} b_{2 m-1}+b_{2 n} a_{2 m-1}}{2 n-(2 m-1)}+\frac{a_{2 n} b_{2 m-1}-b_{2 n} a_{2 m-1}}{2 n+(2 m-1)}\right] \tag{151}
\end{align*}
$$

where $n=1,2,3, \cdots$. Using partial fractions, the above expression becomes

$$
\begin{align*}
F_{2 n 0}= & \frac{1}{\pi}\left(F_{00}-1\right) \frac{1}{\sqrt{3}}(-1)^{n} \frac{\sqrt{2 n}}{2 n}\left[2\left(a_{2 n}\right) O_{0}^{b}-a_{2 n} O_{-2 n}^{b}\right.  \tag{152}\\
& \left.-b_{2 n} O_{-2 n}^{a}-a_{2 n} O_{2 n}^{b}+b_{2 n} O_{2 n}^{a}\right]
\end{align*}
$$

where the quantities appearing in the above expression are defined have been evaluated in [9]. Thus substituting the explicit values of these quantities into (152) and combining terms we find

$$
\begin{equation*}
F_{2 n 0}=\left(F_{00}-1\right) \frac{(-1)^{n} a_{2 n}}{\sqrt{2 n}} \tag{153}
\end{equation*}
$$

The explicit value of the $F_{00}$ may be computed by substituting (153) into (93). Doing that and rearranging terms we get

$$
\begin{equation*}
\left(F_{00}+1\right)=-2\left(F_{00}-1\right) \sum_{n=1}^{\infty} \frac{a_{2 n}}{2 n} \tag{154}
\end{equation*}
$$

The sum appearing on the right-hand side has the value $(3 / 2) \ln 3-2 \ln 2$, so we obtain

$$
\begin{equation*}
\frac{1+F_{00}}{1-F_{00}}=\ln \frac{3^{3}}{2^{4}} \tag{155}
\end{equation*}
$$

which gives the explicit value of $F_{00}$ at once. This result is consistent with that given in [7] [8]. To obtain the explicit value of $F_{02 m}$, we first need to evaluate the sum over $k$ in Equation (94), i.e.,

$$
\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{2 k}} F_{2 k 2 m}
$$

where the explicit expression for $F_{2 k 2 m}$ in terms of the change of representation matrices is given by Equation (88). Thus substituting (88) into the above expression we have

$$
\begin{align*}
\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{2 k}} F_{2 k 2 m}= & \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{2 k}} \frac{1}{\pi} F_{02 m} \sum_{l=1}^{\infty} \frac{(-1)^{l}}{(2 l-1)^{3 / 2}}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{k l} \\
& -\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{2 k}} \sum_{l=1}^{\infty}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{k l}\left[\frac{1}{2} M_{1}^{T}+M_{2}^{T}\right]_{l m} \tag{156}
\end{align*}
$$

If we commute ${ }^{3}$ the sums over $k$ and $l$, we get

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{2 k}} F_{2 k 2 m}=\frac{1}{\pi} F_{02 m} \sum_{l=1}^{\infty} \sum_{k=1}^{\infty} \frac{(-1)^{l}}{(2 l-1)^{3 / 2}}(\cdots)-\sum_{l=1}^{\infty} \sum_{k=1}^{\infty}\left[\frac{1}{2} M_{1}^{T}+M_{2}^{T}\right]_{l m}(\cdots) \tag{157}
\end{equation*}
$$

where

$$
\begin{equation*}
(\cdots) \equiv \frac{(-1)^{k+1}}{\sqrt{2 k}}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{k l} \tag{158}
\end{equation*}
$$

Substituting Equation (149) for the inverse of the combination $M_{1}^{T}+(1 / 2) M_{2}^{T}$ into the above expression and summing over $k$ from 1 to $\infty$, we obtain

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{2 k}}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{k l}=-\frac{2}{\sqrt{3}} \frac{(-1)^{l} a_{2 l-1}}{(2 l-1)^{1 / 2}} \tag{159}
\end{equation*}
$$

In arriving at the above result we made use of the identities

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{a_{2 k}}{2 k-(2 l-1)}=-\frac{1}{2} \sum_{k=0}^{\infty} \frac{a_{2 k}}{2 k+(2 l-1)}=-\frac{1}{2} \frac{1}{\sqrt{3}} \pi a_{2 l-1} \tag{160}
\end{equation*}
$$

which were derived in [9]. Similar expressions hold for the sums over $b_{2 k}$; see ref. [9]. Now substituting Equation (159) into (157) gives

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{2 k}} F_{2 k 2 m}=-\frac{1}{2} \ln \frac{3^{3}}{2^{4}} F_{02 m}+\sum_{l=1}^{\infty} \frac{(-1)^{l}}{\sqrt{3}} \times \frac{2 a_{2 l-1}}{\sqrt{2 l-1}}\left[\frac{1}{2} M_{1}^{T}+M_{2}^{T}\right]_{l m} \tag{161}
\end{equation*}
$$

Using the explicit value of $M_{1}$ and $M_{2}$ and rewriting $\ln \left(3^{3} / 2^{4}\right)$ in terms of $F_{00}$, the above expression becomes

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{\sqrt{2 k}} F_{2 k 2 m}=-\frac{1}{2}\left(\frac{1+F_{00}}{1-F_{00}}\right) F_{02 m}+\frac{(-1)^{m}\left(1-a_{2 m}\right)}{(2 m)^{1 / 2}} \tag{162}
\end{equation*}
$$

Substituting this result into (94), we find

$$
\begin{equation*}
F_{02 m}=\left(F_{00}-1\right) \frac{(-1)^{m} a_{2 m}}{(2 m)^{1 / 2}} \tag{163}
\end{equation*}
$$

which has the same form as $F_{2 m 0}$ given in (153). Thus in this case we see that the property $F_{\text {even } 0}=\left(F^{\dagger}\right)_{0 \text { even }}$ holds.

Next we consider the evaluation of $F_{2 n-10}$. If we replace $M_{1}, M_{2}$ and $F_{2 m 0}$ in (92) by their explicit values, given respectively by Equation (66), (67) and (153), we have

$$
\begin{align*}
F_{2 n-10}= & \frac{2 i}{\sqrt{3}} \frac{2}{\pi}\left(F_{00}-1\right) \frac{(-1)^{n}}{\sqrt{2 n-1}}\left[\frac{1}{2} \sum_{m=1}^{\infty} \frac{a_{2 m}}{2 m-(2 n-1)}\right. \\
& \left.+\sum_{m=1}^{\infty} \frac{a_{2 m}}{2 m+(2 n-1)}\right]+\frac{2 i}{\pi \sqrt{3}} \frac{(-1)^{n}}{(2 n-1)^{3 / 2}}\left(F_{00}-1\right) \tag{164}
\end{align*}
$$

[^2]In order to benefit from the results obtained in [9] to help carry out the sums we first need to extend the range of the sums to include $m=0$. Hence adding zero in the form $-a_{0} /(2 n-1)+a_{0} /(2 n-1)$, the above expression becomes

$$
\begin{align*}
F_{2 n-10}= & \frac{2 i}{\sqrt{3}} \frac{2}{\pi}\left(F_{00}-1\right) \frac{(-1)^{n}}{\sqrt{2 n-1}}\left[\frac{1}{2} \frac{a_{0}}{(2 n-1)}+\frac{1}{2} \sum_{m=0}^{\infty} \frac{a_{2 m}}{2 m-(2 n-1)}\right. \\
& \left.-\frac{a_{0}}{(2 n-1)}+\sum_{m=0}^{\infty} \frac{a_{2 m}}{2 m+(2 n-1)}+\frac{2 i(-1)^{n}\left(F_{00}-1\right)}{\pi \sqrt{3}(2 n-1)^{3 / 2}}\right] \tag{165}
\end{align*}
$$

The sums in the square brackets have been evaluated in [9]. Thus one finds

$$
\begin{equation*}
F_{2 n-10}=i\left(F_{00}-1\right) \frac{(-1)^{n} a_{2 n-1}}{\sqrt{2 n-1}} \tag{166}
\end{equation*}
$$

where $n=1,2,3, \cdots$. To check if the property $F=F^{\dagger}$ continue to hold, we need to compute explicitly the value of $F_{02 n-1}$. It is important to verify that the matrix $F$ is self adjoint for the consistency of our formulation. The matrix element $F_{02 n-1}$ involves the matrix element $F_{2 n 2 k-1}$ which in turn is expressed in terms of the combination $\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}$ and the matrix element $F_{02 n-1}$ itself. To carry out the calculation, unfortunately we first need to compute the explicit value of $F_{2 n 2 k-1}$. The matrix element $F_{2 n 2 k-1}$ is given by (89)

$$
\begin{align*}
F_{2 n 2 k-1}= & -\frac{i \sqrt{3}}{2}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{n k} \\
& +\frac{1}{\pi} F_{02 k-1} \sum_{m=1}^{\infty}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{n m} \frac{(-1)^{m}}{(2 m-1)^{3 / 2}} \tag{167}
\end{align*}
$$

Substituting the explicit value of $\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}$ into the above equation and summing over $m$, we find

$$
\begin{align*}
F_{2 n 2 k-1}= & \frac{(-1)^{n+k} \sqrt{2 n} \sqrt{2 k-1}}{2 i}\left[\frac{a_{2 n} b_{2 k-1}+b_{2 n} a_{2 k-1}}{2 n-(2 k-1)}\right.  \tag{168}\\
& \left.+\frac{a_{2 n} b_{2 k-1}-b_{2 n} a_{2 k-1}}{2 n+(2 k-1)}\right]+\frac{(-1)^{n} a_{2 n}}{\sqrt{2 n}} F_{02 k-1}
\end{align*}
$$

where $n=1,2,3, \cdots$. Combining Equation (168) with Equation (95), leads to

$$
\begin{align*}
F_{02 m-1}= & i(-1)^{m} \sqrt{2 m-1} \sum_{k=1}^{\infty}\left[\frac{a_{2 k} b_{2 m-1}+b_{2 k} a_{2 m-1}}{2 k-(2 m-1)}\right.  \tag{169}\\
& \left.+\frac{a_{2 k} b_{2 m-1}-b_{2 k} a_{2 m-1}}{2 k+(2 m-1)}\right]-2 F_{02 m-1} \frac{1}{2}\left(\frac{1+F_{00}}{1-F_{00}}\right)
\end{align*}
$$

To evaluate the sums appearing in (169) we first need to extend their range to include $k=0$. Doing so and making use of the result of already established identities in appendix A, Equation (169) reduces to

$$
\begin{equation*}
F_{02 m-1}=2 i(-1)^{m} \frac{a_{2 m-1}}{\sqrt{2 m-1}}-F_{02 m-1}\left(\frac{1+F_{00}}{1-F_{00}}\right) \tag{170}
\end{equation*}
$$

Solving the above equation for $F_{02 m-1}$, we obtain

$$
\begin{equation*}
F_{02 m-1}=-i\left(F_{00}-1\right)(-1)^{m} \frac{a_{2 m-1}}{\sqrt{2 m-1}} \tag{171}
\end{equation*}
$$

which is precisely the adjoint of $F_{2 m-10}$; see Equation (166). Thus we have

$$
\begin{equation*}
F_{0 \text { odd }}=\left(F^{\dagger}\right)_{0 \text { odd }} \tag{172}
\end{equation*}
$$

as expected.
The result obtained in (171) may be now used to find the explicit value of $F_{2 n 2 m-1}$. Thus substituting Equation (171) back into Equation (168), we find

$$
\begin{align*}
F_{2 n 2 m-1}= & \frac{(-1)^{n+m} \sqrt{2 n} \sqrt{2 m-1}}{2 i}\left[\frac{a_{2 n} b_{2 m-1}+b_{2 n} a_{2 m-1}}{2 n-(2 m-1)}\right.  \tag{173}\\
& \left.+\frac{a_{2 n} b_{2 m-1}-b_{2 n} a_{2 m-1}}{2 n+(2 m-1)}\right]-i\left(F_{00}-1\right) \frac{(-1)^{n+m} a_{2 n} a_{2 m-1}}{\sqrt{2 n} \sqrt{2 m-1}}
\end{align*}
$$

where $n, m=1,2,3, \cdots$.
The computation of the matrix element $F_{2 n-12 m}$ is indeed quite cumbersome. The difficulty arises from the fact that the defining equation of $F_{2 n-12 m}$, which is given by (91), involves this summing over the matrix $F_{2 m 2 k}$ which is potentially divergent when the summing index $m$ takes the $k$ value. The limiting procedures involved in smoothing out the divergence are quite delicate and require careful consideration. Thus here we shall only give the final result; the details may be found in [9],

$$
\begin{align*}
F_{2 n-12 m}= & -\frac{(-1)^{n+m} \sqrt{2 m} \sqrt{2 n-1}}{2 i}\left[\frac{a_{2 m} b_{2 n-1}+b_{2 m} a_{2 n-1}}{2 m-(2 n-1)}\right.  \tag{174}\\
& \left.+\frac{a_{2 m} b_{2 n-1}-b_{2 m} a_{2 n-1}}{2 m+(2 n-1)}\right]+i\left(F_{00}-1\right) \frac{(-1)^{n+m} a_{2 m} a_{2 n-1}}{\sqrt{2 m} \sqrt{2 n-1}}
\end{align*}
$$

Comparing Equations (173) and (174), we see that

$$
\begin{equation*}
F_{\text {even odd }}=\left(F^{\dagger}\right)_{\text {even odd }} \tag{175}
\end{equation*}
$$

as expected.
To complete fixing the comma interaction vertex in the full-string basis we still need to compute the remaining elements, namely $F_{2 n 2 m}$ and $F_{2 n-12 m-1}$. The computation of the matrices $F_{2 n 2 m}$ and $F_{2 n-12 m-1}$ involve two distinct cases. The off diagonal case is given by $n \neq m$ and the diagonal case is given by $n=m$. Though the off diagonal elements are not difficult to compute, the diagonal elements are indeed quite involved and they can be evaluated by setting $n=m$ in the defining equations for $F_{2 n 2 m}$ and $F_{2 n-12 m-1}$ and then explicitly performing the sums with the help of the various identities we have established in [9]. An alternative way of computing the diagonal elements is to take the limit of $n \rightarrow m$ in the explicit expressions for the off diagonal elements. We have computed the diagonal elements both ways and obtained the same result which is a non trivial consistency check on our formalism. For illustration, here we shall compute the diagonal elements by the limiting process we spoke of as we
shall see shortly. But first let us compute the off diagonal elements. We first consider $F_{2 n 2 m}$. From Equation (88), we have

$$
\begin{align*}
F_{2 n 2 k}= & \frac{1}{\pi} F_{02 k} \sum_{m=1}^{\infty}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{n m} \frac{(-1)^{m}}{(2 m-1)^{3 / 2}} \\
& -\sum_{m=1}^{\infty}\left[\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}\right]_{n m}\left[\frac{1}{2} M_{1}^{T}+M_{2}^{T}\right]_{m k} \tag{176}
\end{align*}
$$

Substituting the explicit value of $\left(M_{1}^{T}+\frac{1}{2} M_{2}^{T}\right)^{-1}$ and $\frac{1}{2} M_{1}^{T}+M_{2}^{T}$ into the above equation, we have

$$
\begin{align*}
F_{2 n 2 k}= & F_{02 k} \frac{(-1)^{n} a_{2 n}}{(2 n)^{1 / 2}}-\frac{(-1)^{n+k}(2 k)^{1 / 2}(2 n)^{1 / 2}}{2} \frac{a_{2 n} b_{2 k}+b_{2 n} a_{2 k}}{2 n+2 k} \\
& -\frac{2}{\pi} \frac{(-1)^{n+k}}{\sqrt{3}} \sqrt{2 k} \sqrt{2 n}\left\{\frac{1}{2} \sum_{m=1}^{\infty} \frac{a_{2 n} b_{2 m-1}+b_{2 n} a_{2 m-1}}{[2 n-(2 m-1)][2 k-(2 m-1)]}\right.  \tag{177}\\
& \left.+\sum_{m=1}^{\infty} \frac{a_{2 n} b_{2 m-1}-b_{2 n} a_{2 m-1}}{[2 n+(2 m-1)][2 k+(2 m-1)]}\right\}
\end{align*}
$$

The difficulty in evaluating the sums arises from the fact in performing these sums one usually make use of partial fraction to reduce them to the standard sums treated in [9]; however partial fraction in this case fails due to a divergence arising from the particular case when $n=m$. Thus to carry our program through, we first consider the case for which $n \neq k$. For $n \neq k$, partial fraction can be used to reduce the sums in the above expression to the standard results obtained in [9]. Skipping some rather straight forward algebra, we find

$$
\begin{equation*}
F_{2 n 2 k}=\frac{F_{02 k}(-1)^{n} a_{2 n}}{\sqrt{2 n}}-\frac{(-1)^{n+k} \sqrt{2 k} \sqrt{2 n}}{2}\left[\frac{a_{2 n} b_{2 k}+b_{2 n} a_{2 k}}{2 n+2 k}+\frac{a_{2 n} b_{2 k}-b_{2 n} a_{2 k}}{2 n-2 k}\right] \tag{178}
\end{equation*}
$$

where $n, k=1,2,3, \cdots$, and $n \neq k$. Substituting the value of $F_{02 k}$, which is given by Equation (163), we have

$$
\begin{align*}
F_{2 n 2 k}= & \left(F_{00}-1\right) \frac{(-1)^{n+k} a_{2 n} a_{2 k}}{(2 n)^{1 / 2}(2 k)^{1 / 2}}-\frac{(-1)^{n+k}(2 k)^{1 / 2}(2 n)^{1 / 2}}{2}  \tag{179}\\
& \times\left[\frac{a_{2 n} b_{2 k}+b_{2 n} a_{2 k}}{2 n+2 k}+\frac{a_{2 n} b_{2 k}-b_{2 n} a_{2 k}}{2 n-2 k}\right]
\end{align*}
$$

which is the desired result valid for $n, k=1,2,3, \cdots$, and subject to the condition $n \neq k$. Note that in this case we have

$$
\begin{equation*}
F_{\text {even even }}=\left(F^{\dagger}\right)_{\text {even even }} \tag{180}
\end{equation*}
$$

as expected. As we pointed earlier the diagonal element $F_{2 n 2 k}$ may be obtained by taking the limit of $k \rightarrow n$ in Equation (177). Hence

$$
\begin{align*}
F_{2 n 2 n}= & F_{02 n} \frac{(-1)^{n} a_{2 n}}{(2 n)^{1 / 2}}-\frac{a_{2 n} b_{2 n}+b_{2 n} a_{2 n}}{4}  \tag{181}\\
& -\frac{2}{\pi} \frac{2 n}{\sqrt{3}}\left[\frac{1}{2} a_{2 n} \tilde{S}_{-2 n}^{b}+\frac{1}{2} b_{2 n} \tilde{S}_{-2 n}^{a}+a_{2 n} \tilde{S}_{2 n}^{b}-b_{2 n} \tilde{S}_{2 n}^{a}\right]
\end{align*}
$$

This result may be simplified further with the help of the following identities derived in [9]

$$
\begin{equation*}
\tilde{S}_{-2 n}^{a}=\frac{1}{2} \tilde{S}_{2 n}^{a}+\frac{1}{4} \pi \sqrt{3} S_{2 n}^{a}, n>0 \tag{182}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{S}_{-2 n}^{b}=-\frac{1}{2} \tilde{S}_{2 n}^{b}+\frac{1}{4} \pi \sqrt{3} S_{2 n}^{b}, n>0 \tag{183}
\end{equation*}
$$

Hence

$$
\begin{align*}
F_{2 n 2 n}= & F_{02 n} \frac{(-1)^{n} a_{2 n}}{(2 n)^{1 / 2}}-\frac{a_{2 n} b_{2 n}+b_{2 n} a_{2 n}}{4}  \tag{184}\\
& -\frac{2 n}{\pi} \frac{1}{2}\left[\frac{\pi}{2}\left(a_{2 n} S_{2 n}^{b}+b_{2 n} S_{2 n}^{a}\right)+\sqrt{3}\left(a_{2 n} \tilde{S}_{2 n}^{b}-b_{2 n} \tilde{S}_{2 n}^{a}\right)\right]
\end{align*}
$$

The generalization of the plus combination in the square bracket has been considered before; its value is given explicitly by setting $p=1 / 3$ in Equation (141)

$$
\begin{equation*}
b_{2 n} S_{2 n}^{a}+a_{2 n} S_{2 n}^{b}=\frac{2}{2 n} \tag{185}
\end{equation*}
$$

Using this identity, we obtain

$$
\begin{equation*}
F_{2 n 2 n}=F_{02 n} \frac{(-1)^{n} a_{2 n}}{\sqrt{2 n}}-\frac{1}{2} b_{2 n} a_{2 n}-\frac{1}{2}-\frac{2 n}{\pi} \frac{\sqrt{3}}{2}\left(a_{2 n} \tilde{S}_{2 n}^{b}-b_{2 n} \tilde{S}_{2 n}^{a}\right) \tag{186}
\end{equation*}
$$

Using Equation (163) to eliminate $F_{02 n}$, the above expression becomes

$$
\begin{equation*}
F_{2 n 2 n}=\left(F_{00}-1\right) \frac{a_{2 n} a_{2 n}}{2 n}-\frac{1}{2} b_{2 n} a_{2 n}-\frac{1}{2}-\frac{2 n}{\pi} \frac{\sqrt{3}}{2}\left(a_{2 n} \tilde{S}_{2 n}^{b}-b_{2 n} \tilde{S}_{2 n}^{a}\right) \tag{187}
\end{equation*}
$$

which satisfies the property

$$
\begin{equation*}
F_{\text {even even }}=\left(F^{\dagger}\right)_{\text {even even }} \tag{188}
\end{equation*}
$$

as expected.
Finally we consider the matrix elements $F_{\text {odd odd }}$. From Equation (90), we have

$$
\begin{equation*}
F_{2 n-12 k-1}=\frac{2 i}{\sqrt{3}} \sum_{m=1}^{\infty}\left[\frac{1}{2} M_{1}^{T}+M_{2}^{T}\right]_{n m} F_{2 m 2 k-1}+\frac{2 i}{\pi \sqrt{3}} \frac{(-)^{n}}{(2 n-1)^{3 / 2}} F_{02 k-1} \tag{189}
\end{equation*}
$$

The values of $F_{2 m 2 k-1}$ and $F_{02 k-1}$ are given by Equations (173) and (171) respectively. Hence, substituting the explicit value of $M_{1}^{T}$ and $M_{2}^{T}$ in (189) and skipping some rather straightforward algebra, we find

$$
\begin{align*}
F_{2 n-12 k-1}= & \frac{(-1)^{n+k}\left(F_{00}-1\right)}{3} \frac{a_{2 k-1} a_{2 n-1}}{(2 n-1)^{1 / 2}(2 k-1)^{1 / 2}} \\
& +\frac{(-1)^{k+n} \sqrt{2 n-1} \sqrt{2 k-1}}{2} \frac{a_{2 n-1} b_{2 k-1}+b_{2 n-1} a_{2 k-1}}{(2 n-1)+(2 k-1)} \\
& +\frac{2(-1)^{k+n}}{\sqrt{3}} \frac{\sqrt{2 k-1} \sqrt{2 n-1}}{\pi} \sum_{m=0}^{\infty}\left[\frac{1}{2} \frac{a_{2 m} b_{2 k-1}+b_{2 m} a_{2 k-1}}{[2 m-(2 n-1)][2 m-(2 k-1)]}\right.  \tag{190}\\
& \left.-\frac{a_{2 m} b_{2 k-1}-b_{2 m} a_{2 k-1}}{[2 m+(2 n-1)][2 m+(2 k-1)]}\right]
\end{align*}
$$

Now there are two cases to consider $k \neq n$ and $k=n$. For $k \neq n$, Equation (190) becomes

$$
\begin{align*}
F_{2 n-12 k-1}= & \frac{(-1)^{n+k}\left(F_{00}-1\right)}{3} \frac{a_{2 k-1} a_{2 n-1}}{\sqrt{2 n-1} \sqrt{2 k-1}}+\frac{(-1)^{k+n} \sqrt{2 n-1} \sqrt{2 k-1}}{2} \\
& \times\left[\frac{a_{2 n-1} b_{2 k-1}+b_{2 n-1} a_{2 k-1}}{(2 n-1)+(2 k-1)}+\frac{a_{2 n-1} b_{2 k-1}-b_{2 n-1} a_{2 k-1}}{(2 n-1)-(2 k-1)}\right] \tag{191}
\end{align*}
$$

where $n, k=1,2,3$ and we have made use of the results in [9] to evaluate the various sums. Thus for $n \neq k$, we see that

$$
\begin{equation*}
F_{\text {odd odd }}=\left(F^{\dagger}\right)_{\text {odd odd }} \text {, for } n \neq k \tag{192}
\end{equation*}
$$

For $k=n$, Equation (190) becomes

$$
\begin{align*}
F_{2 n-12 n-1}= & \frac{1}{3}\left(F_{00}-1\right) \frac{a_{2 n-1} a_{2 n-1}}{2 n-1}+\frac{1}{2} a_{2 n-1} b_{2 n-1} \\
& +\frac{2}{\sqrt{3}} \frac{(2 n-1)}{\pi}\left\{\frac{b_{2 n-1} \tilde{E}_{-(2 n-1)}^{a}+a_{2 n-1} \tilde{E}_{-(2 n-1)}^{b}}{2}\right.  \tag{193}\\
& \left.-\left[b_{2 n-1} \tilde{E}_{(2 n-1)}^{a}-a_{2 n-1} \tilde{E}_{(2 n-1)}^{b}\right]\right\}
\end{align*}
$$

where we have made use of the results in [9] to evaluate the various sums appearing in the steps leading to the above result. Using the identities

$$
\begin{align*}
& \tilde{E}_{-(2 n-1)}^{a}=\frac{1}{2} \tilde{E}_{2 n-1}^{a}+\frac{1}{4} \pi \sqrt{3} S_{2 n-1}^{a}  \tag{194}\\
& \tilde{E}_{-(2 n-1)}^{b}=-\frac{1}{2} \tilde{E}_{2 n-1}^{b}+\frac{1}{4} \pi \sqrt{3} S_{2 n-1}^{b} \tag{195}
\end{align*}
$$

derived in [9], the above expression becomes

$$
\begin{align*}
F_{2 n-12 n-1}= & \frac{1}{3}\left(F_{00}-1\right) \frac{a_{2 n-1} a_{2 n-1}}{2 n-1}+\frac{1}{2} a_{2 n-1} b_{2 n-1}+\frac{1}{2} \\
& +\frac{\sqrt{3}}{2 \pi}(2 n-1)\left(a_{2 n-1} \tilde{E}_{(2 n-1)}^{b}-b_{2 n-1} \tilde{E}_{(2 n-1)}^{a}\right) \tag{196}
\end{align*}
$$

which is clearly self adjoint. Thus from Equations (191) and (196) it follows that

$$
\begin{equation*}
F_{\text {odd odd }}=\left(F^{\dagger}\right)_{\text {odd odd }} \tag{197}
\end{equation*}
$$

as expected. With this result we, establish that $F=F^{\dagger}$ as anticipated.
In the original variables, the comma three-string in (60) can be written in the form

$$
\begin{equation*}
\left|V_{x}^{H S}\right\rangle=\delta\left(\sum_{r=1}^{3} p_{0}^{r}\right) V^{H S}\left(\alpha^{1 \dagger}, \alpha^{2 \dagger}, \alpha^{3 \dagger}\right)|0\rangle_{123} \tag{198}
\end{equation*}
$$

where

$$
\begin{equation*}
V^{H S}\left(\alpha^{1 \dagger}, \alpha^{2 \dagger}, \alpha^{3 \dagger}\right)=\mathrm{e}^{-\frac{1}{2} \sum_{r, s=1}^{3} \sum_{n, m=0}^{\infty} a_{-n}^{r} \mathcal{F}_{n m}^{r r} a_{-m}^{s}} \tag{199}
\end{equation*}
$$

The matrix elements $\mathcal{F}_{n m}^{i j}$ may be obtained by comparing (199) to (60). For
example consider the terms involving $a^{1}$ and $a^{2}$ in (60)

$$
\begin{align*}
- & \frac{1}{2}\left(\frac{1}{3} a_{-n}^{1} C_{n m} a_{-m}^{2}+\frac{1}{3} a_{-n}^{2} C_{n m} a_{-m}^{1}\right)-\left(\frac{1}{3} \bar{e}^{2} a_{-n}^{1} F_{n m} a_{-m}^{2}+\frac{1}{3} e^{2} a_{-n}^{2} F_{n m} a_{-m}^{1}\right) \\
= & -\frac{1}{2} a_{-n}^{1}\left[\frac{1}{3} C-\frac{1}{6}\left(F+F^{T}\right)+i \frac{1}{6} \sqrt{3}\left(F-F^{T}\right)\right]_{n m} a_{-m}^{2}  \tag{200}\\
& -\frac{1}{2} a_{-n}^{2}\left[\frac{1}{3} C-\frac{1}{6}\left(F+F^{T}\right)-i \frac{1}{6} \sqrt{3}\left(F-F^{T}\right)\right]_{n m} a_{-m}^{1}
\end{align*}
$$

Comparing this result with the terms $-\frac{1}{2} a_{-n}^{1} \mathcal{F}_{n m}^{12} a_{-m}^{2}$ and $-\frac{1}{2} a_{-n}^{2} \mathcal{F}_{n m}^{21} a_{-m}^{1}$, we obtain

$$
\begin{align*}
& \mathcal{F}^{12}=\frac{1}{6}[(2 C-F-\bar{F})+i \sqrt{3}(F-\bar{F})]  \tag{201}\\
& \mathcal{F}^{21}=\frac{1}{6}[(2 C-F-\bar{F})-i \sqrt{3}(F-\bar{F})] \tag{202}
\end{align*}
$$

where we have used the fact that $F^{T}=\bar{F}$. Likewise one expresses the remaining matrix element $\mathcal{F}_{n m}^{r s}$ in terms of the matrix elements $C_{n m}$ and $F_{n m}$ and their complex conjugates. All in all we have

$$
\begin{align*}
\mathcal{F}= & \frac{1}{3}\left[(C+F+\bar{F})\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)+\left(C-\frac{F+\bar{F}}{2}\right)\left(\begin{array}{lll}
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{array}\right)\right.  \tag{203}\\
& \left.+i \frac{\sqrt{3}}{2}(F-\bar{F})\left(\begin{array}{ccc}
0 & 1 & -1 \\
-1 & 0 & 1 \\
1 & -1 & 0
\end{array}\right)\right]
\end{align*}
$$

which is the same result obtained in ref. [7]. Equation (203) gives completely the comma interaction three vertex in the full string basis in the representation with oscillator zero modes.

Sometimes it is useful to express the comma vertex in the momentum representation. For a single oscillator with momentum $p$ and creation operator $\alpha^{\dagger}$, the change of basis is accomplished by

$$
\begin{equation*}
\left.\mid p) \left.=\exp \left(-\frac{1}{2} p_{0} \bar{p}_{0}+\bar{p}_{0} \alpha_{0}^{\dagger}+\bar{\alpha}_{0}^{\dagger} p_{0}-\alpha^{\dagger} \bar{\alpha}^{\dagger}\right) \right\rvert\, 0\right) \tag{204}
\end{equation*}
$$

with $|0\rangle$ being the oscillator ground state. Thus using the above identity and Equation (61) one finds the following representation for the Vertex in the momentum space

$$
\begin{equation*}
\exp \left[-\frac{1}{2} \sum_{n, m=0}^{\infty} A_{n}^{3 \dagger} C_{n m} A_{m}^{3 \dagger}-\sum_{n, m=1}^{\infty} A_{n}^{\dagger} F_{n m}^{\prime} \bar{A}_{m}^{\dagger}-\sum_{n=0}^{\infty} A_{n}^{\dagger} F_{n 0}^{\prime} \overline{P_{0}}-\sum_{n=0}^{\infty} P_{0} F_{0 m}^{\prime} \bar{A}_{m}^{\dagger}+\frac{1}{2} \bar{P}_{0} F_{00}^{\prime} P_{0}\right] \tag{205}
\end{equation*}
$$

where the prime matrices $F_{n m}^{\prime}$ are related to the unprimed matrices $F_{n m}$ by

$$
\begin{gather*}
F_{00}^{\prime}=\frac{1+F_{00}}{1-F_{00}}  \tag{206}\\
F_{0 n}^{\prime}=\frac{F_{0 n}}{1-F_{00}}, n=1,2,3, \cdots \tag{207}
\end{gather*}
$$

$$
\begin{equation*}
F_{n m}^{\prime}=F_{n m}+\frac{F_{n 0} F_{0 m}}{1-F_{00}}, n, m=1,2,3, \cdots \tag{208}
\end{equation*}
$$

The property $F^{2}=1$ in Equation (83) implies that in the momentum representation, the $F^{\prime}$ matrix satisfies

$$
\begin{equation*}
\sum_{k=1}^{\infty} F_{n k}^{\prime} F_{k m}^{\prime}=\delta_{n m}, \quad n, m=1,2,3, \cdots \tag{209}
\end{equation*}
$$

For $n \neq 0$, we have $a_{-n}^{r} \equiv \alpha_{-n}^{r} / \sqrt{n}$, and so Equation (205) may be written as

$$
\begin{align*}
\left|V_{x}^{H S}\right\rangle= & \int \prod p_{0}^{r} \exp \left[\frac{1}{2} \sum_{r, s=1 n, m=1}^{3} \sum_{-n}^{\infty} \alpha_{n m}^{r s} \alpha_{-m}^{s}+\sum_{r, s=1}^{3} p_{0}^{r} G_{0 m}^{r s} \alpha_{-m}^{s}\right. \\
& \left.\left.+\frac{1}{2} \sum_{r, s=1}^{3} p^{r} G_{00}^{r s} p_{0}^{s}\right] \mid 0, p\right)_{123} \tag{210}
\end{align*}
$$

where the matrix $G$ is defined through the relation

$$
\begin{equation*}
G_{n m}^{r s}=-\frac{1}{\sqrt{n+\delta_{n 0}}} \mathcal{F}_{n m}^{\prime r s} \frac{1}{\sqrt{m+\delta_{m 0}}} \tag{211}
\end{equation*}
$$

The ghost part of the comma vertex in the full string basis has the same structure as the coordinate one apart from the mid-point insertions

$$
\begin{equation*}
\left|V_{\phi}^{H S}\right\rangle=\mathrm{e}^{\frac{1}{2} i \sum_{r=1}^{3} \sum^{\phi^{r}}(\pi / 2)} V_{\phi}^{H S}\left(\alpha^{\phi, 1 \dagger}, \alpha^{\phi, 2 \dagger}, \alpha^{\phi, 3 \dagger}\right) 0, N_{\text {ghost }}=\frac{3}{2}>_{123}^{\phi} \tag{212}
\end{equation*}
$$

where the $\alpha^{\prime}$ s are the bosonic oscillators defined by the expansion of the bosonized ghost $\left(\phi(\sigma), p^{\phi}(\sigma)\right)$ fields and $V_{\phi}^{H S}\left(\alpha^{\phi, 1 \dagger}, \alpha^{\phi, 2 \dagger}, \alpha^{\phi, 3 \dagger}\right)$ is the exponential of the quadratic form in the ghost creation operators with the same structure as the coordinate piece of the vertex.

## 6. Conclusion

We have successfully constructed the comma three interaction vertex of the open bosonic string in terms of the oscillator representation of the full open bosonic string. The form of the vertex we have obtained for both the matter and ghost sectors are those obtained in ref. [7] [8] [10]. This establishes the equivalence between Witten's 3-interaction vertex of open bosonic strings and the half string 3 -vertex directly without the need for the coherent state methods employed in ref. [1].
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[^0]:    The figure on the front cover is from the article published in Journal of Modern Physics, 2019, Vol. 10, No. 10, pp. 1177-1189 by Jing Wang, Yunan Wu and Wenyu Ji.

[^1]:    ${ }^{2}$ The reason we are considering this more general expression is that this combination appears in computing the $N$-interaction vertex which will probe useful in future work and it does not add to the level of difficulty in finding the inverse.

[^2]:    ${ }^{3}$ Since both the sums over $l$ and $k$ are uniformly convergent, one may perform the sums in any order. We have carried the sums in the two different orders and found that the result is the same. However, it is much easier to perform the sum over $k$ first followed by the sum over $I$ rather than the reverse. Here we shall follow the former.

