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Abstract 
Efficiency and precision in prediction of Chlorophyll-a using this model is still a 
pandemic among researchers, due to the natural conditions in ocean water systems 
itself, which involved chemical, biological and physical processes and interaction 
among them may affect the model performance drastically. Thus, to overcome this 
problem as well as to improve the strength of MLR, we proposed a hybrid approach, 
i.e., an Artificial Neural Network to the MLR coins as Artificial Neural Network- 
Multiple Linear Regression (ANN-MLR). To investigate the performance of the 
proposed model, we compared Multiple Linear Regression (MLR), Artificial Neural 
Network (ANN) and proposed hybrid Artificial Neural Network and Multiple Linear 
Regression (ANN-MLR) in the prediction of chlorophyll-a (chl-a) concentration by 
statistical measurement which are MSE and MAE. Achieving our objectives of study, 
we used 4 parameters, i.e. temperature (˚C), pH, salinity (ppt), DO (ppm) at the 
Offshore Kuala Terengganu, Terengganu, Malaysia. The results showed that our 
proposed model can improve the performance of the model as compared to ANN 
and MLR due to small errors generated, error reduced, and increased the correlation 
coefficient for all parameters in both MSE and MAE, respectively. Thus, this result 
indicated that our proposed model is efficient, precise and almost perfect correlation 
as compared to ANN and MLR. 
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1. Introduction 

Chlorophyll (chl) is a bio-indicator of the aquatic ecosystem, as it is common to all 
photosynthesis organisms. It’s also widely used for estimation of phytoplankton in 
ecological studies and water quality [1]-[5]. The chlorophyll concentration is com-
monly used in satellite ocean colour products [6]-[10]. Chlorophyll can be found in al-
gae, plants and phytoplankton. This molecule used as photoreceptors in photosynthe-
sis. Chlorophyll appears to be green in plants and algae because it reflects the green 
wavelengths found in sunlight, while absorbing all other colours. There are 6 different 
chlorophylls (A, B, C, D, E, F) where each of them reflects different ranges of green 
wavelengths. In every single photosynthesis organism chlorophyll-a can be found, from 
algae to land plants and cyanobacteria. Phytoplankton has chlorophyll-a, where a chlo-
rophyll sensor used to detect these organisms in-situ. It also provides immediate data 
and can be used for long-term recording and monitoring. However, as a chlorophyll 
sensor assumes that all cyanobacteria and algae have the same levels of chlorophyll-a, it 
can provide a rough estimate of biomass but cannot be used to identify specific species. 
Even with this limitation, in-situ chlorophyll measurements are recommended in 
Standard Methods for Examination of Water and Wastewater to estimate algal popula-
tions. Chlorophyll sensors used to determine in-situ method for the trophic state of an 
aquatic system. 

The phytoplankton in the ocean water system involved chemical, biological and 
physical processes as well as interactions among the processes. In order to predict and 
study the strength of the dependent and independent variables among them, the Mul-
tiple Linear Regression (MLR) method is used. The Multiple Linear Regression (MLR) 
method is commonly used techniques to obtain a linear input output model for a given 
dataset [11] [12]. However, this model will face some difficulties, especially when the 
independent variables are following certain distribution. Thus, Artificial Neural Net-
work (ANN) was adopted as an approach to extracting information, required no priori 
assumptions about the model in terms of mathematical relationships or distribution 
data and it is a well suited method with self-adaptive, self-organizing and error toler-
ance [13] [14]. 

2. Materials and Methods 
2.1. Multiple Linear Regression (MLR) 

Multiple Linear Regression expresses the relation between dependent variable y and 
more independent variable ( )1 2, , , px x x . Linear regression simply has one dependent 
variable which varies with one independent variable. However, when we need to ex-
plain about the dependent variable with two or more independent variables we need to 
use multiple linear regression. The multiple linear regression model as in Equation (1) 
is as follow: 

0 1 1 2 2 p py x x xβ β β β ε= + + + + +                    (1) 

where, β  is the coefficient of parameters, y and x are dependent and independent 
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variables respectively, while ε  i.e. error term.  

2.2. Artificial Neural Network (ANN)  

Artificial Neural Networks is a field of Artificial Intelligent (AI) where we, by inspira-
tion from the human brain, find data structures and algorithms for learning and classi-
fication of data. Many tasks that humans perform naturally fast, such as the recognition 
of familiar faces, proves to be very complicated task for a computer when conventional 
programming methods are used. By applying Neural Network techniques a program 
can learn by examples, and create an internal structure of rules to classify different in-
puts, such as recognizing images. 

The hidden layer back propagation network is the most widely used models for mod-
elling, forecasting and classification. This is model is characterized by a series of three- 
layer processing unit which connected with acyclic links. The relation between output 
(y) and input ( )1 2, , , px x x  which can be classified into this mathematical Equation 
(2) [15] is as follows: 

( )0 0, ,1 1

q p
j j i j t i tj i

y w w g w w x ε−= =
= + ⋅ + ⋅ +∑ ∑                (2) 

where, ,i jw  with 0,1,2, ,i p=  ; 1,2, ,j q=   is the parameter model as known as 
connection weight, p and q are number of inputs and number of hidden nodes, respec-
tively, g is a sigmoid transfer function, 0w  and 0, jw  are weights of the arcs leaving 
from the bias terms, while tε  is error.  

The data which were inputted will pass through the input layer of the neural net-
work. Then it will pass through hidden layer and exit through the output layer which 
was shown in Diagram 1. Each hidden layer and output layer node will collect the data 
from each node in there (either input layer or the hidden layer) and used as activation 
function as in Equation (3) [15]: 

( ) ( )
1

1 exp
Sig x

x
=

+ −
                         (3) 

The activation function can take many forms. The type of activation function is 
shown by the neurons in the network. Then, the ANN model as in Equation (4), do not 
have a linear mapping function from the past observation for the future yt which is: 

 

 

Diagram 1. The general design of neural network ( )1p qN − − . 
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( )1, , ,t t t p ty f y y w ε− −= +                       (4) 

where, w is the vector for all parameters, ( )f ⋅  and tε  are the function for network 
structure and connection weights and error, respectively. 

Therefore, it can be said that the neural network is equivalent to non-linear model. 
The simple network, which was stated in Equation (2) it is efficient until able to esti-
mate the random function as the number of hidden nodes when q is large enough. In 
the research done, the structure of the network has small number of hidden nodes or 
slightly work will often to forecast beyond study sample due to the strong over fitting 
effect on the network which often can be found in the modelling process of neural net-
work. The first has a good adaptability match to the sample used to build a model but it 
has the ability to make general weak conclusions against the outside of the sample data 
[15]. The q depends on the data and do not have fixed systematic rule for determining 
this parameter. In addition, to choose the suitable hidden layer nodes, another impor-
tant task for ANN model to choose the number of missing observation, p, dimension of 
input vector. 

There are many types of neural network such as multilayer [16], feed forward, and 
back propagation method. Diagram 1 shows the artificial neurons. A neural network 
consisted of a system of interconnected nodes. The neural network is the combination 
of neurons to solve a certain problem. The first node layer (input layer) will bring the 
information to be processed in the neural network. The nodes in the layers are called 
neurons, because of the function which act as neurons. Each neuron consist of two 
parts. They are linear and nonlinear activation function. 

The value of the input layer is distributed to both hidden layer nodes, where the ad-
dition and activation of the function are performed. The output value of the hidden 
layer of the input values from the output layer also performs the addition and activa-
tion function. 

2.3. Hybrid Model (ANN-MLR)  

In order to produce a more general model, linear hybrid model and more accurate 
non-linear model, the hybrid ANN-MLR model as in Equation (5) was introduced. In 
this model the time series is also considered as a function of linear and non-linear 
components as follows: 

t t tY L N= +                              (5) 

where Lt and Nt are linear and non-linear components, respectively. In the first stage, 
the main purpose is to get the linear component which is the MLR model. Then the er-
ror in Equation (6) from the first stage contain non-linear relation whereas the linear 
model cannot be modelled and te  is the error from time t in term of linear model: 

ˆ
t t te Y Y= −                              (6) 

t̂Y  is the forecasted value of time t .The result of the predicable and linear modelling 
error is the result from the first stage and will be used in the next stage. Meanwhile, the 
linear trend augmented by the MLR model to be used in the second stage. In the second 
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stage, the main focus will be on non-linear model. The multi-layer perceptron is used to 
model the non-linear relation, the possibility of simultaneous linear model that still 
remain in linear model error and the linear and non-linear relationships in the original 
data. With n as input node, the ANN model of the error is: 

( )1 2, , ,t t t t n te f e e e µ− − −= +                       (7) 

where ( )f ⋅  is non-linear function to determine neural network and tµ  is random 
error. When observe t̂Y  in Equation (6), the combine forecast model will be formed 
as: 

t t tYF LF NF= +                            (8) 

2.4. The Performance Criteria of Comparison 

In this study, both linear and nonlinear models were used in the data sets. According to 
the error of estimation, the smaller the error, the higher the accuracy of the data. The 
performance criteria evaluation model to measure the error of data as well as error re-
duction is as follows: 

( )2

1 ,
ˆ

t t
n

i
Y Y

MSE
n

=
−

=
∑

                        (9) 

1 ,
ˆn

t tiM
Y Y

AE
n

==
−∑

                        (10) 

Error Reduction 100.
a b

a
−

= ×                     (11) 

2.5. Area and Scope of Study 

This study was carried out around the coast of the South China Sea in the area of Kuala 
Terengganu, Kampung Marang, Kampung Setiu and Kuala Besut. The data that in-
volved in this study are in-situ data in 2015 (30th April to 3rd May). This data contain 
126 readings of the optimal parameters and the concentration of chlorophyll-a from 
different stations as shown in Figure 1. The predicted chlorophyll-a based on the four 
water data quality parameters which were temperature, pH, salinity, and Dissolved 
Oxygen (DO). Due to in-situ data taken from the field, this data was estimated to be 
100% accurate as there are no constraints that prevent the error from reading. 

3. Results and Discussion 

The MLR, ANN and ANN-MLR models for optimal parameters predicted based on the 
five water data quality parameters which were temperature, pH, salinity, DO (ppm) and 
DO (% saturation).  

3.1. Multi Linear Regression 

The MLR for optimal parameters predicted based on the five water data quality parame-
ters which were temperature, pH, salinity, DO (ppm) and DO (% saturation). According 
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to Table 1, the absolute value of bi is greater and twice its standard error (i.e., SEbi), the 
ith variable regarded as a significant variable [17]. Here the four out of five parameters, 
i.e. temperature, pH, salinity and DO (ppm) were determined through a regression 
coefficient greater than twice their standard errors (see the boldface numbers in the 
constant bi, in Table 1). These results suggest that four out of five parameters are im-
portant variables for explaining the chlorophyll-a levels in the China Sea.  

The value of bi in the correlated explanatory variables, however rely on other va-
riables in MLR model. Consequently, the computed values of bi for a certain explana-
tory variable strongly rely on the degree of its correlation with other variables in the  

 

 
Figure 1. Sampling area in Kuala Terengganu offshore, Terengganu. 

 
Table 1. Multiple linear regression (MLR) of chlorophyll-a using 5 water quality parameters. 

  Temp(˚C) pH Salinity(ppt) DO (% sat) D0 (ppm) 

Model 

R 0.722 0.867 0.939 0.887 0.934 

R2 0.521 0.752 0.882 0.787 0.872 

F 26.122 72.642 179.867 88.69 163.433 

Constant 
bi

 29.991 7.145 69.309 −72.059 6.914 

Std. Error 15.868 3.371 35.602 17.276 2.256 
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MLR model. The MLR graph of the parameters (testing and validation) which related 
to chlorophyll-a prediction as shown in Figures 2(a)-(e) shows that the prediction of 
the MLR is not satisfied with the original observation for the validation period and 
testing period. The correlation coefficient values between predicted models and ob-
served data for temperature, pH, salinity, DO and chlorophyll-a are 0.722, 0.939, 0.867, 
0.887 and 0.728 respectively (Figures 3(a)-(e)). 

3.2. Artificial Neural Network (ANN) 

For developing the prediction model for determining the optimal parameters for chlo-
rophyll-a, data such as DO, temperature, salinity and pH was used as input. As for the 
output it was changed according to the parameters that we need to determine and pre-
dict. This model uses the method of adjustment tool (fitting tool). This method of cus-
tomization tools used if the goal of the study want to map between numeric input data 
or variables with a set of target data. The neural network adjustment tool will help to 
select the data to create and train the networks. There are several types of samples used 
in ANN. The first was training. During the training exercise the inputs will be submitted 

 

 
Figure 2. MLR model verification for each optimal parameters for chlorophyll-a. 



M. S. Lola et al. 
 

796 

 
Figure 3. Observed versus MLR predicted data for each optimal parameters for chlorophyll-a. 

 
to the network and the network will adjust based on the error in the model. The second 
sample was tested, which was not dependent on the gauge. Then the third sample was 
used to measure the network generalization and will stop the training when the gener-
alization stopped increasing. A total of 126 data used and divided into 3 samples with 
70% training, 20% and 10% verification process. The graph ANN model verification for 
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each optimal parameters for chlorophyll-a for testing and validation period as shown in 
Figures 4(a)-(e). In the ANN model verification, we can say that ANN is slightly match 
the prediction. These results indicate that the neural network model was able to recog-
nize the pattern of determining the optimal parameter for the prediction of chloro-
phyll-a to provide better predictions, due to the predict the line of ANN- chlorophyll-a 
closer to the observed chlorophyll-a value. 

The correlation coefficient values between predicted models and observed data for 
temperature, pH, salinity, DO and chlorophyll-a are 0.936, 0.920, 0.958, 0.928 and 0.738 
respectively which are satisfactory in common model applications as shown in Figures 
5(a)-(e). 

3.3. Hybrid Model (ANN-MLR) 

The algorithm of the hybrid ANN-MLR model has two steps. For the first step, we need 
to analyze the problem for the linear part, an MLR model was employed. In the second 
step, the residuals from the MLR model were modelled by using the ANN model. Since 
the MLR model cannot detect the non-linear structure of the optimal parameters for 
the prediction of chlorophyll-a, the residuals of the linear model will contain information 
about the non-linearity. The outputs of the neural network can be used as predictions 

 

 
Figure 4. ANN model verification for each optimal parameters for chlorophyll-a. 
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Figure 5. Observed versus ANN predicted data for each optimal parameters for chlorophyll-a. 

 
of the error terms in the MLR model. The hybrid model utilizes the unique feature and 
strength of the MLR model as well as an ANN model in determining different patterns. 
Therefore, it may be favorable to model linear and non-linear patterns separately by 
using different models and then combine the predictions to improve the overall model-
ling and predicting performance. 

When we compare the hybrid (ANN-MLR) model with the ANN model its shows 
more accuracy than the ANN model for the prediction of the parameters (see Table 2). 
The accuracy of each parameter shows over 91% for the prediction. In the hybrid model 
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algorithm, the input and output of the optimal parameter for chlorophyll-a, were nor-
malized to [0.1]. In the modelling process, the hybrid was trained to adjust the model 
that the model predicted the parameters match well with observed data. Figures 
6(a)-(e) show the predictions and observations of the models for the testing and vali-
dation period. The results indicated the model prediction reasonably match the ob-
served parameters. 

The correlation coefficient values between predicted models and observed data for 
 
Table 2. Hybrid Model of chlorophyll-a using 5 water quality parameters. 

Parameters 
 MSE   MAE  

MLR ANN Hybrid MLR ANN Hybrid 

Temperature, ˚C 0.8198 0.2184 0.0320 0.6555 0.27803 0.1363 

pH 0.0110 0.0069 0.0022 0.0503 0.0416 0.0177 

Salinity (ppt) 25.5721 18.0246 0.4031 2.2258 1.4486 0.4025 

DO (ppm) 6.6867 4.3905 0.0742 1.5440 1.3227 0.2095 

 

 
Figure 6. Hybrid model verification for each optimal parameters for chlorophyll-a. 
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Figure 7. Observed versus and Hybrid predicted data for each optimal parameters for chlorophyll-a. 

 
temperature, pH, salinity, DO and chlorophyll-a are 0.991, 0.939, 0.975, 0.999 and 0.999 
respectively (Figures 7(a)-(e)) which are very strong correlation as compare to MLR 
and ANN. 

3.4. Comparison of the Models of MLR, ANN and Hybrid (ANN-MLR) 

To determine the best model of the predicted and observed data of the hybrid, ANN 
and MLR models for the period of four days is compared using MSE and MAE. The 
results revealed that the predicted optimal parameters for prediction chlorophyll-a us-
ing MLR was not found to be well matched with the observed parameters, the ANN 
model approximates closed to observed parameter. However the ANN-MLR seems 
closed and match precision with the observed for all parameters for chlorophyll-a.  
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Table 3 shows the estimation of errors of three different errors approaches used in 
the study for chlorophyll-a parameters. The MSE’s between observed and predicted 
values were calculated in MLR models as 0.8198˚C, 0.0110, 25.5721 ppt, 6.6867 ppm 
and 0.2449 mg/m3 for temperature, pH, salinity, DO and chl-a respectively. For ANN 
modelling approach, the MSEs between observed and predicted values were calculated 
as 0.2184˚C, 0.0069, 18.0246 ppt, 4.3905 ppm and 0.095463 mg/m3 for temperature, pH, 
salinity, DO and chlorophyll-a respectively. In the hybrid method there was a decrease 
of 85.36%, 68.02%, 97.76%, 98.2%, and 99.84% in MSE values of ANN for temperature, 
pH, salinity, DO and chlorophyll-a respectively. Moreover, the MAEs between observed 
and predicted values for temperature, pH, salinity, do and chlorophyll-a were appeared 
to be slightly less for the ANN modelling approach. Error prediction for ANN model 
produced MAEs of 0.27803˚C, 0.0416, 1.4486 ppt, 1.3227 ppm, 1.3415 mg/m3 for tem-
perature, pH, salinity, DO and chlorophyll-a respectively. In the MAE values, the im-
provement of the hybrid model over ANN model were 50.99%, 57.46%, 72.21%, 84.16% 
and 98.08% for temperature, pH, salinity, DO and chlorophyll-a respectively. The re-
sults indicated that the hybrid model performed well for predicting of temperature, pH, 
salinity, DO and chlorophyll-a. 

It is clearly known that the ANN-MLR is able to predict the parameters with a high 
degree of accuracy as compared to the ANN and MLR models. In conclusion, ANN- 
MLR approach can produce the best prediction of temperature, pH, salinity, DO and 
chlorophyll-a in the sea than the ANN and MLR modelling approach. Table 4 shows  

 
Table 3. Statistical comparison for the MLR, ANN and ANN-MLR modelling. 

Parameters 
 MSE   MAE  

MLR ANN Hybrid MLR ANN Hybrid 

Temperature, ˚C 0.8198 0.2184 0.0320 0.6555 0.27803 0.1363 

pH 0.0110 0.0069 0.0022 0.0503 0.0416 0.0177 

Salinity (ppt) 25.5721 18.0246 0.4031 2.2258 1.4486 0.4025 

DO (ppm) 6.6867 4.3905 0.0742 1.5440 1.3227 0.2095 

Chlorophyll-a (mg/m3) 0.2449 0.0955 1.50E-04 3.4502 1.3415 0.0257 

 
Table 4. Comparison of error reduced for an MLR-ANN and ANN-MLR. 

Parameters 
Error Reduced in MSE (%) Error Reduced in MAE (%) 

MLR-ANN MLR-Hybrid MLR-ANN MLR-Hybrid 

Temperature, ˚C 73.36 96.10 57.58 79.21 

pH 37.21 80.00 17.26 64.81 

Salinity (ppt) 29.51 98.43 34.92 81.92 

DO (PPM) 34.34 98.89 14.33 86.43 

Chlorophyll-a (mg/m3) 61.00 99.94 61.12 99.26 
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the reduced error in percentage for MSE and MAE by MLR to ANN and MLR to ANN- 
MLR. This results are based on the calculation in Equation (11) and Table 3. For ex-
ample, the 73.36% error reduction for temperature (˚C) in MSE (%) of MLR-ANN is 
calculated based on Equation (11), i.e. [(0.8198 − 0.2184)/(0.8198) × 100] 

Table 4 proved that the ANN-MLR model will reduce more error compare to other 
models. Figures 8-12 are the comparison for each optimal parameter between the ob-
served and predicted values of MLR, ANN and ANN-MLR. From this figures shows 
that the ANN-MLR models are closed to the observed values as compared to the MLR 
and ANN models.  

 

 
Figure 8. The observed and predicted values of MLR, ANN and ANN-MLR for pH. 

 

 
Figure 9. The observed and predicted values of MLR, ANN and ANN-MLR for temperature. 

 

 
Figure 10. The observed and predicted values of MLR, ANN and ANN-MLR for salinity. 

 

 
Figure 11. The observed and predicted values of MLR, ANN and ANN-MLR for DO. 
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Figure 12. The observed and predicted values of MLR, ANN and ANN-MLR for chlorophyll-a. 

4. Conclusion 

A new approach of determining the optimal parameters for predicting of chlorophyll-a 
is studied. A calculative evaluation on the performance of the ANN-MLR modelling 
approach is proposed to predict the optimal parameters of chlorophyll-a prediction. To 
examine the ANN-MLR model performance compared to MLR and ANN, statistical 
measurements such as MSE and MAE are used. The results are as follows: The MLR 
model a shows a poor pattern. The ANN model we’re able to provide more accurate 
prediction for parameters. However, ANN-MLR model revealed that this approach 
performs better in predicting the chlorophyll-a. In other words, ANN-MLR model is 
capable to recognize the patterns and the non-linearity characteristics. The accuracy 
measures MSE and MAE proved that the ANN-MLR provided much better accuracy 
over the ANNs and MLR methods for the prediction of parameters. The results of this 
study confirmed that the proposed model successfully improved the performance abil-
ity in determining and comparing the eutrophication. 
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