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ABSTRACT 

The As-level topology is a hotspot of the recent reseaches. We can understand the centralization of the network clearly 
by researching the evolvement trend of the Internet macroscopic topology. The massive data we use in this paper is 
from CAIDA (The Cooperative Association for Internet Data Analysis) Skitter project. And the time span of the data is 
from July, 2001 to January, 2008. This paper introduces the background of the AS-level topology at first, then carries 
out the evolvement of degree, core and layer. It is believed that the influence of the top-degree nodes on the other nodes 
decreases and the centralization of network is going to fall off with the decrease of the core. And the nucleus status of 
network declines. 
 
Keywords: AS-Level, Centralization, Top-Degree, Core, Layer 

1. Introduction 

The Internet has been a complex self-organizing ecosys-
tem which is composed of numerous computers and is 
now quite different from its prototype, ARPANET. Al-
though the Internet was built up by human personally, 
none of us can describe what it looks like and how it op-
erates. The research on the Internet topology is to study 
the laws which are contained in the network which seems 
chaotic. It is inherently necessary to know the Internet by 
recognizing the inner mechanism of the network topol-
ogy, the basis for developing and utilizing Internet in a 
higher level. 

Since the Internet was born, the studies on it have been 
endless. In the early years people were more concerned 
about the researches on the Internet architecture, the 
network protocols, the connections between the com-
puters, as well as the service on the Internet. The results 
of the study on the complex science and complex net-
works made the researchers at home and abroad come to 
realize that the Internet has been one part of the complex 
networks in recent decades. Consequently, people began 
to research the Internet from the angle of the complexity 
and complex networks [1]. Recent years, people have 
made a remarkable progress in this area and have found a 
great number of characteristic laws which are hidden in 
the network. However problems still remain such as the 

small space, the short span of the data analysis and the 
simple method in measuring. So we have to do more 
comprehensive and further studies on it [2]. 

The researches on the Internet topology mainly con-
centrates on AS-level (Autonomous System) and rout-
ing-level. AS-level topology is in a higher level com-
pared to the routing-level topology in the network [3]. Its 
characteristics and changes have a great influence on the 
Internet. Meanwhile, since the scale of data of the 
AS-level topology is small, we can implement the com-
putation and analysis more effectively with deep-seated, 
high time complexity and explore the objective charac-
ters in more depth using the existed computer power [4]. 
More systematic analysis strategies and reliable analysis 
measures based on the results concluded by analyzing the 
AS-level topology can be summarized to study the laws 
in the router-level topology and to provide available 
means to statistical analysis for network with ultra large 
scale. Based on the main research trend in the recent 
years, we take the application value and the computa-
tional cost in the practical analysis into account. So we 
will focus on the data of the AS-level Internet topology.  
Considering that the Internet is dynamic and its topology 
changes with time, we can further understand the cen-
tralization of the network by studying the trend of the 
inner topology evolvement. 
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2. Evolvement Analysis of Degree 

Archipelago (Ark) is the newest active measurement in-
frastructure, the next generation in evolution of the Skit-
ter infrastructure which CAIDA has operated for nearly a 
decade [5]. But in this paper we will still use the meas-
uring data of the CAIDA Skitter because the time of the 
appearance of the Ark is short. The measurement of the 
global Internet data provided by the CAIDA Skitter 
meets the results of the statistical analysis data. And the 
results concluded by statistically analyzing should be 
much better to reflect the status of the Internet. So all the 
calculations involved in this paper use the data provided 
by the CAIDA Skitter. The time span is from July, 2001 
to January, 2008. 

The number of nodes is a variable to measure the scale 
of the Internet. The Figure 1 shows us the evolvement 
trend of the number of nodes. X-axis is the time span of 
the actually measuring data from July, 2001 to January, 
2008. Y-axis is the number of nodes. We can conclude 
that the number of nodes increased violently and then 
declined gradually in the first three years. The number in 
the last year declined stably with time. But the whole 
trend in this Fig increased in this period. What this Fig 
tells us is that the Internet is instable in the first three 
years but the performance of the Internet gradually turns 
better and more stable than before. In short, the scale of 
the Internet is larger than before. 

The node degree is defined as the number of the links 
indicating to this node. It is one of the most used meas-
urements in the topological analysis. It shows how hot 
these nodes are. If the degree of one node is large, it will  
 

 

Figure 1. The number of nodes statistically changes with 
time. 

explain that this AS connects massive other AS and has a 
heavy task in the Internet. 

The average degree of network is a basic characteris-
tics of network topology. The larger it is, the more links 
the network has. At the same time, the network is likely 
to have a better robustness [6]. 

From the Figure 2(a) we can conclude the law that the 
average degree of AS-level Internet varies from time to 
time. X-axis is the time span of the actually measuring 
data from July, 2001 to January, 2008. Y-axis is the av-
erage degree of network. The value changed between 5 
and 6.8 with small amplitude but decreased in the whole 
time with the increase of the scale of the Internet. That is 
to say that the connectivity of the whole network de-
creases in this period. 

Figure 2(b) points out the average degree of the 0.5%, 
1% and 2% of the top-degree nodes in the AS network 
evolves over time. X-axis is the time span of the actually 
measuring data. Y-axis is the average degree of these 
three sets. The value decreases slowly with time. The 
degree of the top-degree nodes declines with the drop of 
network average degree. The shapes of these curves in 
the Figure 2(b) are close and are similar to that in the 
Figure 2(a). It indicates that the decline of the degree of 
the top-degree nodes leads to the drop of network aver-
age degree. 

There are some exceptional AS in the data that we 
have got from the CAIDA. The degree of these nodes 
usually is small but may change greatly in some months. 
However, these exceptional actions would not last for 
along time. For example, there is an AS whose degree 
usually changes between 30 and 60 but rises to 4648 and 
4596 in April and May of 2004 suddenly. Then it returns 
to normal level after July of 2004. We delete these ex-
ceptional situations in this paper in order to make the 
analysis reasonable. 

From Figure 3 we can conclude that the maximum 
node degree in AS-level Internet topology changes with 
time. X-axis is to show a time span of the actually meas-
uring data. Y-axis is to show the maximum degree. The 
value in this Fig shocks heavily with the whole trend 
declining. That is to say the impact of the “hot” nodes 
which are the top-degree nodes gradually drops over 
time. 

3. Evolvement Analysis of Core and Layer 

From a given graph  [7], we recursively 
delete all nodes whose degree are less than k and lines 
incident with these nodes. These nodes and links we have 
removed make up the set W which is called 

 ,G V E 

1k   layer. 
And the remained sub-graph is called k-core [8]. The 
value of k decides the position of node in the topology 
graph. The highest one is called the core of this topology. 

Copyright © 2010 SciRes.                                                                                 JSEA 
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(a)                                                             (b) 

Figure 2. The average degree statistically changes with time. (a) The average degree of network statistically changes with time; 
(b) The average degree of the top-degree nodes statistically changes with time. 
 

  

Figure 3. The maximum degree of network statistically 
changes with time. 

Figure 4. Core of the Internet statistically changes with time. 

  
As one of important features of the Internet topology, 

core is a more complex measurement than the node de-
gree to measure the connectivity of the nodes. The core 
of the nodes sometimes reflects the position of the node 
in the topology. Those with a high-core have more links 
and are more important to the Internet. They are in the 
inner layer of the Internet. We can see the hierarchical 
structure of the Internet from the nut to the outer space 
by analyzing the topology core 

links of the nodes with high-core may lead to the remove 
of these nodes. Doing this may lead the same bad impact 
on the neighboring nodes and the core of the whole to-
pology declines. X-axis is the time span of the actually 
measuring data. Y-axis is the network core. The value 
changes with small amplitude but declines in the last 
several years. The layer of the Internet is going to reduce. 

The Figure 5 shows us that the number of nodes de-
clines fast in the low-layer but hardly changes in the 
high-layer. X-axis is the layer of the Internet in July each 
year. Y-axis is the node number of each layer. The Figure  

We can see from the definition of the core that the core 
of the graph is decided by the highest core. The lost of  
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Figure 5. The number of nodes statistically changes with 
layer. 
 
5 shows the situation: a small amount of the nodes in the 
high-layer but a greater number of nodes in the low-layer. 
The nodes in the high-layer are the nucleus of the Inter-
net topology. 

The Figure 6 shows that the number of links gradually 
declines with the increase of the layer but increases sud-
denly in the high-layer. The decline tendency of the 
number is slow in the middle-layer. X-axis is to show the 
layer of network in July each year from 2001 to 2007. 
Y-axis is to show the number of links. When the layer of 
the Internet is high enough, the number of links would 
not decline but with some amplitude. The top-degree 
nodes are usually in a high-layer. So the number of links 
may change obviously once the number of these nodes  
 

 

Figure 6. The number of links in each layer. 

 
(a) 

 

 
(b) 

 

 
(c) 
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changes. 

 

Figure 7 shows the set of degree in each core. X-axis 
is the set of degree in each core. Y-axis is the core of 
network in July. Core of the Internet decline with time 
which corresponds with the conclusion we have known 
in the Figure 4. The bottom-degree distributes in each 
core but top-degree only appears in the high-core. The 
high-core includes the nodes whose degree changes in a 
large span. So the change of the maximum degree has 
impact on the high-core in network to a certain extend. 
The rarefaction in the high-core and the denseness in the 
low-core tells us that the centralization is going to fall 
off. 

4. Conclusions 

The data we use in this paper is massive and with a large 
time span from July, 2001 to January, 2008. They are 
observed by the partner of Embedded Technology Labo-
ratory in Northeastern University, CAIDA. The laws we 
get by analyzing these data are as follows: 

(d) 

 

 

The influence of the top-degree nodes on the other 
nodes decreases. The core of the Internet decreases with 
time. We can also say that the centralization of network 
is going to fall off. The nucleus status of network de-
clines. 
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ABSTRACT 

A lower bound to errors of measuring object position is constructed as a function of parameters of a monocular com-
puter vision system (CVS) as well as of observation conditions and a shape of an observed marker. This bound justifies 
the specification of the CVS parameters and allows us to formulate constraints for an object trajectory based on re-
quired measurement accuracy. For making the measurement, the boundaries of marker image are used. 
 
Keywords: Computer Vision System, Camera Position Measurement, Marker Observation, Lower Bound to Errors 

1. Introduction 

CVSs are widely applied for a solution of motion control 
problems. This fact is associated by the following condi-
tions. First, the computational capability of available 
processors allows for the real-time processing of large 
volumes of information formed by TV cameras. The in-
formation processing time proves to be acceptable to a 
number of practical problems [1-6]. Second, the increas-
ing application of computer-aided control systems of 
unmanned aerial vehicles requires the enhancement of 
the vector of measured parameters to solve the automatic 
landing problem [5]. Another task is a docking problem 
(including the spacecraft docking), which requires pre-
cise measuring a relative position for solving the terminal 
control task [6]. As an example we can refer to the dock-
ing the first European Automated Transfer Vehicle (ATV) 
“Jules Verne” to the International Space Station (ISS) on 
3 April 2008. In the above experiment, a special com-
puter vision system was used for measuring the relative 
spatial and angular position. 

All of these facts stimulate interest in estimation of the 
potential accuracy (lower bounds to errors) of measuring 
the position parameters as a function of the marker shape, 
its observation condition and technical parameters of the 
CVS. This allows us to evaluate an applicability of CVSs 
to solving control problems under specific conditions as 
well as to optimize the CVS parameters from the view-
point of ensuring the required accuracy of measurements. 
There are a small number of publications devoted to the 

problems of determining the current coordinates meas-
urement precision estimation. Most publications are 
based on experimental approach (full-scale experiments 
or stochastic simulation) to the measurement precision 
estimation. For obtaining reliable estimation, such ap-
proach requires too much time and additionally the 
full-scale experiments are very expensive. 

In [7], the Cramér–Rao bound is constructed to camera 
position estimation by docking marker observation. For 
position estimation, a set of the marker features (points 
of interest) are used, namely corners, contrast spots and 
others. This approach is suitable for the case of small or 
medium marker observation distance. In such distances 
the visible size of marker is of order tens or hundreds of 
pixels in any direction. In the present paper, we consider 
the approach, which is suitable for large distances by 
using the boundaries between marker image and back-
ground. This approach allows obtaining lower bound to 
errors of measuring object position with small computa-
tional expenses. It allows in one’s turn to optimize CVS 
parameters and marker shape for a specified set of the 
observation conditions. 

In Section 2, we formulate the assumptions for con-
structing the bound to errors. In Section 3, we construct a 
Cramér–Rao bound to the measurement errors and, in 
Section 4, we present experimental results. 

2. Assumptions Made When Constructing a 
Bound 

We make the following simplifying assumptions to esti-
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mate the methodic errors: 
 The resolution of the optical system is the same 

over the frame area. 
 There are no geometrical distortions of the optical 

system (or they are compensated for during the pre-
processing of images). 

 The optical system is calibrated during its manu-
facturing and the calibration error is negligible. 

 The exposure time tends to zero, so smearing of the 
picture due to the motion of the object during 
shooting can be neglected. 

 The precision of marker localization is limited by 
signal to noise ratio. 

 The parameters of this noise law are the same over 
the area of a frame. 

 The pixel size of CCD matrix tends to zero. 
All of these assumptions, except for the last one, are 

quite easily realizable at moderate cost. In regard to the 
last assumption, it is introduced for simplification of 
analysis. Without this simplification, an analytical solu-
tion is very difficult. Apparently, it is possible to obtain 
some asymptotic estimations of additional object position 
measurement errors, which is conditioned by limited size 
of CCD matrix pixels. In any case, this problem should 
be a subject of separate analysis. Thus, the used model 
has no error sources except for the image noise. 

3. Cramér–Rao Bound to Measuring Errors 

The construction and application of a likelihood function 
and Cramér–Rao bound for measurement errors are ex-
tensively described in the literature [8-10] and others. A 
likelihood function is used for constructing the 
Cramér–Rao lower bound to the variance of estimated 
parameters. The schematic view of the marker shooting 
is shown in Figure 1. The marker is placed in the coor-
dinate’s origin. 
 

 

Figure 1. TV camera position. 

The optical system forms the image of observed 
marker in the plane of a CCD matrix. The space position 
of the TV camera and its orientation gives a vector of 
parameters A that should be estimated. Camera coordi-
nate system is shown in the Figure 2. Projection center C 
of the camera is placed on the end of vector R (Figure 1), 
which is turned with respect to a normal of the surface of 
marker on angle   in the plane  which pass through 
axis OZ and is preliminarily rotated on the azimuth on 
angle 

p

  relatively plane XOZ. 
In the initial camera position vectors ,  and  

are given by the coordinates as follows: 
1e 2e 3e

 
 
 

1

2

3

0,0, 1

1,0,0

0,1,0 .

 

 



e

e

e

 

The above three vectors are rotated by an angle   
together with the projection center of camera C in the 
plane . So, the obtained coordinates of the vectors are 
the following: 

p

 
 
 

1 11 12 13

2 21 22 23

3 31 32 33

, ,

, ,

, ,

e e e

e e e

e e e







e

e

e .

 

Let  ,   and   be three rotation angles around 
the vectors 1 , 2  and 3e  respectively. The first rota-
tion is the rotation by the angle 

e e
 . Since the TV camera 

is space stabilized so that, the image of observed marker 
is in the center of the vision area, it is possible to suppose 
the angles  and  small enough ( 0  , 0  ). Hence, 
the rotation operators by the angles   and   are ap-
proximately commutative. 

The coordinates of any i-th marker point  , ,i i iX Y Z  
taken in camera coordinate system are the following: 
 

 

Figure 2. Camera coordinate system. 

Copyright © 2010 SciRes.                                                                                 JSEA 
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,

i i

i i

i i

X X X

Y Y Y

Z Z Z

  
 
  

 

where  , , X Y Z  is the coordinates of camera projection 
center C. The coordinates of the i-th point of the marker 
in CCD matrix are calculated by: 

11 12 13i i i

f
a

X e Y e Z e


   
 

 1 31 32
i

i i ia X e Y e Z e      33

23

 

2 21 2 2
i

i i ia X e Y e Z e      , 

where f -is a focal distance of the camera. 
For the specified camera’s spatial and angular posi-

tions, the i -th point  , ,i i iX Y Z  taken in the coordi-
nates of CCD matrix depends on the parameters: 

 1 1 , , , , ,i i X Y Z      

 2 2 , , , , , .i i X Y Z      

Since we consider an observation of marker from me-
dium and long distances, the measurement angular errors 
of   and   as well as the translation errors in the 
direction of the vectors 3  and 2  are heavily corre-
lated. So, we estimate the precision only for four pa-
rameters, that are given by a vector 

e e

 , , ,r v u A

2e
. Axis 

r is parallel to , v is parallel to  and u is parallel to 
. 

1e

3e
The construction and application of the likelihood 

function are well known from [8-10] and others. This 
likelihood function is used for constructing the 
Cramér–Rao lower bound to the variance of estimated 
parameters. The likelihood function depends on parame-
ters being under estimation. The estimations of the pa-
rameters are defined by the values that provide the ex-
tremum of the likelihood function: 

 P extrA , 

where  is the likelihood function.  P A
The necessary condition of extremum is given by: 

 
0, 1,..., 4.

i

P
i

A


 



A
 

Accordingly, we can use a logarithm of the likelihood 
function for finding of extremum of . Analogous 
condition of extremum can be: 

 P A

 ln
0, 1,..., 4.

i

P
i

A


 



A
 

Covariance matrix of estimated parameters is: 

1R J  , 

where J  is the Fisher information matrix, which is 
calculated from the likelihood function. According to the 
Cramér–Rao inequalities, the lower bounds to the vari-
ances of unbiased estimation errors are given by: 

  2 2
11 2 2, ,r vR R  A A  
  2 2

33 4 4, .u R R  A Α    

We estimate the covariance for the estimation of vec-
tor A. For this goal, we first determine the Fisher infor-
mation matrix, which is expressed via the second deriva-
tives of the likelihood function as follows: 

     2 ln ln ln
,ij

i j i j

P P P
J E E

A A A A

     
     

         

A A  A
 

where  is a mathematical expectation. [...]E
Let’s consider an observed image of marker: 

     ,s  ω ω A ω , 

where  ,s ω A  is the marker image and   ω  is 
noise with intensity 02

2
N  . Without loss of com-

monness, we can suppose that a brightness value of 
marker image  ,ω As  is equal to one, and a brightness 
of remaining part of the cadre is zero. 

In [11], an expression of Fisher Information Matrix 
was derived for the case of one-dimensional signal. For 
the two-dimensional case, this expression can be easily 
obtained by the same way: 

   
0

, ,2
ij

i j

s s
J E d

N A A

  
 

   


ω A ω A
ω

 
, 

where   is a marker image area and  is an ele-
mentary square in 

dω
 . 

In general case, the calculation of the Fisher informa-
tion matrix requires to determine the above mathematical 
expectation . In our case, the expression in square 
brackets is deterministic, and therefore we obtain the 
following elements of the Fisher information matrix: 

[...]E

   
0

, ,2
ij

i j

s s
J d

N A A

 


 
ω A ω A

ω
 

        (1) 

Let’s consider derivatives. The  is the vector of pa-
rameters that gives the camera position. The finite dif-
ference approximation of the derivative is defined as 
follows: 

A
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, , ,
,

0,.... ,....0 .

i

i i i

i i
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estimated the errors of calculating position parameters 
for the marker shown in Figure 6. The marker is given 
by the isosceles triangle. The base of the triangle equals 
to two meters and its height equals to three meters. The 
triangle has the round spot in his centre. Contour 
(boundary)  of this marker includes both external 
boundary of this triangle and internal boundary of the 
spot in the triangle centre. 

C
Figure 3 shows the marker image in the initial posi-

tion . In Figure 4, the marker images are shown 
for both the shifted position  and the 
initial position . The gray colours of different 
intensity are used for marking difference between both 
these images. 

 ,s ω A
 , is  ω A A 

 ,s ω A
Let’s specify the following camera parameters. The 

focal distance of the optical system is 18 mm. The field 
of camera view is . Errors of position 
are calculated for a set of values of angle : 

 (7 values) and set of val-
ues of angle :  (36 values). The 
distance of the marker observation is м. We put a 
noise intensity to be equal to 0.2 (

23.23 23.23 

5, 55, 65

0, 10, 20,......350
5, 15, 25, 35, 4 

 

r
0.2
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  ). 

The difference can be calculated by integrating an op-
tical flow on the contour of marker as follows: 
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where  is the external normal (n 1n ) with respect to 
the marker image boundary (contour),  is the optical 
flow, which is caused by 

iQ

iA ,  is a scalar 
product of the vectors  and iQ  and C is the marker 
boundary. In such a way, we show that the surface inte-
gral (1) is reduced to the following contour integral: 

 , in Q

Figure 7 shows the calculation results for the mean 
square errors of coordinates and normalized correlation. 
The coordinates are measured in meters and the values of 
angles are measured in degrees. The errors are given by 
the appropriate surfaces over the matrix of size 7  36 
samples, where the matrix sizes are determined by the 
sets of  and   values respectively. 
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Thus we have obtained the expression for any element 
of the Fisher information matrix. For the one segment, 
the integral (2) can be numerically calculated, for in-
stance, by the trapezium method: 
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Figure 3. Triangle marker. Figure 5 explains the calculation of scalar product 
. The calculation of  , in Q   , jn Q  is made similarly. 

The q  is the difference between scalar product 
 in the integral (2) for this segment, and in the 

expression (3) for this segment. Notice that 
 , in Q 

q  is pro-
portional to  2

iA  and tends to zero in condition 
of . So we can neglect this term. Calculation of 
the expression (3) should be performed for all sections of 
the maker boundary. 

0iA 

 

 4. Experimental Results 
Figure 4. Difference .   , ,is s  ω A A ω A   To illustrate the application of the obtained relations, we  

 

 

Figure 5. Calculation of the scalar product on the one segment of marker boundary. 
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Figure 6. Marker shape. 
 

Accordingly to Figure 7, for the distance of 50 m and 
the noise intensity 0.2  , the range r  can be meas-
ured with error 0.02r 0.04  

.05 0.4

 m, as well as the dis-
placement in a CCD matrix plane can be measured with 
errors V U, 0     m. Rotation around the vec-
tor  can be measured with the error . 
As followed from Figure 7, the functional dependences 
of measurement errors and normalized correlation of 
linear and angular coordinates are very complicated 
functions. We have considered the maker of uniform 

brightness. In this case, only the contrast boundary oper-
ates in the marker image. The calculated precision values 
are much higher than the similar values in [7] that are 
based on using a small set of features (points of interest) 
of the marker. Using the boundaries of marker image for 
measurement provides an increase of the measurement 
precision. Mention should be made that optical system 
distortions and low resolution of CCD camera can seri-
ously deteriorate the precision of measurement. Joint 
analysis of noise and camera resolution influence on the 
precision of measurement is complicated enough. 

r 0.015 0.04   

The above values of the mean square error and the 
normalized correlation should be taken in an account in 
creating the computer vision system. The significant 
values of the normalized correlation show the consider-
able dependences between control loops of object posi-
tion coordinates. This fact should be taken into account 
in the control system. The development of a computer 
vision system should be carried out together with the 
development of the marker shape. 
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Figure 7. Errors of estimated parameters and correlation bonds between them (normalized correlation). 
 

For comparison, we estimated the errors of calculating 
position parameters for the T-shaped marker shown on 
Figure 8. 

This marker has the same area as the marker on Fig-
ure 6. Figure 9 shows the calculation results for the 
measurement error of coordinates. 

Accordingly to Figure 9, the T-shaped marker pro-
vides a slightly higher precision of position parameters’ 
measurement. 

 

Figure 8. T-sh ed marker. ap   
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Figure 9. Errors of estimated parameters for T-shaped marker. 
 
5. Conclusions 

The new method has been proposed for estimating the 
errors of determining the TV camera position. This 
method is based on using the marker image of a given 
shape. The method allows us to estimate the measure-
ment errors depending on shooting conditions and CVS 
parameters. The obtained error's estimations are useful 
for development of CVSs and particularly for optimiza-
tion of their parameters. 
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ABSTRACT 

The enterprise software need adapt to new requirements from the continuous change management. The recent devel-
opment methods have increased the flexibility of software. However, previous studies have ignored the stability of busi-
ness object and the particular business relationships to support the software development. In this paper, a 
coarse-grained business object based software development, BOSD, is presented to resolve this problem. By analyzing 
the characteristics of variable requirement, business objects are abstracted as the separately-developed unit from busi-
ness process, and are assembled to system through their relationships. The methodology of BOSD is combined with 
MDA (Model Driven Architecture) and implemented on the semiautomatic platform. 
 
Keywords: Business Requirement Change, Business Object, Relationship, Business Process, Information Systems, 

Flexibility, MDA 

1. Introduction 

Enterprises use information system to optimize their 
management, and further enhance its competitive abili-
ties in the markets. There are many changes in the opti-
mization processes, such as the transformation from ex-
tensive management to intensive management, the trans-
formation from various objects to uniform business ob-
ject, and the transformation from disordered process to 
normative process [1]. One of the major challenges in the 
enterprise software is the adaptability at run time. 

Currently, there are basically two types of factors to 
flexible software development. The first factor includes 
the potential changes of requirements and the discipli-
narian of these changes. The researchers consider that the 
software adaptabilities focus on the business processes 
[2,3], and the processes follow the special change pat-
terns [4]. The second factor is the proper development 
approaches which support the disciplinarian. There are 
three representative approaches to achieve the flexible 
software: Component-Based Software Development 
(CBSD), Model Driven Development (MDD), and Ser-
vice-oriented Software Development (SOSD). 

The CBSD emphasizes the software architecture, on 
which the software is iteratively assembled with different 
grained components [5]. The software developed by 

CBSD adapts to the changes of environment by reusing 
the existing components [6]. The MDD is an approach 
that generally separates the functionality from the im-
plementation from the perspective of separation concern. 
The Computation-Independent Model (CIM), which is 
composed of business-centric models, is transformed to 
Platform-Independent Model (PIM) which represents 
software design rather than the details on the technology 
platform. The PIM is further refined to Platform-Specific 
Model (PSM), which is implementation model on the 
concrete platform. Finally, the software corresponding to 
the PSM is produced by code generator [7]. The MDD 
elevates the abstract level from codes to models. It makes 
the software quickly adapt to the new requirements 
through modifying the models. The approach depends on 
two aspects, the first, the well-formed models which 
have a directly effect on the correctness of the software 
[8]; the second, the mature technologies of the mapping 
and transformation among models [9]. However, the 
MDD cannot be separately used, and must be combined 
with the suitable modeling methodology to realize the 
specification of enterprise software [10]. The SOSD 
proposes that the service has a larger granularity than the 
source code traditionally, and the service is considered 
fundamental elements for developing applications [11]. 
The Business Process Execution Language (BPEL), 
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which defines the sequence of Web Services Description 
Language (WSDL) interface, provides support for ex-
ecutable and abstract business process. Hence, the web 
service can be dynamic and flexible to meet changing 
business needs. 

The above mentioned approaches are essentially clas-
sified into two categories: business process oriented 
software development approach and business object ori-
ented software development approach [12].  

The business process describes the ordering of activi-
ties for the purpose of achieving business objectives in 
the context of business organization and policy [13]. The 
business process oriented software development is an 
approach that focuses on the identifying business activi-
ties and decomposes the interaction of these business 
activities. A business process is performed by coopera-
tion of a number of business resources called business 
objects. For an explicit business objective, these business 
activities are implemented and encapsulated into busi-
ness objects according to the relationships of their func-
tions [14]. The software based on business process can 
support dynamic configuration of activities with specific 
control styles such as the workflow [15]. 

The business object oriented software development is 
an approach that identifies business objects and the rela-
tionships between them. And then the business objects 
are assembled into the software as loosely coupled sys-
tems. A further benefit is that when the business process 
changes, the software can rapidly reconfigured through 
reusing the existing business objects to meet the changes 
at reduced cost of development and modification [16]. 

Although the approaches are considered business proc-
ess-centric and business object-centric, respectively, they 
are complementary to the design of software, and always 
are used together [4,17,18]. In the combination of the 
processes and objects, one of them is the more change-
able. As above mentioned, the business objects have 
more stability than the process. However, there are many 
different definitions of business object proposed pres-
ently. The general definition comes from Domain Task 
Forces (DTF) of Object Management Group (OMG). The 
Business Object is defined as a representation of a thing 
active in the business domain, including at least its busi-
ness name and definition, attributes, behaviors, relation-
ships, rules, policies, and constraints. A business object 
may represent, for example, a person, place, event, busi-
ness process, or concept. Typical examples of business 
objects are: employee, product, invoice, and payment 
[19]. The business object can be used to describe the 
meta-model of enterprise [20]. A business object is also 
seen as a “class” or a set of classes in the object-oriented 
system, and further support a defined business area [21]. 
The existing definition of business object generally is 

considered any objects which are the inputs and outputs 
of business actions. The business objects generally refer 
to the classes which cover the contents in the different 
domains, such as business domain and software domain. 
In fact, the objects play different roles in the phases of 
business modeling, software design and software imple-
mentation etc. Therefore, business objects need to be 
distinguished explicitly. 

In this paper, the concepts of business object and their 
relationships are proposed for the designing of enterprise 
software. We present (1) an explicit definition of busi-
ness object; (2) the semantic completeness of business 
object; (3) business object is considered the smallest 
units of the business modeling, and the biggest units of 
the software realization; (4) a business component is an 
implementation of business object on the technology 
platform, and is a coarse-grained component. 

In short, there lack of the strict and systemic methods 
to support the development of flexible software for en-
terprise. The potential requirements which occur in ap-
plication phase need to be considered adequately in the 
software design phase. Aiming to adapt the more changes 
in the field of business management, the software adjusts 
itself locally by right of the reusability. The paper pro-
poses an approach of software development based on 
business object, which is combined with the excellences 
of the mentioned approaches (CBSD and MDD). The 
approach is divided into three steps. First, we identify the 
business objects which have relative stability, and are 
regarded as separately-developed units of software. Sec-
ond, we analyze the relationships among the business 
objects. Last, the business objects are composed into the 
flexible software under the control of the relationships 
mechanisms. The approach combined with the Model 
Driven Architecture (MDA) should be supported by a 
semiautomatic development platform. The paper at-
tempts to provide the methodology for business modeling 
and its realization project for flexible software. 

The structure of this paper is as follows. In Section 2, 
the variable requirements are briefly introduced. In Sec-
tion 3, we present a definition of business object and the 
relationships between them. In Section 4, we further dis-
cuss the modeling methodology based on business object, 
and illustrate the details in our approach. The conclusion 
is given in Section 5. 

2. The Variable Business Requirement 

The changes of business requirements bring some nega-
tive effects on enterprise software at run time, sometimes 
even fatal impacts. For instance, 1) if a new data item is 
added and considered the primary key of the data view in 
the database, the software must adjust the relational 
components to adapt the change; 2) If the dependence 
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relationships, (such as the state sequence of business 
documents, the associations between the documents), are 
changing in business system, the business process reen-
gineering work through information technology is also 
needed for the new relationships. Therefore, if the soft-
ware has abundant adaptability and flexibility, it can en-
hance the reengineering efficiency and decrease the reuse 
cost. In order to develop successfully flexible software 
for enterprise, it’s primary problem for the software de-
velopers to understand accurately the business require-
ments and their changeable characteristics at run time. 

In the real enterprises, business requirements always 
changes continually, and the changes follows the par-
ticular rules. According to our experiences in software 
development, we find that there are various changes of 
the business process between the different enterprises, 
which are in the same industry. In this section, we illus-
trate the variable requirements using the Purchase Order 
as an example. There are the different processes of mak-
ing the Purchase Order, and every process represents a 
sequence of creating Purchase Order in Figure 1. The 
general routes is “submit Requirement  schedule Plan 
 inquire Price  build Order” in Process 1. The op-
tional route shows that Purchase Order is refined directly 
from the Requirement Bill in Process 2, and the route is 
used for emergency requirements. With the improvement 
of information degree in enterprise system, the contents 
of Purchase Requirement in Process 4 can be imported 
from the records of the material requirements in the 
workshops, or obtained from computing the replenish-
ment amount for inventory. The different types of Pur-
chase Requirements, such as large facilities and produc-
tion materials in Process 4, will go through the different 
approval processes. 

Although there are different processes which are used 
for creating the Purchase Order, the business documents 
in the processes are limited to a certain scope, and they 

are Requirement, Plan, Quotation Invoice and Order for 
purchase. And then, the corresponding forms in each 
Process have similar kernels, for example, the every Re-
quirement Bill contains the data items as follows: keys, 
Need Department, Item Code, Need Amount and Date 
etc. Sometimes, these data items may have the different 
names, but the same semantics. According to the stan-
dardization degree, the assistant information in docu-
ments may exist or not, such as the data items used for 
describing state transformation. Therefore, we find that 
the documents are similar, and there are little differences 
between them in the same business transactions. 

From the analysis above we can know, the processes 
of making purchase order are various, and essentially the 
relationships between the documents are various. It’s 
obvious that the business documents have relative stabil-
ity. The business documents are more stable than the 
business processes. By analyzing the feature of business 
process, we find that the processes also follow the rules. 
The relationships between business objects are divided 
into three types: approval process, association process 
and integration process, and they are shown in Figure 2. 
The approval process is one of the basic processes in the 
lifecycle of business documents. The approval process is 
a set of activities, including auditing and affirming. The 
people at the different ranks run the activities corre-
sponding to their rights. The association process is com-
posed of the activities which deal with the many-to-many 
relationship between two documents. The integration 
process is an activity set to create new documents 
through the computation based on one or more existing 
documents. The computation rules are always compli-
cated, and need to be produced by hands. If these rela-
tionships are identified clearly, they are implemented 
based on the particular patterns. Therefore, the difficulty 
of assembly is reduced to a certain degree. 

The business system is thought as dynamic network,  
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Figure 1. The optional processes of creating purchase order. 
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Figure 2. Three types of business processes. 
 
and is composed of stable business documents and the 
various business processes. If the software has been im-
plemented only using the approach based on the process, 
it is difficult to adapt quickly to the new relationships. 
Therefore, the approach is combined business objects 
with business processes together in this paper. The proc-
ess-oriented requirement analysis is transformed into the 
object-oriented software development in the approach. 
First, requirement analysts understand the business proc-
esses in the enterprise, and identify the business docu-
ments. Second, the business objects are abstracted from 
the documents by software designers. The objects are as 
independent as possible, thus they can be reused for the 
variable processes. Third, the connections between ob-
jects are built in the light of current requirements. Finally, 
the business objects are realized to business components. 
The business processes are transformed to the coopera-
tion relationships among the components, which are 
supported by the workflow engine. By doing so, we en-
able to assemble the flexible software form the business 
components and workflow engine. 

3. Business Object 

Basing on the business object from OMG, the business 
documents and their relationships are identified to busi-
ness object and these three relationships in Figure 3, 
respectively. And then, we separate the business seman-
tics of business object from its implementation. 
Hence, our business objects differ from the objects of 
OMG in the following aspects: 1) from the perspective of 
software design, business object is a basic operation unit 
of system, is a integration of the data and the operations 
on them; 2) from the view of external application, busi-
ness object is an integrated body, including the informa- 
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Figure 3. The business objects and their relationships. 
 
tion which are collected and transformed by the users, 
the state transformations and operations which affect on 
the information, and the state transformation is such as 
start, running, end; 3) from the view of object-oriented 
structure, business object has an identifier number, data 
sets, operation sets, and its own lifecycle; 4) from the 
view of representation format, the business object repre-
sents that some children tables are attached to a father 
table; 5) from the software implementation view, busi-
ness object is implemented to business component with 
the software technology. 

The definition of business object is as follows: 
Definition 1: Business Object (BO) is defined as a ba-

sic operation unit with the integral semantics in the field 
of enterprise business. Business object is described as BO 
= (BOID, DS, OPS, SS), where: 
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1) BOID is the ID number of BO; 
2) DS is the data sets. DS = {CDS, {ADS}}; CDS is the 

core data set; ADS is assistant data sets. Every data set is 
composed of numerous data elements, which have the 
same or similar semantics. DS need satisfy the following 
constraints: ① CDS ≠ ; ② d is a data element of the 
DS. BO, XCDS, X = {d1, d2, d3, …}. But X, there 
doesn’t exist more than one xi, xiX, which uniquely 
determines the CDS of BO; ③  ADS = {ADS1, 
ADS2,…,ADSi,…,ADSn}, ADSi = {dn | dn is data element, 
dn  DS-CDS} and ADSi ∩ ADSj = , where i, j = 1, 2, 
3…; ④ CDS ∩ ADS = ; ⑤ If ADS = , there is DS 
= CDS; 

3) OPS is the operation sets of BO. OPS = {GPS, 
EPS}, GPS ∩ EPS = , GPS  . GPS is general opera-
tion set, EPS is extended operation set. An operation set 
is composed of many associated operations. GPS = {op1, 
op2, …, opi, …, opn}, where i = 1, 2, 3…; OPS need sat-
isfy the follow constraints: ① GPS  ; ② op is a 
operation element of the OPS. BO, YGPS, Y = {op1, 
op2, op3, …}. Y, there exists single one yi  Y, that 
makes GPS exist uniquely; ③ If EPS = , then OPS = 
GPS; ④ GPS acts on the CDS at least, else EPS deals 
with CD or ADS. 

4) SS includes the states and their transformation. SS = 
{(Si, Ti)}, where Si = {sis, …,sij, …, sie}, sij is the middle 
state in the Si. Si, there exists a start state called ss and a 
end state named as se; Ti = { tij | tij = (sim, sin, p), opk  p, p 
is a ordered set of opk, pOPS. tij represents that BO is 
transformed from the present state sim to the next state 
sin}. 

BO is classified into different categories according to 
their business functions in the certain industry, for exam-
ple, the class of Purchase Requirement, the class of 
Equipment Maintenance, the class of Warehouse Entry 
etc. Every category of BO is an abstract set of business 
documents, which have the similar features. One of the 
classes is further divided into children classes according 
to the concrete semantics. For instance, the class of Pur-
chase Requirement has children classes as follows: the 
requirement for production material, the requirement for 
equipment, the requirement for office etc. 

BO describes all of the semantics at the range of busi-
ness document. The semantics is partitioned into some 
semantic dimensions. Every semantic dimension contains 
three planes: data, operations and states. Every plane is 
made up of two axes. The data plane is P(x, z), opera-
tions plane is P(x, y), and states plane is P(y, z). Thus, 
semantic dimension is defined as BSD (id, BOID.ds, 
BOID.op, BOID.ss), where BOID.ds  DS, BOID.op  
OPS, BOID.ss  SS. When the operation is triggered in 
one dimension, the values of data and states will be 
changed in the same semantic dimension. Figure 4 gives 

an example to illuminate what is semantic dimension in 
BO. The main semantic dimension of Purchase Re-
quirement is a cross section, which is composed of CDS, 
GPS and Running state, where CDS = {Bill identifier, 
Material item, Requirement amount, Requirement 
date, …}, GPS = {Insert, Modify, Delete, Release, Per-
form, …} and Running state is set (S00,T00) = {{NewCre-
ated state, Released state, Running state, Finished state}, 
{( NewCreated state, Released state, Release), (Released 
state, Running state, Perform)…}}. 

We proceed to define the three relationships based on 
the semantics partition, which are shown in Figure 2. 
The definition of approval relationship is as follows: 

Definition 2: Approval Relationship is defined as a 
set of AP, is a series of the approval actions. The ap-
proval action is represented as a node. The AP = (StepID, 
Precondition, Roles, Operation, Next StepID), where 
StepID is the node identifier. This node is visited when 
the precondition has been prepared. Roles = {role | role 
has the rights to perform the approval operation}. Op-
eration = { a | a represents op  (a = accept or a = re-
ject)}, Next StepID = { b | b represents StepID, where b = 
x iff Operation = accept, or b = y iff Operation = reject, x, 
y  {StepID}}. 

After the auditing people finish the operations, the val-
ues of auditing dimension will be updated, and than the 
BO will be transformed to the next steps, in where the 
transformation path are predefined in AP. There exist 
many different approval paths for a BO, because the en-
terprises apply the extensive or intensive management 
pattern. 

The auditing relationship is an ordered route in the au-
diting dimension. For instance, the approval dimension 
involves the following elements: ADSi = {approval ac-
tion ID, people name for approval, approval date, ad-
vice}, EPSi = {Query, Accept, Reject} in the approval 
actionm, where m=1,2,3,…,n. (Sij,Tij) = {{Waiting State, 
Accepted State, Rejected State}, {(Waiting State for Ap-
proval, Approving, Accept in the action1),…, (Approving, 
Accepted State, Accept in the actionn)}}. 

The approval relationship has effects on the inner of 
one BO. On the contrary, the association and integration 
relationships are built on the corresponding semantic 
dimensions among Business Objects (BOs). When two 
BOs are connected with the relationships of association 
or integration, the any operation of BO may change the 
state of the other BO. 
For the association relationship between two BOs, a 
middle BO named as Association Object bridges many- 
to-many relationship of data. In Figure 4, BO3 is an as-
sociation object between BO1 and BO2. The association 
object is a virtual object for software designer, is not an 
entity which is transacted by the business people. 
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Figure 4. Business semantic dimensions. 
 

Definition 3: Association Relationship.  
BO1, BO2BO, if BO1 is associated to BO2, the fol-

lowing condition must be prepared: 
1) There is BO2-oriented semantic dimension named 

as BSD1 (BO1.ASS, BO1.ADSi, BO1.EPSi, BO1.(Si,Ti)). At 
this moment, the every element of this tuple has special 
semantics. The data element of BO1.ADSi is associated to 
the data element of BO2. The EPSi is an operation set, 
which connects the data mapping from BO1 to BO2. 
BO1.(Si,Ti) represents the association states in this di-
mension of BO1, whose values will be changed because 
of this mapping. 

2) BO2 also has the BO1-oriented semantic dimension, 
named as BSD2 (BO2.ASS, BO2.ADSj, BO2.EPSj, 
BO2.(Sj,Tj)), the others are similar to (1). 

3) There exists one association object, represented as 
BO3 (BO3, BO3.DS, BO3.OPS, BO3.SS), Where BO3.CDS 
= BO1.ADSi  BO2.ADSj; BO3.GPS = BO1.EPSi  
BO2.EPSj; BO3.SS = {(S0, T0), BO1.(Si, Ti), BO2.(Sj, Tj)}, 
it is composed of the Running States (S0,T0) in BO3 and 
association states. 

The core data set of association object is composed of 
data in these BOs which associate with each other. There 
are three types of associations according to the functions 
of data items, such as the association between data items, 
the association between keys, the association between 
keys and attributions. In association object, the ADS 
contains data elements as follows: Creator, Creating 
date, the Last Modifier, the Last Modifying Date etc. In 

the complex system, the association is bidirectional and 
transmissible. For example, the Process 1 in Figure 1 
shows that there is a direct association between the Pur-
chase Requirement and Purchase Plan. The numerous 
records of materiel requirement are combined into one 
purchase task of Purchase Plan. And then the Purchase 
Order is transformed from the Purchase Plan. Thus, the 
indirect association between the Requirement and Order 
is connected. The object of Purchase Requirement can 
build many direct or indirect association paths with the 
other objects in its lifecycle. The subsequent records in 
the business process can be traced to the sources along 
the paths. By doing so, the intensive management keeps 
at the fine granularity in the enterprise. 

Definition 4: Integration Relationship. 
BO1, BO2BO, there exists BO1(BO1, BO1.DS, 

BO1.OPS, BO1.SS) and BO2(BO2, BO2.DS, BO2.OPS, 
BO2.SS). There is not less than one d = F(BO1.d1,…, 
BO1.dn) in BO2.CDS, where F is formula used for com-
puting value of BO2. Thus, there exists the integration 
from BO1 to BO2.  

In real enterprise, the part values of business object are 
obtained from many business objects through the com-
plex computation. Therefore, the definition 4 can be ex-
tended. If there are integration relationships in the BO1, 
BO2, …, BOn and BOj, BOj (BOj, BOj.DS, BOj.OPS, 
BOj.SS) must satisfy that there exists no less than one 
data item d = F(BO1.d1, …, BOi.dk, …, BOn.dn), where F 
is formula used for the computation from BOi to BOj, 
1inj. Generally, the formula F is various in different 
enterprises. Therefore, the implementation of F is second 
development by the programmers. The operation patterns 
of integration are classified into Push Integration and 
Pull Integration. The pattern called Push Integration 
need satisfy the following constraints: 1) the lifecycle of 
BO1 is earlier than BO2; 2) the operator in BO1 is used for 
triggering the integration; 3) the BO1 starts the integra-
tion, and BO2 receives the messages. On the contrary, the 
Pull Integration is that the trigger operation belongs to 
BO2, and BO2 is defined as active object. 

4. BOSD 

4.1. Basic Thinking 

In this section, we propose the software development 
approach that combines business object and business 
process together. The basic thinking is shown in Figure 
5. 

In the phase of requirement analysis, the consultators 
firstly analyze the management patterns and further build 
the models through researching the actuality of enterprise. 
First, the decision model is planar model which is an 
extended GRAI-GRID model. The decision model is  
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is a set of documents. The ACTION’ defines the set of 
activity, which is executed by the ORG and acts on the 
ORDER. Finally, the information objects are abstracted 
from business documents which are used in the process 
models. Thus, the function-oriented requirements are 
collected clearly. 

Management
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Business 
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Aiming to enhance the independence of business ob-
ject, the functions acting on the information objects are 
combined with the information objects to business object 
in the phase of software design. The business objects are 
connected to business processes by the business actions. 
For designing the flexible software using this approach, 
the approval, association and integration relationships are 
implemented by the particular approach in Figure 6. The 
software development is followed these steps: 1) the 
business component corresponding to the special BO is 
developed independently; 2) the inner relationships, such 
as the approval process and state transformation, are 
firstly considered to implementation; 3) when the whole 
business object is designed clearly, we connect them us-
ing the association relationship. And we define the state 
transformation which is affected by the associations un-
der the control of association mechanism; 4) at last, the 
complicated integration relationship is developed by the 
extended mechanism, including automatic data import, 
computation and carrying forward etc. 

Figure 5. The process of BOSD. 
 
defined as Decision Model = (H/P, FUNC, ORDER, De-
cisionCenter), where, H/P is row and FUNC is columns; 
H/P represents the different decision granularity, and is 
used for defining the time span (such as year or month) 
or different decision layers (such as stratagem layer, tac-
tics layer and operations layer); A business target is gen-
erally realized by the collaborative activities, each of 
which is executed respectively by the different depart-
ments. FUNC is a set of functions. FUNC is described as 
a set of relationships, which are used for realizing a 
common target. The DecisionCenter is a cross cell of the 
row and column, and is defined as {order | order = 
f(h/p,func), h/pH/P, funcFUNC}. The order repre-
sents an instruction, which is always saved in the busi-
ness document. Second, we can produce the business 
process models through tracing the physical transforma-
tion from the materials to the products. The business 
process in the requirement analysis phase is defined as 
follows: Process Model = (IP, ORG, DOC, ORDER, 
ACTION’), where the IP is the information entity, repre-
sents an instruction or document in process model. The 
IP = {ip | ip = order or ip = doc and orderORDER, doc 
 DOC}. The ORG represents the department set. DOC  

In the development phase, business components are 
transformed from BOs, the relationships between them 
are implemented to executable workflow model. Thus, 
the workflow model is defined as (BO.DS, BO.AT, CON, 
ATRelation, RoleSet), where the BO.DS is the set of data; 
BO.AT represents the activity set, is mapping to the 
BO.OPS. CON = {conditionx→y | condition is the trans-
formation condition from the activity x to y}; The ATRe-
lation is the transformation rules, is defined as ATRela-
tion = { f | y=f(x) iff conditionx→y=true, xBOi.AT, 
yBOj.AT, i,j=1,…,n}; RoleSet is the roles which take 
part in the BO.AT. 
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4.2. Development Framework 

The methodology introduced in Section 4.1 is very enor-
mous and need to be supported by software technology. 
Hence, we choose the platform named as ICEMDA (In-
teroperable Configurable Executable Model Driven Ar-
chitecture) [22,23] to implement this thinking. The plat-
form has been developed mostly and is shown in Figure 
7. There are five phases using this platform to develop 
the software for enterprise as follows: building the CIM 
for business requirement, building the PIM for the soft-
ware design, and building the PSM for implementation 
on particular platform, generating the components from 
PSM, and assembling the components to a system. 

The models in the requirement analysis phase are 
structured as decision model, business process model, 
information model and organization model on the sup-
port of using graphical modeling tools [24] on the CIM 
layer. The models on the CIM level are semi automati-
cally transformed to the models on the PIM level, which 
involves business object models, BO-based workflow 
model, role-dependent model and data model. The three 
relationships above mentioned are described detailedly in 
the BO-based workflow model on the PIM layer. And 
then the PIM is refined to the PSM on J2EE platform, 
such as business component model ( the model for com-
ponent implementation ) based on a specific software 
pattern, the executable workflow model, and the de-
ployment model which defines the assembly of business 
component and workflow model. The business compo-
nent is produced from the Platform-specific component 
model by code generator [25], and then can be secondly 
developed for meeting the special requirements. In the 
system for enterprise, the workflow engine parses the  

workflow models, and then choreographs the compo-
nents to supply the different services to the clients. 

4.3. BO and Relationships Expression 

We illustrate the expression of BO and the relationships 
using a purchase management system. The business ob-
jects of purchase system are purchase requirement, quo-
tation, purchase plan, purchase order, arrival notice and 
advice of settlement etc. 

According to the definition 1, the contents of BO are 
described by the graphical platform-independent models 
in Figure 8. There are four types of platform-independent 
models which correspond to the data, state and operation 
set in Definition 1, and they are the data diagram, state 
diagram and class diagram. The use case diagram is 
mapping to the role-dependent model, which represents 
the roles act on the business objects in the workflow 
model. 

The relationships between BOs in the Section 3 are 
described by a special relationship object called BOR 
(Business Object Relationship). The BOR can be imple-
mented into three instances: association object, auditing 
object and integration object. And the BOR is also made 
up of the rules from the views of the data, operations and 
states. We can define the BOR = {fR(BOi, BOj) | fR = (r1 

 …  rk), r1, …, rk  R}, R = { r | r = f(xsm, xsn), 
xsmBOi.XS, xsnBOj.XS, 1 m  |BOi.XS|, 1  n  
|BOj.XS|, where x = d |op |s, X = D|OP|S }. The Process 
4 in Figure 1 is modeling to the class diagram, which is 
shown in Figure 9. The bold lines represent the source 
process, and every BO has its own auditing object, just 
like the Auditing 2 for materiel. The graphical model is 
used for understanding easily, and further the model is  
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Figure 7. The ICEMDA framework.  
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Figure 9. The class diagram of BOs. 
 
saves as the file in XML (eXtensible Markup Language). 
Thus, the BOR is expressed as the fragment of XML. 

When the Purchase Requirement is arranged into Pur-
chase Plan, the association relationship between them 
has been built. It’s defined as the following XML list: 

<associationSet> 
<ass AssBOId="No2-No3"> 

 <AssedObject BOId="No2"  

 name=”Requirement”  
assString="Need_code,Material_code, 
Material_name,needNum"> 
</AssedObject> 

 <AObject BOId=" No3"  
 name=”Purchase Plan”  

assString="Plan_code,Material_ID,PlanNum"> 
</AObject> 

 <assCondition> 
Material_code = Material_ID 
</assCondition> 

</ass> 
</associationSet> 
The second example is that Purchase Order is ap-

proved by the appropriate roles, each of which has the 
permission right according to the material type or money 
amounts. Thus the approval relationship of Order can be 
described as: 

<ApprovalPath BOId="No5"> 
<step StepId="start" 

personString="dept manager"  
condition="money<=50000 and money>0 or ma-
trial belongto 'steel'"   
nextStep="accept?first:goback"></step> 

<step StepId="first"  
personString="assistant manager"  
condition="money<=100000  
and money>0" 

nextStep="accept?second:goback"> 
</step> 

<step StepId="second" ...></step> 
<step StepId="end" personString="manager"  

condition="money>100000" 
nextStep="accept?gonext:goback"></step> 

</ApprovalPath> 
The third example: when the material in workshop 

lacks abruptly, the record of Requirement No2 is 
achieved through importing the data of Workshop Mate-
rial Requirement. For supporting this process, that inte-
gration relationship between these objects need be prede-
fined. When the delivery date is satisfied, the integration 
formula F = {Order.needNum = ∑ Requirement. Mate-
rial-Num}. The operator used for triggering the Pull In-
tegration is defined as follows: 

<extendOpSet> 
<extendOp opID="ExtendedOP"  

opName="import from Workshop Material Re-
quirement "> 

<whereRun BOId=”Order”></whereRun> 
<! —Pull Integration--> 
<function> Order.needNum = sum (Requirement. 

MaterialNum) 
</function> 
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<condition> Order. needNum, Order. time 
</condition> 

… 
</extendOp>   

</extendOpSet> 

5. Related Works 

Several researchers have done work on developing en-
terprise software based on business object. Typical ap-
plications are requirement engineering, software design 
and implementation. Generally, the business object is 
used for implementation of business logic, which is 
composed with appropriate presentation object or web 
application to become an integrative application for the 
terminal clients. However, with the improvement of the 
enterprise software, business object is considered impor-
tant object type. The business object type, technical ob-
ject type and application object type are three types of 
objects based on the principle of separation of concern 
[26]. And then the business objects are specialized to 
common business objects, industry specific business ob-
jects, company specific business objects and user specific 
business objects according to the individual requirements 
of the different roles [27]. Therefore, the business objects 
are defined as components of the enterprise software that 
directly represent the business model. The largest granu-
larity of business objects are cooperative business object 
(CBO) [28]. The CBO is considered the end product of 
the development process and cooperates with other ob-
jects to perform some desired task. 

The different business objects have different applica-
tion scenarios, therefore the characteristics of business 
object are diversity. In Table 1 we give the comparisons 
between our business object and the common BO from 
OMG and the CBO from O Sims [28]. On one hand, the 
BO in this paper is lower level than the OMG’s BO. On 

the other hand, the BO in this paper, which is the compo-
sition of many fine-grained objects, is one kind of the 
smaller scale CBO. These fine-grained objects always 
cooperate partially to meet the requirement in the range 
of business documents. The software development based 
on the different BOs is also comparatively diversity. We 
compared our BOSD to the business process-based 
methodology which is proposed by Somjit and Dentcho 
[14] under the background of Figure 1. The number of 
BOs in Figure 1 is twenty, including eight BOs, eight 
auditing objects, four association objects and four inte-
gration BORs; the number of BO is eight in the method 
proposed by Somjit. Although they are coarse-grained 
objects, the reconfiguration cost of BOSD is mostly half 
of the other method. We only modify the information of 
the BORs to meet the processes changes. 

According to the comparison above mention, our busi-
ness objects are closest to the component-based imple-
mentation for enterprise software. A benefit of our ap-
proach is that it defines clearly the relationships between 
the business objects. The model for software design 
which is composed of business objects and the relation-
ships is easily transformed on the MDA platform. 

6. Conclusions 

In this paper, aiming at the problem that current flexible 
software development methods lack of the systemic 
methodology and technology support, we present an ap-
proach based on coarse-grained business object. By ana-
lyzing the changeability of business processes and stabil-
ity of business objects, we abstract an independent busi-
ness object as the unit of development and reconfigura-
tion. The three relationships among business objects are 
defined to describe the variable business processes. Thus, 
the business objects are assembled to system through 
their relationships. The implementation of this approach  

 
Table 1. Comparisons between the BOs in literatures. 

 OMG’s BO BOSD’s BO Sims’s CBO 

Counterpart in real enterprise concept Business document The integration application for the user 

Software lifecycle All phases design phase All phases 

Abstract degree High Low Low 

Architecture undefined defined open 

Independence — Y Y 

Granularity — large larger 

Reusable Y Y Y 

Easy to program — N N 
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is supported by the ICEMDA platform. 

In conclusion, there are several innovations in the 
method presented in this paper, as follows: 1) analyze the 
variable features of the enterprise system, and find out 
the flexible software can be composed of the changeable 
business processes and stabile business objects; 2) pre-
sent an explicit definition of coarse-grained business ob-
ject; 3) make clear the typical relationships between the 
business objects; 4) present an method for the flexible 
software development based on the stable business object, 
which is implemented by the MDA. 

Future works includes: further research on the other 
relationships between business objects, automatic identi-
fication from the business processes, complete the auto-
matic transformation from the PIM to PSM on the plat-
form ICEMDA, etc. 

5. Acknowledgement 

This work is supported by State 863 High-Tech Program 
(No. 2009AA04Z153) and State Natural Science Foun-
dation (No. 60773064) of China. The author would like 
to thank reviewer’s helpful suggestions for revising this 
paper. 

REFERENCES 

[1] J. Kramer and J. Magee, “The Evolving Philosophers 
Problem: Dynamic Change Management,” IEEE Trans-
actions on software engineering,Vol. 16, No.11, 1990, pp. 
1293-1306. 

[2] W. J. Kettinger and V. Grover, “Special Section: Toward 
a Theory of Business Process Change Management,” 
Journal of Management Information Systems, Vol. 12, 
No.1, 1995, pp. 9-30. 

[3] D. Kim, M. Kim and H. Kim, “Dynamic Business Proc-
ess Management Based on Process Change Patterns,” 
Proceedings of the 2007 International Conference on 
Convergence Information Technology, Gyeongju, 2007, 
pp. 1154- 1161. 

[4] P. Soffer, B. Golany and D. Dori, “Aligning an ERP Sys-
tem with Enterprise Requirements: An Object-Process 
Based Approach,” Computers in Industry, Vol. 56, No.6, 
2005, pp. 639-662. 

[5] G. Pour, “Moving toward Component-Based Software 
Development Approach,” Proceedings of the 27th Tech-
nology of Object-Oriented Languages (TOOLS 27), Bei-
jing, China, 1998, pp. 296-300. 

[6] J. Kotlarsky, I. Oshri, K. Kumar and J. van Hillegersberg, 
“Towards Agility in Design in Global Component-Based 
Development,” Communications of the ACM, Vol. 51, No. 
9, 2008, pp. 123-127. 

[7] Architecture Board ORMSC. Model Driven Architecture 
(MDA). OMG document number ormsc/2001-07-01. 
http://www.omg.org/cgibin/doc?ormsc/2001-07-01.pdf, 
(accessed 1/7/2001) 

[8] E. Breton and J. Bézivin, “Model Driven Process Engi-
neering,” Proceedings of the 25th Annual International 
Computer Software and Applications Conference (COMP-
SAC 25th), Chicago, Illiois, 2001, pp. 225-230. 

[9] J. Koehler, R. Hauser, S. Kapoor, F. Y. Wu and S. Ku-
maran, “A Model-Driven Transformation Method,” Pro-
ceedings of the Seventh Enterprise Distributed Object 
Computing Conference, Brisbane, Queensland Australia, 
16-19 September 2003, pp. 186- 197.  

[10] M. P. Gervais, “Towards an MDA-Oriented Methodol-
ogy,” Proceedings of the 26th Annual International 
Computer Software and Applications Conference (COMP-
SAC 2002), England, 26-29 August 2003, pp. 265-270.  

[11] M. Keith, H. Demirkan and M. Goul, “Service-Oriented 
Software Development,” Proceedings of the 2009 Ameri-
cas Conference on Information Systems (AMCIS 2009), 
2009, America, p. 100.  

[12] P. Wohed, W. Vander Aalst, M. Dumas and A. Ter, “On 
the Suitability of BPMN for Business Process Modeling,” 
Business Process Management, Vol. 4102, 2006, pp. 161- 
176. 

[13] D. Hollingsworth, “The Workflow Reference Model,” 
Technical report, Workflow Management Coalition, 
TC00-1003, December 1994. 

[14] A. Somjit and B. Dentcho, “Development of Industrial 
Information Systems on the Web Using Business Com-
ponents,” Computers in Industry, Vol. 50, No. 2, 2003, pp. 
231-250. 

[15] S. Arbaoui, J. C. Derniame, F. Oquendo and H. Verjus, 
“A Comparative Review of Process-Centered Software 
Engineering Environments,” Annals of Software Engi-
neering, Vol. 14, No. 1-4, 2002, pp. 311-340. 

[16] R. Sangwan, C. Neill, M. Bass and Z. E. I. Houda, “Inte-
grating a Software Architecture-Centric Method into Ob-
ject-Oriented Analysis and Design,” Journal of Systems 
and Software, Vol. 81, No. 5, 2008, pp. 727-746. 

[17] I. Reinhartz-Berger, D. Dori and S. Katz, “OPM/ 
Web-Object-Process Methodology for Developing Web 
Applications,” Annals of Software Engineering, Vol. 13, 
No. 1-4, 2002, pp.141-161. 

[18] H. Liu and D. P. Gluch, “Conceptual Modeling with the 
Object-Process Methodology in Software Architecture,” 
Journal of Computing Sciences in Colleges, Vol. 19, No. 
3, 2004, pp.10-21. 

[19] W. Kozaczynski, “Architecture Framework for Business 
Component,” Proceedings of the Fifth International Con-
ference on Software Reuse, Canada, 2-5 June 1998, pp. 
300-307.  

[20] A. Karakaxas, B. Karakostas and V. Zografos, “A Busi-
ness Object Oriented Layered Enterprise Architecture,” 
Proceedings of the 11th International Workshop on Da-
tabase and Expert Systems Applications, Greenwich, 
London, U.K., 4-8 September 2000, pp. 807-810 

[21] M. Tsagias and B. Kitchenham, “An Evaluation of the 
Business Object Approach to Software Development,” 
Journal of Systems and Software, Vol. 52, No. 2-3, 2000, 
pp. 149-156. 

Copyright © 2010 SciRes.                                                                                 JSEA 



BOSD: Business Object based Flexible Software Development for Enterprises 925 

[22] L. Nie, X. Xu, C. David, Z. Gregory and D. Zhan, 
“GRAI-ICE Model Driven Interoperability Architecture 
for Developing Interoperable ESA,” The international 
conference on Interoperability for Enterprise Software 
and Applications, United Kingdom, 12-15 April 2010, pp. 
111-121. 

[23] D. Zhan, J. Feng, L. Nie and X. Xu, “ICEMDA: An In-
teroperable Configurable Executable Model Driven Ar-
chitecture,” Chinese Journal of Electronics, Vol. 36, No. 
12A, 2008, pp. 120-127.  

[24] J. Li, D. Zhan, L. Nie and X. Xu, “Design and Imple-
mentation of a MOF Based Enterprise Modeling Tool,” 
I-ESA, China, 2009. 

[25] J. Feng, D. Zhan, L. Nie and X. Xu, “Pattern based Code 

Generation Method for the Business Component,” Chi-
nese Journal of Electronics, Vol. 36, No. 12A, 2008, pp. 
19-24. 

[26] R. Shelton, “Business Objects Response from Open En-
gineering Inc. to OMG BODTF RFI-1,” http://www. 
OMG.com/OMG Document bom/97-10-07 

[27] C. Casanave, “Business-Object Architectures and Stan-
dards,” Proceedings of the 10th Annual Conference on 
Object-Oriented Programming Systems, Languages, and 
Applications (OOPSLA’95), USA, 1995. 

[28] O. Sims, “Business Objects: Delivering Cooperative Ob-
jects for Client-Server,” The IBM McGraw-Hill Series 
McGraw-Hill Book Company, 1994. 

 

 

Copyright © 2010 SciRes.                                                                                 JSEA 



J. Software Engineering & Applications, 2010, 3, 926-932 
doi:10.4236/jsea.2010.310109 Published Online October 2010 (http://www.SciRP.org/journal/jsea) 

Copyright © 2010 SciRes.                                                                                 JSEA 

Investigation of Noise-Resolution Tradeoff for 
Digital Radiographic Imaging: A Simulation Study 

Eri Matsuyama1, Du-Yih Tsai1, Yongbum Lee1, Katsuyuki Kojima2 
 

1Department of Radiological Technology, Graduate School of Health Sciences, Niigata University, Niigata, Japan; 2Department of 
Business Administration, Graduate School of Business Administration, Hamamatsu University, Hamamatsu, Japan. 
Email: meri@cyber.ocn.ne.jp, {tsai, lee}@clg.niigata-u.ac.jp, kojima@hamamatsu-u.ac.jp 
 
Received July 16th, 2010; revised August 9th, 2010; accepted August 16th, 2010. 

 
ABSTRACT 

In digital radiographic systems, a tradeoff exists between image resolution (or blur) and noise characteristics. An im-
aging system may only be superior in one image quality characteristic while being inferior to another in the other 
characteristic. In this work, a computer simulation model is presented that is to use mutual-information (MI) metric to 
examine tradeoff behavior between resolution and noise. MI is used to express the amount of information that an output 
image contains about an input object. The basic idea is that when the amount of the uncertainty associated with an ob-
ject before and after imaging is reduced, the difference of the uncertainty is equal to the value of MI. The more the MI 
value provides, the better the image quality is. The simulation model calculated MI as a function of signal-to-noise ratio 
and that of resolution for two image contrast levels. Our simulation results demonstrated that MI associated with over-
all image quality is much more sensitive to noise compared to blur, although tradeoff relationship between noise and 
blur exists. However, we found that overall image quality is primarily determined by image blur at very low noise lev-
els. 
 
Keywords: Modeling and Simulation, Medical Imaging, Image Quality Evaluation, Mutual Information 

1. Introduction 

The modulation transfer function (MTF), noise power 
spectrum (NPS), and detective quantum efficiency are 
commonly used as image quality metrics to characterize 
resolution, noise, and efficiency performance of digital 
radiographic systems, respectively [1-3]. These metrics 
are dealt with in the spatial frequency domain. Recently, 
an information-entropy based approach has been reported 
for evaluating overall image quality in medical imaging 
systems [4-6]. In these reports, transmitted information 
(TI) [4,5] or mutual information (MI) [6] was used as an 
image quality criterion. Both TI and MI were defined as 
“the amount of shared information”, i.e., “the amount of 
information transmitted from stimulus (input) to response 
(output)”. The more the transmitted information provides, 
the better the image quality is. Therefore, the overall 
quality of an image can be quantitatively evaluated by 
measuring TI (or MI). Unlike the physical performance 
measures, the information entropy-based metric is dealt 
with in the spatial domain. 

One of the current dilemmas in digital radiography is 

the extent to which these parameters such as, resolution 
and noise affect physical or clinical image quality. An 
imaging system may only be superior in one metric while 
being inferior to another in the other metric. In general, 
higher spatial resolution leads to an increased noise level. 
Simulation studies of image quality attributes for x-ray 
systems using computer methods have been performed 
by several investigators, and shown to be effective 
methods of evaluating various elements of the image 
formation process [7,8]. A computer simulation approach 
was also presented to investigate the impact of image 
quality metrics on the appearance of radiographic images 
[9]. The approach was to emulate the influence of resolu-
tion and noise characteristics of a digital detector on the 
appearance of a radiographic image. Recently, attention 
has been paid to address the tradeoff between spatial 
resolution and quantum noise relation for computed to- 
mography and digital radiography [10-12]. In these stud-
ies, it is of general nature that the MTF and NPS were 
used as the descriptors of spatial resolution and noise. 
However, we believe that it is also interesting to attempt 
to understand the tradeoff in terms of image information 
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such as mutual information.  
In this paper, a computer simulation approach is   

presented that is to employ the MI metric to investigate 
tradeoff behavior between resolution and noise. The 
simulation model calculated MI as a function of signal- 
to-noise ratio and that of resolution for two specific image 
contrast levels. Two simulation studies were per- formed 
separately; the first simulation was carried out to inves-
tigate the relationship between image blurring and MI for 
various levels of noise, and the second simulation was 
conducted to investigate the relationship between image 
noise and MI for different extent of blurring. In this work, 
a total of 2,688 simulations were performed in order to 
conduct a detailed analysis and achieve a better under-
standing of noise-resolution tradeoff. 

2. Theoretical Framework  

MI is a concept from information theory [13,14] and is 
also referred to as TI as described in the section of pre- 
ceding Section [4-6]. MI has been applied in medical 
image processing, particularly for image registration 
[15-18]. The definition of the term of MI has been pre- 
sented in various ways in the literature. We will briefly 
describe MI, as used in the image evaluation sense, rather 
than as used in the image registration sense. 

Given events s1,….. sn occurring with probabilities p1, 
p2, …….pn, the Shannon entropy H is defined as 

1 2 2
1

( , ,... ) log
n

n i
i

H p p p p p


         (1) 

Considering x and y as two random variables corre-
sponding to an input variable and an output variable, the 
entropy for the input and that for the output are denoted 
as H(x) and H(y), respectively. For this case, the MI can 
be defined as 

( ; ) ( ) ( ) ( ) (

( ) ( ) ( , )

y x )MI x y H x H x H y H y

H x H y H x y
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where H(x,y) is the joint entropy, and Hx(y) and Hy(x) are 
conditional entropies. The entropies and joint entropy are 
given as 

2( ) logi
i

iH x p  p            (3) 

2( ) logj j
j

H y p  p           (4) 

2( , ) logij ij
ij

H x y p p           (5) 

where pi and pj are the marginal probabilities, and pij is 
the joint probability. 

A useful way of visualizing the relationship among 
these entropies is provided by a Venn diagram as shown 

in Figure 1. The MI measures how much the uncertainty 
of input x is known if output y has been given. It can be 
easily shown that if input and output are generally inde-
pendent, then H(x,y) = H(x) + H(y). Consequently, their 
MI is zero (i.e., transmitted information is equal to zero). 
In other words, observing y does not reduce the uncer-
tainty of x. If, however, x = y, i.e., H(x) = H(y), then MI = 
H(x). Under this condition, the information about input x 
can be obtained completely. We apply the MI measure to 
evaluate image quality of digital radiography based on 
the following reasoning. Consider an experiment in 
which every input has a unique output belonging to one 
of the various output categories. The inputs may be  
considered to be a set of subjects, for example, a test 
sample object with steps of various thickness, whereas 
the outputs may be their corresponding images varying in 
optical density or gray level. If the inputs can be recog-
nized completely when the outputs have shown, then the 
quality or the performance of the transmission channel of 
the system (i.e., imaging system), can be perfect. In the 
cur- rent study, a method of occurrence-frequency-based 
computation was used for calculating the entropies of 
input, output, and their joint entropies. The details of the 
calculation procedure can be found in the literature [4-6]. 

3. Methods  

3.1. Computer Simulation 

A simulation was designed, and its framework is as   
follows. A simulation image g(x,y) was given by a spatial 
convolution between a uniformly-distributed signal (an 
object) f(x,y) having intrinsic noise u(x,y) and a blurring 
function B. If the external noise v(x,y) was also taken into 
consideration, the resulting image could be represented 
by the following formula: 

 


5

1

( , ) ( , ) ( , )

( , ) ,
s

g x y s f x y u x y W B

v x y K


   

 

 
     (6) 

 
 

Hy(x) Hx(y) 
MI(x,y) 

H(x;y) 

H(x) H(y) 

 

Figure 1. The relations between conditional and joint en-
tropies, and the mutual information. 
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where the symbol  represents the convolution opera-
tion, and s is an integer representing the number of steps 
of the simulated image. The terms of W and K are 
weighting coefficients used to adjust noise level. 



In the simulation studies, the input image f(x,y) was a 
five-step wedge with a specific intensity or a pixel value 
on each step. Both u(x,y) and v(x,y) were zero-mean 
Gaussian noise with a standard deviation of 0.5. In the 
studies, for simplicity, the term of v(x,y) × K was consid-
ered the external noise and is equal to the intrinsic noise 
of u(x,y) × W (i.e., u(x,y) × W = v(x,y) × K). We used a 
“m × m” (m is an odd integer) 8-neighborhood averaging 
filter as the blurring function. The extent of blurring was 
adjusted by varying the filter size (FS). The reason for 
choosing neighborhood averaging filter was its ease of 
implementation and effectiveness, which were confirmed 
by experiments. 

Two simulations were performed. The first simulation 
was carried out to investigate the relationship between 
image blur and MI for various noise levels at specific 
image contrasts levels. In this study, we defined image 
contrast as the difference of the mean pixel values    
between two adjacent steps of a simulated step wedge. 
We used signal-to-noise ratio (SNR) to describe the ex-
tent of noise level. Notice that the signal and noise used 
for SNR calculation were f(x,y) and u(x,y) × W, respec-
tively, as given in Equation (6). In this work, combina-
tions of 64 various SNRs (range, 24-43 dB), 21 various 
FSs (range, 3-41), and two different contrast levels (20 
and 40) were used for simulation studies. As a result, a 
total of 2688 simulations were performed for the analysis 
of resolution-noise tradeoff.   

The second simulation was performed to investigate 
the relationship between image noise and MI for differ-
ent extent of blurring at specific image contrast levels. 

3.2. Step-wedge Phantom Images  

For verification and validation of our designed computer 
simulation models, phantom images of an acrylic 
step-wedge with 2, 4, 6, 8, and 10 mm in thickness were 
obtained using the following exposure conditions. The 
specific exposure factors were kept at 42 kV and 10 mA, 
the focus-imaging distance was taken at 185 cm, and the 
exposure time was varied ranging from 0.1 to 0.5 sec. An 
imaging plate for computed radiography was used as a 
detector to record x-ray intensities. 

4. Simulation Results and Discussion 

Figures 2 and 3 compare the computer-simulated images 
versus the phantom images obtained. The simulated images 
shown in the figures were generated using Equation (6). 
A perceptual comparison of the simulated images and 
phantom images indicates that these images were  

 
(a)                  (b)              (c) 

 

 
(d)                  (e)              (f) 

Figure 2. Perceptual evaluation of computer simulated im-
ages. (a) Computer-simulated image. The parameters used 
are: W = 130, SNR = 26.1 dB, contrast = 70, FS = 3. (b) The 
magnified image from the rectangular area shown in (a). (c) 
The magnified image from the rectangular area shown in 
(b). (d) Step wedge phantom image. Exposure time was 0.5 s. 
The step wedge was placed 30 cm apart from the center 
toward the cathode end for imaging. (e) The magnified im-
age from the rectangular area shown in (d). (f) The magni-
fied image from the rectangular area shown in (e). 
 

 
(a)                   (b)              (c) 

 

 
(d)                   (e)              (f) 

Figure 3. Perceptual evaluation of computer simulated im-
ages. (a) Computer-simulated image. The parameters used 
are: W = 300, SNR = 19.3 dB, contrast = 70, FS = 3. (b) The 
magnified image from the rectangular area shown in (a). (c) 
The magnified image from the rectangular area shown in 
(b). (d) Step wedge phantom image. Exposure time was 0.1 s. 
The step wedge was placed 30 cm apart from the center 
toward the cathode end for imaging. (e) The magnified im-
age from the rectangular area shown in (d). (f) The magni-
fied image from the rectangular area shown in (e). 
 
very similar in appearance with respect to noise, blur and 
visibility of detail. The comparison result indicated that 
our designed mathematical model provides a good means 
of simulating the resolution and noise characteristics of 
digital radiographic systems. 
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Figure 4 illustrates MI as a function of FS for varying 
levels of SNR ranging from 24 to 41 dB at an image con-
trast of 40. It should be noted that FS is associated with 
the extent of blurring: the greater the FS value is, the 
higher the extent of blurring becomes. As shown in Fig-
ure 4, MI decreases with the increase of FS (i.e., increase 
of image blur) when noise levels are very low (i.e., high 
SNR; for example, SNR>36 dB in this study), although 
the decrease is relative small. This means that, in the case 
of low noise levels, the effect of the level of blur on the 
MI is not so obvious in comparison to noise. 

When noise increases to medium levels (for example, 
36 dB ≥ SNR ≥ 31 dB in this report), MI initially in- 
creases with the increase of FS and then gradually de- 
creases after reaching the maximum value. The increase 
in MI value might be because that, in spite of deteriora-
tion of image resolution, the increase of FS could give 
rise to a significant decrease of noise. Thus, MI is greatly 
dependent on the decrease of noise level compared to the 
deterioration of image resolution. However, on the   
contrary, when FS increases to a certain level, the MI 
value is greatly influenced by the deterioration of resolu-
tion as compared to that by the decrease of noise.  

In the case of high noise levels (for example, SNR ≤ 
28 dB), MI increases gradually with the increase of FS 
until reaching its maximum value. After that, MI value 
showed insignificant decreasing. The reasoning could be 
made as follows: 1) initially, the increase of FS might 
result in a great decrease of noise, and this yields the 
increase of MI, although the increase of FS itself might 
give rise to a small decrease of MI. In other words, the 
decrease of noise level dominated the variation of MI. 2) 
However, when FS continued increasing, a tradeoff point 
appeared. The location, indicated by an arrow on each 
graph shown in Figure 4, was referred to as the tradeoff 
point in this study. The location corresponds to the 
maximum value of MI. For instance, the tradeoff points 
for SNR = 41, 31, and 25 dB can be found at FS = 3, 9, 
and 17, respectively. It is noted that, not surprisingly, the 
location of the tradeoff point depends on SNR. An 
oblique line in the figure depicts the trend in the change 
of the location. As shown in the figure, MI reaches to its 
maximum at a finer resolution when SNR increases. 

Figure 5 plots MI as a function of FS for varying lev-
els of SNR at an image contrast of 20. Overall, the trend 
of this case is similar to that at image contrast of 40. It 
can be seen from Figures 4 and 5 that images with 
higher contrast show greater MI values in comparison to 
those with lower contrast, if both images have the same 
spatial resolution (same FS) and the same noise level 
(same SNR). It is reasonable to conclude that a higher 
contrast image shows better image quality. 

Figure 6 shows MI as a function of SNR for various  
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Figure 4. Relationship between FS and MI for varying lev- 
els of SNR at an image contrast of 40. 
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Figure 5. Relationship between FS and MI for varying lev-
els of SNR at an image contrast of 20. 
 
sizes of FS at an image contrast of 40. The results   
indicate that, basically, MI value increases with the in-
crease of SNR (decrease in noise level). The figure illus-
trates only the results covering a range of SNR from 29 
to 36 dB, where intersections between the line graphs 
occur. The intersection between two graphs indicates that 
two images have the same overall image quality, al-
though the images may show different extent of blur. For 
instance, the intersection between the graphs of FS = 3 
and FS = 41 is located near SNR = 33. It is noted that an 
image blurred by a smoothing filter of FS = 41 might 
decrease the MI value because of resolution deterioration 
caused by blurring. On the contrary, the MI value might 
increase because of the decrease of noise resulting from 
smoothing operation. This means that the physical 
quality of an image is mutually adjusted by resolution 
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and noise properties at a specific image contrast. The 
result implies that the contribution of resolution attribute 
and that of noise attribute to the MI value vary depending 
on the levels of noise and blur. Here, it should be noted 
that the external noise (i.e., the term of v(x,y) × K shown 
in equation (6)) also served as a factor that influences 
overall image quality of an image. 

Figure 7 shows MI as a function of SNR for various 
sizes of FS at image contrast of 20. The figure also 
shows that the MI value increases with the increase of 
SNR. From Figures 6 and 7, it is noted that the MI value 
for the image with lower contrast is lower than that with 
higher contrast. However, the trends of the two cases are 
similar. As described earlier, a higher contrast image 
shows better image quality compared to a lower contrast 
image. 
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Figure 6. Relationship between SNR and MI for varying 
sizes of FS at an image contrast of 40. 
 

32 33 34 35 36 37 38 39 40
1.5

1.6

1.7

1.8

1.9

2.0

2.1

2.2

2.3

SNR (Signal-to-Noise Ratio) [dB]

M
I 

(M
ut

ua
l 

In
fo

rm
at

io
n)

 [
bi

ts
]

 

 

FS 3
FS 5
FS 7
FS11
FS21
FS31
FS41

 

Figure 7. Relationship between SNR and MI for varying 
sizes of FS at an image contrast of 20. 

Figures 8 and 9 show the MI values, plotted as a func-
tion of SNR and FS (blur) at image contrast of 40 and 20, 
respectively. Figure 8 corresponds to Figures 4 and 6, 
while Figure 9 corresponds to Figures 5 and 7. As 
shown in the figures, MI reaches to the maximum value 
when an image has very high SNR. Moreover, it is noted 
that MI is much more sensitive to noise compared to blur. 
It is also noted that the image with a higher contrast level 
provides greater MI and shows better image quality in 
comparison with that with lower contrast level, if the two 
images have the same noise and blurring levels (Figures 
8 and 9). 

Figures 10 and 11 are plots of SNR (noise) versus FS 
(blur) for four different MI values (i.e., 2.276, 2.206, 
2.159, and 2.090), corresponding to four various trans-
mitted efficiency (i.e., 98%, 95%, 93%, and 90%) for the  
 

 

Figure 8. MI calculated as a function of SNR and FS (blur) 
at image contrast of 40. 
 

 

Figure 9. MI calculated as a function of SNR and FS (blur) 
at image contrast of 20. 

Copyright © 2010 SciRes.                                                                                 JSEA 



Investigation of Noise-Resolution Tradeoff for Digital Radiographic Imaging: A Simulation Study 931 

1 5 10 15 20 25 30 35 40
32

33

34

35

36

37

38

39

40

41

42

FS (Filter Size) 

S
N

R
 (S

ig
na

l-
to

-N
oi

se
 R

at
io

) 
[d

B
]

 

 

98% (MI=2.276)
95% (MI=2.206)
93% (MI=2.159)
90% (MI=2.090)

 

Figure 10. A plot of SNR versus FS for four different MI 
values at an image contrast of 40. 
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Figure 11. A plot of SNR versus FS for four different MI 
values at an image contrast of 20. 
 
cases of contrast levels of 40 and 20, respectively. In this 
study, “transmission efficiency” was used and defined as 
the ratio between MI and the input entropy, i.e., 
η=(MI/H(x)) %. The efficiency η may also be used as a 
measure for indicating how good the imaging quality of 
an image receptor is. Points shown on each curve in the 
figures, obtained from different combinations of SNR 
and FS, have the same MI values, thus providing the 
same overall image quality. It is observed that a mini- 
mum point exists at each graph. Noted that only high 
SNR levels (i.e., low noise level) ranging from 32 to 42 
dB are depicted in Figures 10 and 11. Because the 
minimum points for those SNR levels lower than 32 dB 
did not appear in our simulation studies. As shown in the 
two figures, tradeoff relationship between image noise  

and blur exists on the right of the minimum point. This 
means that a combination of a lower noise level and a 
deteriorated resolution might provide the same physical 
image quality as a combination of a higher noise level 
and a higher resolution level. On the left of the minimum 
point, however, image quality is primarily determined by 
resolution when the SNR of an image is higher than 32 
dB in our investigation. In other words, the image quality 
of a very-low-noise image is almost determined by the 
extent of blur, even when noise level had slight    
variations. There might be two reasons for this. First, for 
images of very low noise levels, image quality might not 
be affected by small change of noise levels. As described 
in the section of Theoretical Framework, MI measures 
how much the uncertainty of input is known if output has 
been given. As a result, very small changes in the amount 
of noise might not influence the amount of the uncer-
tainty. Second, as shown in Figures 4 and 5, MI has a 
significant increase with the increase of deterioration of 
resolution at low FS values (range, 3-9 in the simulation 
studies). 

It must be addressed here that the purpose of this study 
was to present a computer simulation approach to 
investigate tradeoff behavior between resolution and 
noise using the MI metric. In order to validate the results 
obtained from this study, we will perform visual     
evaluation and compare them in the future work. 

Our simulation results showed that the proposed 
simulation approach by employing mutual-information 
metric to examine tradeoff behavior between resolution 
and noise is useful, reliable and challenging. 

5. Conclusions 

A computer simulation study for examining resolution- 
noise tradeoff behavior has been presented. In this study 
MI was used as an image quality metric for the analysis. 
Our simulation results demonstrated that the MI value 
associated with overall image quality is much more sen-
sitive to noise compared to blur, although tradeoff rela-
tion between noise and blur exists. However, at very low 
noise levels (SNR values higher than 32 dB), we found 
that overall image quality is primarily determined by 
image blur. However, a comparison between the result of 
physical evaluation and that of perceptual evaluation was 
not made in this work. It would be a very interesting re- 
search question for our future study. 
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ABSTRACT 

The foundation for any software system is its architecture. Software architecture is a view of the system that includes 
the system’s major components, the behaviour of those components as visible to the rest of the system, and the ways in 
which the components interact and coordinate to achieve the overall system’s goal. Every efficient software system 
arises as a result of sound architectural basement. This requires the use of good architecture engineering practices and 
methods. This paper recognizes software architecture practice as a discipline pervading all phases of software devel-
opment and also presents an enhanced model for software engineering process which provides an avenue for speedy, 
efficient and timely delivery of software products to their intended users. The integration of software architecture into 
the phases of software development process in a generic software life cycle is also contained in this research report. 
This is to enable software engineers and system analysts to use effective software architecture practices and to employ 
appropriate methodology during the software engineering process. 
 
Keywords: Software Systems, Architecture, Software Engineering, System Life Cycle, Software Components 

1. Introduction 

Many people limit the term software engineering to just 
computer program. In the real sense of it, it is not just the 
program but also the associated documentation and de-
sign principles required to make these programs operate 
correctly. Software products may be developed for a par-
ticular customer or for general market, so they undergo 
series of thoughts and ideas that account for their initial 
inception, development, production, operation, upkeep 
and usability from one generation to another [1].  

Software engineering process or activities therefore 
can be considered as sets of activities and associated re-
sults which produce a software product. They include 
software specification, development, validation and evolu-
tion. Software process model represents a networked se-
quence of activities, objects, transformations and events 
that embodies strategies for accomplishing software evo-
lution. Different process models organize these activities 
in different ways, in different level of details and they are 

best suited for different project complexities.  
Software architecture and methodology practice has 

emerged as a crucial part of the design process and is the 
main focus of this paper. Software architecture encom-
passes the structures of large software systems. The ar-
chitectural view of a system is abstract, distilling away 
details of implementation, algorithm, and data represen-
tation and concentrating on the behaviour and interaction 
of “black box” elements. Software architecture is devel-
oped as the first step toward designing a system that has 
a collection of desired properties [2,3] put it very nicely 
in this formula (Software architecture = {Elements, 
Forms, Rationale/Constraints}).  

Software methodology on the other hand, is a pre-defined 
sequence of events that must be executed, followed or 
carried out in order to produce a well structured and ro-
bust software product that meets user’s requirement and 
produce good scalable tendencies. 

Therefore, this paper argues that software engineers 
who have sound knowledge of software architecture and 
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appropriate methodology to be employed in software 
engineering process will be better informed and hence 
produce good quality software and deliver same at the 
appropriate time, thus avoiding breach of contract which 
is common amongst software engineers. 

2. Software Architecture Practice 

Today, software architecture practice is one sub-discipline 
within software engineering that is concerned with the 
high-level (abstract) design of the software of one or 
more systems. Software architecture are created, evolved, 
and maintained in a complex environment. The architec-
ture business cycle [1] of Figure 1 illustrates this. On the 
left hand side, the figure presents different factors that 
influence a software architecture through an architect. It 
is the responsibility of the architect to manage these fac-
tors and take care of the architecture of the system. An 
important factor is formed by requirements, which come 
from stakeholders and the developing organization. The 
architect also has the capacity of influencing opinions of 
stakeholders, refine user’s requirement in a way that it 
captures all the activities of an organization as well as 
determine the technicalities of the proposed software in 
terms of development techniques, architectural consid-
erations, programming language (s) to be used and the 
extent of scalability of the database. 

2.1. What is Architectural during Software  
Engineering Process? 

During software development, what is architectural can 
be determined based on what architecture is use for. The 
criterion for something to be architectural is this: It must  

be a component, or a relationship between components, 
or a property (of components or relationships) that needs 
to be externally visible in order to reason about the abil-
ity of the system to meet its quality requirements or to 
support decomposition of the system into independently 
implementable pieces. The following are some corollar-
ies of this principle: 

1) Architecture describes what is in your system. 
When you have determined your context, you have de-
termined a boundary that describes what is in and what is 
out of your system (which might be someone else's sub-
system). Architecture describes the part that is in. 

2) Architecture is an abstract depiction of your system. 
The information in an architecture is the most abstract 
and yet meaningful depiction of that aspect of the system. 
Given the architectural specification, there should not be 
a need for a more abstract description. That is not to say 
that all aspects of architecture are abstract, nor is it to say 
that there is an abstraction threshold that needs to be ex-
ceeded before a piece of design information can be con-
sidered architectural. 

3) What’s architectural should be critical for reason-
ing about critical requirements. The architecture bridges 
the gap between requirements and the rest of the design. 
If you feel that some information is critical for reasoning 
about how your system will meet its requirements then it 
is architectural. You, as the architect, are the best judge. 
On the other hand, if you can eliminate some details and 
still compose a forceful argument through models, simu-
lation, walk-throughs, and so on about how your archi-
tecture will satisfy key requirements then those details do 
not belong. However, if you put too much detail into  
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Figure 1. The architecture business cycle (Source: Bass et al., 2003). 
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your architecture then it might not satisfy the next prin-
ciple. 

4) An architectural specification needs to be graspable. 
The whole point of a gross-level system depiction is that 
you can understand it and reason about it. Too much de-
tail will defeat this purpose. 

5) Architecture is constraining. It imposes require-
ments on all lower-level design specifications. It’s good 
to distinguish between when a decision is made and 
when it is realized. For example, one can determine a 
process prioritization strategy, a component redundancy 
strategy, or a set of encapsulation rules when designing 
architecture; but might not actually make priority as-
signments, determine the algorithm for a redundant cal-
culation, or specify the details of an interface until much 
later. 

Generally, what is architectural is the most abstract 
depiction of the system that enables reasoning about 
critical requirements and constrains all subsequent re-
finements. 

2.2. Integrating Software Architecture Practice 
into Software Development Process 

Software architecture practice can be integrated into all 
the phases of software development methodologies and 
models [4]. This is used to distinguish it from particular 
analysis and design methodologies. Since the architecture 
determines the quality of the system, it then makes a lot  

of sense to have architectural design built into the soft-
ware development process [5]. As shown in the Figure 2, 
software architecture is integrated into all the phases in 
development process. The role of software architecture in 
each phase of the software development process is estab-
lished. The model shows that during the requirements 
phase of development, an architecture may be used to 
identify, prioritize, and record system concerns and de-
sires. During design and analysis, an architecture may be 
used to model, visualize, and analyze design decisions 
chosen to address the principal concerns and achieve the 
desired qualities. Decisions may be guided by adopting 
one or more architectural styles. During implementation 
and testing, an architecture may be used to drive testing, 
instantiate a product, support runtime dynamism, or en-
force security policies. Rather than throwing out an ar-
chitecture at this point as is often done, an architecture 
remains part of the product. During maintenance, an ar-
chitecture may be used as a basis for incorporating new 
features, or increasing modelling detail. 

3. Methodology in Software Engineering 
Process 

[6] defines software development methodology as the 
framework that is used to structure, plan and control the 
process of developing a software product or information 
systems. A wide variety of such frameworks has evolved 
over the years, each with its own recognized strength and  

 

 

Figure 2. A model integrating architecture into software development process. 
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weaknesses. One system development methodology is 
not necessarily suitable for use by all projects. Each of 
the available methodologies is best suited for specific 
kinds of projects, based on various technical, organiza-
tional, project and team considerations. The framework 
of a software development methodology consists of: 

1) A software development philosophy with the ap-
proach or approaches of the software development proc-
ess. 

2) Multiple tools, models and methods, to assist in the 
software development process. 

These frameworks are often bound to some kind of 
organization, which further develops, support the use, 
and promotes the methodology. The methodology is of-
ten documented in some kind of formal documentation. 
This section therefore presents recommendations of ap-
propriate methodology to be used in the software engi-
neering process. This work is based on the theoretical 
study of some existing software process models. These 
models were ranked based on the following features: 

1) Ease of use and management  
2) Support for small projects 
3) Support for complex projects 
4) Adequate test plan 
5) Support for dynamic user requirement 
6) Risk analysis 
7) Early delivery of project 
8) Level of requirements gathered  
9) Cost effectiveness  
10) Meeting user’s need 
11) Activity based 

12) Deliverable based 
[7] asserts that ease of use and management implies 

that each phase of the development process has a specific 
deliverable and the documentation of this makes it easy 
to manage. Support for project complexities (small or 
complex) implies effectiveness of the model when used 
for different projects. How and when testing is done is of 
great significance in the development process of software 
product. It implies whether it is done at the beginning, 
end of development or at end of each phase. In most 
cases, user’s requirements are dynamic, so how well a 
model adjust to this dynamism is important. Also [8] 
argued that the level of user’s requirements gathered that 
is, detailed or scanty, at the beginning phase, plays a 
great deal in whether the product will adequately meet 
user’s needs. A model that adapts well with changing 
user requirements tends to meet users needs better. Cost 
effectiveness is a relative term when used in software 
engineering because there is always a trade-off between 
cash and kind implications, so this was not used to rank 
the models considered but its importance was not thrown 
away. It worth mentioning that these rankings are based 
entirely on findings from books and articles as referenced. 
The model with the best rank for each feature considered 
was adopted to form this optimal model. 
The model that ranks highest is finally adopted for each 
feature in our model. Activities that lead to the achieve-
ment of these desired features are identified and the pro-
posed model will emphasize them. This serves as the 
bases of the adoption. However, Table 1 shows the 
various types of models and when they are best at use. 

 
Table 1. Re-ranking of the models with best rank. 

features waterfall incremental
Rapid  

prototyping 
v-shape spiral JAD 

Object 
process 

Ease of use and management Best   good   Better 

Support for small project Better   Best    

Support for complex project  better good  Better better Best 

Test plan   better Best  good Better 

Support for dynamic requirement  Better Better   good Best 

Risk analysis     Best Better  

Early delivery of project  Better Best    Good 

Level of requirement gathered Better   good Better Better Best 

Cost effective        

Meeting user need  Better Best   good Better 

Activity based Yes   Yes Yes Yes  

Delivery based  Yes Yes    Yes 
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Figure 3. Enhanced model. 
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Figure 3 gives a pictorial description of the model. 

Basically the model is easy to use and manage because at 
the end of each phase, there is a specific deliverable and 
a review of the process involved. Also the phases cas-
cade like the waterfall model but to ensure that it is not 
as rigid as waterfall model, the phases go back and for-
ward that is, if there is problem in one stage, it docu-
mented and kept for next iteration where the stage will be 
revisited. Testing is done early before coding is done and 
at the end of each phase, a test plan is created to ensure 
quality delivery. It uses concept from object oriented 
analysis, design and programming to ensure support for 
different project complexities. [9] reviewed that deliver-
able at the end of analysis phase is considered objects 
with attributes and methods; they also have constructors 
which are methods describing how to create the deliver-
able and quality assurance methods. Naturally user’s 
requirements are dynamic, the object oriented approach 
of this model allows for this to be defined in a single 
deliverable called “task context” which can be modified 
without affecting the entire production process. After 
gathering the user requirement, a process is undertaken to 
identify the risk and alternate solutions. A prototype is 
produced at the end of this phase and this ensures that the 
product is delivered early to the user though with reduced 
functionalities. Feedback from users is used to provide a 
better and user oriented software. Cost effectiveness can 
be viewed as optimal cost for optimal solution, so this 
model can be said to be cost effective. 

Clearly seen from the figure, requirements gathered 
are expanded into three views; object view represents the 
artefacts of the system, dynamic view represents the in-
teraction between objects, and functional view represents 
methods of the system. This is the object oriented ap-
proach of the model. The phases cascade and iterate so; 
problems found during testing are adequately taken care 
of in the next iteration which corresponds to an improved 
version of prototype. No throwaway prototype is devel-
oped in this model because of the risk analysis which 
gives rise to alternate solutions. 

4. Conclusions 

System developers and acquirers can use effective soft-

ware architecture practices across the life cycle to ensure 
predictable product qualities, cost, and schedule. We 
establish in this paper that software architecture is the 
bridge between mission/business goals and a software 
system. Secondly, software architecture drives software 
development throughout the life cycle, and finally the 
paper identifies some methodologies that could be em-
ployed during the software engineering process using 
some parameters. An enhanced model for software engi-
neering process was also proposed. 
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ABSTRACT 

A digital image watermarking algorithm based on fast curvelet transform is proposed. Firstly, the carrier image is de-
composed by fast curvelet transform, and, the watermarking image is scrambled by Arnold transform. Secondly, the 
binary watermarking image is embedded into the medium frequency coefficients according to the human visual charac-
teristics and curvelet coefficients. Experiment results show that the proposed algorithm has good performance in both 
invisibility and security and also has good robustness against the noise, cropping, filtering, JPEG compression and 
other attacks. 
 
Keywords: Digital Image Watermarking, Fast Curvelet Transform, Human Visual Characters, Robustness, Invisibility 

1. Introduction 

In the past two decades, more and more researchers have 
devoted to the transform domain which shows good per-
formance and robustness. Recently, Candès and Donoho 

[1,2] have developed a new multiscale transform which 
is called the Curvelet transform. It is anisotropic with 
strong direction, and provides optimally sparse represen-
tations of objects along a general curve with bounded 
curvature. Hence, it has been widely used in image proc-
essing field. At the same time, many research papers 
proposed to embed watermark based on the first curvelet 
transform [3-8]. 

Shi et al. [3] proposed a semi-fragile watermarking 
algorithm by embedding the wartermark in the maximum 
module of curvelet coefficient. This algorithm keeps 
good tolerance against JPEG compression. The method 
of Thai et al. [4] embedded a watermark in curvelet coef-
ficients which are selected by a threshold. This method 
has good invisibility and robustness. Thai et al. [5] em-
bedded the watermark in the curvelet transform which 
contain as much edge information as possible. It has 
good invisibility but poor robustness. The implementa-
tion of the first curvelet transform includes subband de-
composition, smooth partitioning, renormalize and ridgelet 
analysis. So these algorithms have many problems such as 
implementation complexity and large amount of redun-
dancy. 

This paper proposes a digital image watermarking al-
gorithm based on fast curvelet transform. Firstly, we take 
a binary-valued image which contains copyright infor-
mation as watermark, and adapt Arnold transform to it to 
improve its security. Secondly, according to the human 
visual characteristics, we embed the watermark in 
curvelet coefficients of the original image. This algo-
rithm is simple and easy to implement. Experiment re-
sults show that our algorithm has good invisibility and 
security, and is robustness to the noise, cropping, filter-
ing, JPEG compression and other attacks. 

2. Curvelet Transform 

Similar to the wavelet transform and the ridgelet trans-
form, the curvelet transform theory is based on sparsity 
theory [8]. The idea of curvelet is to calculate the inner 
relationship between the signal and the curvelet function 
to realize the sparse representation of the signal. 

2.1. Continuous—Time Curvelet Transform 

The curvelet transform can be expressed as 

  , ,, , : , j l kc j l k f               (1) 

here, j = 0, 1, 2, …, is a scale parameter; l = 0, 1, 2, …, is 
an orientation parameter; and k = (k1, k2) ∈ Z2 is a 
translation parameter. The mother curvelet is φj (x), its 
Fourier transform is φj (ω) = Uj (ω), where Uj is fre-
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quency window defined in the polar coordinate system 
such as: 
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W and V are radial and angular windows respectively and 
will always obey certain admissibility conditions. 
Curvelet at scale 2-j, orientation θ and position 
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So, for f ∈ L2 (R2), curvelet transform is expressed 
as: 
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2.2. Digital Curvelet Transform 

Digital curvelet transform is linear and takes as input 
Cartesian arrays of the form f [t1, t2], 0 ≤ t1, t2 < n, which 
allows the output as a collection of coefficients: 

     
1 2

1 2 , . 1 2
0 ,

, , : , ,D
j l k

t t n

c j l k f t t t t
 

  D       (5) 

In order to improve the curvelet transform—in the 
sense that they are conceptually simpler, faster and far 
less redundant. Paper [2] proposed the Fast Discrete 
Curvelet Transform (FDCT). There are two digital im-
plementation of FDCT. The first is based on un-
equally-spaced fast Fourier transform (USFFT) while the 
second is based on the wrapping of specially selected 
Fourier samples. The FDCT-Wrapping uses simpler 
choice of spatial grid to translate curvelets at each scale 
and angle. It needs less two-dimensional FFTs than 
FDCT-USFFT, so it is quickly. 

The architecture of FDCT via Wrapping is then 
roughly as follows: 

1) Apply the 2D FFT and obtain Fourier sample 
 1 2,f n n


, -n/2 ≤ n1, n2 ≤ n/2 (n is the size of the picture). 
2) For each scale/angle pair (j, l), form the product 
   , 1 2 1 2

ˆ, ,j lU n n f n n .  
3) Wrap this product around the origin and obtain 
   , 1 2 , 1 2

ˆ,j l j l ,f n n W U f n n 
n n 0

, where the range for 

1 and 2  is now 1 1, jn L  and 2 2,0 jn L   (for  
in the range ( / 4, / 4  ). 

4) Apply the inverse 2D FFT to each ,j lf , hence col-
lecting the discrete coefficients .  l k, ,Dc j

3. Watermarking Algorithm Based on FDCT 

3.1. Watermark 

In this algorithm, the watermark is a binary-valued image 

with 32 × 32 pixels (Figure 1). 
Arnold transform is used to increase the data security, 

and its function is defined as (6). 
'

'

1 1
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         (6) 

Adapt n (here, n = 8) times Arnold transform to the 
original watermark W, then we obtain scrambling wa-
termark (Figure 2). 

3.2. Watermark Embedding 

According to the Human Visual Characteristic, we 
choose to embed the watermark into medium-frequency. 
In selected scale, the coefficients of each orientation are 
sorted and find criterion Ti by amplitude factor λ (λ ≥ 0). 
Then choose the minimum Ti as embedding parameter T. 
Finally, the watermark is embedded to coefficients which 
are chosen by T . 

The embedding procedure (Figure 3) is described as 
follows. 

1) Apply FDCT to the original image, get curvelet co-
efficient C. 

2) Select the curvelet coefficient to embed a bit wa-
termark according to the following conditions. 
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For 1 2 , ,

C j l k T T C j l k T

T C j l k T

   

 
 

(7) 
Then record the positions of these coefficients and the 

positions of 0 and 1 in the watermark. 
3) The embedded coefficients are modified by the fol-

lowing equations. 

   
  

   
  

'

'

Embed 0 , , , ,

mod , , , 4

Embed 1 , , , ,

mod , , , 3 4

C j l k C j l k

C j l k T T

C j l k C j l k

C j l k T T



 



 

 (8) 

4) Do inverse FDCT to C’, obtain the watermarked 
image. 

3.3. Watermark Extraction 

The extraction procedure is composed of 4 steps and 
each step is described as follows. 

 

 

Figure 1. Watermark. 
 

 

Figure 2. Scrambled watermark.  
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  2/3,, TkljCT         4/,,,mod,,,,' TTkljCkljCkljC 

  TkljCT  ,,2/
        4/3,,,mod,,,,' TTkljCkljCkljC 

 

Figure 3. Embedding procedure. 
 

4.1. Invisibility Tests 1) Apply curvelet transform to watermarked image, 
obtain curvelet coefficient C’. 

The watermarked image is shown in Figure 5(a), the 
detected watermark from watermarked image is shown in 
Figure 5(b). 

2) Locate the watermark positions from the original 
image by using embedding procedure step 2. Then ex-
tract the coefficients C’ from the watermarked image 
using those watermark position.  

 

3) Extract the watermark W’ from C’ with the follow-
ing rule 

  
  

'

'

1 mod , , ,

0 mod , , ,
i

if C l j k T T

if C l j k T T


  


2

2
    (9) 

4) Apply T’-n (T’ is Arnold transform period) times 
Arnold transform to W’, obtain the binary watermark 
image. 

Figure 4. Original image. 
 

4. Experimental Results 

    

In this program, the image is transformed through FDCT 
via Wrapping. We use standard 512 × 512 pixel image 
‘Lena’ (Figure 4) for evaluation of our proposed method, 
and conduct experiments binary-valued image water-
marking with the noted above parameter scale = 3, λ = 
0.75. 

We have investigated the invisibility and the robust-
ness of our watermarking system, analyzed the algorithm 
performance by objective and subjective standards. 

(a)               (b) 

Figure 5. Invisibility Tests. (a) Watermarked image [PSNR 
 60.8028dB]; (b) Detected watermark [NC = 1.00]. =   
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Table 1. JPEG compression attack. 

Q  90 80 70 60 50 40 30 20 15 

PSNR 25.2093 25.1357 25.0710 25.0186 24.9718 24.8890 24.8226 24.6714 24.4813 

NC 0.9988 0.9975 0.9901 0.9877 0.9914 0.9741 0.9532 0.9470 0.9113 

Detected 
watermark 

         

 
Table 2. Gaussian low pass filtering attack. 

Standard Deviation 
(Window) 

0.5(3) 1.5(3) 0.5(5) 1.5(5) 3(5) 

PSNR 40.8289 32.4277 40.8027 29.9117 28.7562 

NC 0.9914 0.9704 0.9914 0.9113 0.8658 

Detected 
watermark 

     

 
Table 3. Other attacks. 

Attacks 
Gaussian noise 

(0.001) 
Salt & Pepper noise 

(0.01) 
Random cropping 

(1/16) 
Random cropping 

(1/32) Change contrast 

PSNR 19.4926 25.0252 19.6377 21.7762 25.2690 

NC 0.8116 0.9200 0.8645 0.9372 0.8756 

Detected 
watermark 

     

 
Subjectively, the watermarked image has good invisi-

bility. Compare Figure 5(b) with Figure 2, they are fully 
consistent. The original watermark is accurately recov-
ered. 

4.2. Robustness Tests 

To evaluate the robustness of algorithm, all the attacks 
are tested by the software of Stirmark [10,11]. The Peak 
Signal to Noise Ratio (PSNR) is employed to evaluate 
the quality of watermarked image after attack, and the 
Normalized Correlation Coefficient (NC) is used to 
evaluate the quality of extracted watermark for some 
attacks such as JPEG compression (Quality factor Q), 
Gaussian low pass filtering, adding noise, cropping and 
so on. The simulation results are shown as following 
Tables. 

It can be seen from Table 1 and Table 2, the proposed 
method show very good robustness to JPEG compression 
and Gaussian low pass filtering. From Table 3, the 
method also has good robustness against noise, cropping 
and so on. 

5. Conclusions 

This paper proposes a method by embedding a water-
mark into the original image based on FDCT. At the 
same time, Arnold transform is applied to improve the 
security of the system. The experimental results show 
that the watermarked image has good invisibility and 
robustness against JPEG compression and Gaussian low 
pass filtering.  

There are many unstable coefficients are discovered 
from the experiments. For instance, a small change of the 
image will arouse big changes of these coefficients. 
These unstable factors can influence the extracting of 
watermark. Therefore, the proposed algorithm can not 
give a good performance of rotation and scaling, etc. In 
the future, we will unceasing devote ourselves to the 
study of the robustness watermark system against geo-
metric attacks based on curvelet transform.  
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ABSTRACT 

This paper outlines the application of the multi-layer perceptron artificial neural network (ANN), ordinary kriging 
(OK), and inverse distance weighting (IDW) models in the estimation of local scour depth around bridge piers. As part 
of this study, bridge piers were installed with bed sills at the bed of an experimental flume. Experimental tests were 
conducted under different flow conditions and varying distances between bridge pier and bed sill. The ANN, OK and 
IDW models were applied to the experimental data and it was shown that the artificial neural network model predicts 
local scour depth more accurately than the kriging and inverse distance weighting models. It was found that the ANN 
with two hidden layers was the optimum model to predict local scour depth. The results from the sixth test case showed 
that the ANN with one hidden layer and 17 hidden nodes was the best model to predict local scour depth. Whereas the 
results from the fifth test case found that the ANN with three hidden layers was the best model to predict local scour depth. 
 
Keywords: Artificial Neural Network, Scour Depth, Ordinary Kriging, Inverse Distance Weighting, Bridge Piers, 

Bed Sill 

1. Introduction 

The accurate estimation of maximum scour depth around 
and downstream of bridge piers is critical and very im-
portant for design engineers. The prediction of scour 
depth around bridge piers has been the subject of many 
experimental studies, and has resulted in a number of 
prediction techniques being presented. Scour depth is a 
significant limiting factor when assigning the minimum 
depth of substructures, as it decreases the lateral capacity 
of the substructure. 

To determine a technique for predicting scour depth 
for different pier positions, comprehensive experimental 
tests have been conducted. In the past, a number of re-
search studies had been conducted to determine tech-
niques for the estimation of local scour around bridge 
piers and their abutments. These have been reported in 
literature. Of these studies, the first extensive experi-

mental work on bridge pier scour was conducted and 
reported by Chabert and Engeldinger (1956) which is 
cited by Jeng et al. [1]. A study was also conducted by 
Blodgett (1978), again is cited by Jeng et al. [1], to report 
the cause of failure of 383 bridges. It was reported that 
most failures were caused by catastrophic floods. This 
study also found that the incorrect prediction of local 
scour depth during engineering design lead to enlarged 
local and contraction scour. Yankielun and Zabilansky [2] 
pointed out that this serious problem costs millions of 
dollars worth of damage, leaving foundations of bridge 
piers and bridge abutments insecure. Johnson [3] com-
pared some of proposed prediction methods with the 
available field data, and concluded that more research is 
still required to accurately determine local scour.  

To overcome this complicated problem, the artificial 
neural network (ANN) was found to be useful as a com-
prehensive function approximator, especially when the 
relationship between dependent and independent vari-
ables is inadequately understood [1]. Trent et al. [4,5] 

*Present Address: School of Civil & Environmental Engineering, UTS, 
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applied ANN to estimate local pier scour and sediment 
transport in open channels. Choi and Cheong [6] esti-
mated local scour around bridge piers using ANN and 
concluded that the ANN can successfully predict the 
depth of scour over a wider range of conditions with a 
greater accuracy than existing empirical formulae. 

Butcher [7] pointed out that the kriging methods of 
geostatistical analysis provide valuable techniques for the 
analysis of sediment contamination problems, including 
interpolation of concentration maps from point data and 
the estimation of global mean concentrations. Biglari and 
Sturm [8] pointed out that bridge failure due to local 
scour around piers and abutments has motivated many 
examinations into scour prediction, as well as reliable 
design methods. Liriano and Day [9] compared current 
prediction equations for culvert outlets with results ob-
tained from two ANN models. They concluded that the 
ANN model can be used to predict local scour in labora-
tory and in the field better than other empirical relation-
ships that are currently in use.  

Kambekar and Deo [10] analyzed scour data using 
different neural network models that were developed to 
predict scour depth. They found that the neural network 
provides a better alternative to statistical curve fitting. 
Jeng et al. [1], Bateni et al. [11] and Lee et al. [12] ap-
plied neural networks to predict scour depths around 
bridge piers. Bateni et al. [13] used Bayesian neural 
networks for the prediction of equilibrium and 
time-dependent scour depth around bridge piers. They 
showed that the new models estimate equilibrium and 
time-dependent scour depth more accurately than the 
existing expressions. 

The results of training and testing ANN obtained from 
these models have been analyzed and an accurate model 
to predict local scour depth around a bridge pier in a river 
environment has been produced. (see Figures 1 and 2) 
These results contribute to the understanding of local 
scour and provide engineers with a way of determining 
scour depth for a variety of pier situations. 

In most previous studies, scouring was studied around 
bridge piers installed without the presence of a bed sill. 
This paper presents the experimental data used to inves-
tigate bridge scour around a pier installed upstream of a 
bed sill and explores the use of artificial neural networks, 
kriging and inverse distance weighting models to esti-
mate the scour depth around a bridge pier. 

2. Experiment Setup and Procedure 

A dimensional analysis was conducted to find the most 
important parameters for bed scouring around a curved  

 

 

Figure 1. Conceptual diagram of a feed forward network 
with one hidden layer. 
 

 

Figure 2. Variogram parameters. 
 
bed sill installed downstream of a bridge pier. The most 
effective parameters were found to be; 

50( , , , , , , , , )S w sY f g q W d r D           (1) 

in which Ys is the scouring depth, g is the acceleration of 
gravity, w is the flow density, s is the particle density, q 
is the flow discharge per unit width, d50 is the median 
particle diameter, W is the width of the channel, r is the 
arch distance of the circular sill and D is sill diameter. In 
this experimental study the r/W and D/W are investigated 
only during the laboratory experiments. 

The laboratory experiments were carried out with 50 
mm diameter circular piers installed at different distances 
from bed sill. The sill height was 12 cm and it was in-
stalled in a 15 m long, 0.5 m wide, 0.5 m deep experi-
mental flume in the Hydraulic Laboratory College of 
Agriculture, Shiraz University. The scour depth and flow 
depth were measured using a sandy surface meter. The 
experiment setup and pier installation are shown in Fig-
ure 3. 

The length and width of the scour were measured after 
each experiment. The longitudinal profile and maximum   
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Figure 3. Experimental setup and pier installation. 
 
depth of the scour were measured during the experiments. 
The scour measured on the side and at the rear of the pier 
were approximately the same, whilst the scour measured 
at the nose of the pier was less than the back scour. 

A false bottom was installed in the flume to create a 
recess for the sediment bed. The recess was 2.5 m long, 
0.5 m wide and 0.12 m deep and filled with non-cohesive 
sediment with 50 equal to 0.5 mm diameter and stan-
dard deviation equal to 1.23 mm. The pier was installed 
firstly by preparing an undersized pilot hole, pushing the 
pier in, and then trimming off the remaining sediment. 
Water entered the flume smoothly from an inlet reservoir, 
and a sediment trap was used at the downstream end of 
the test reach. Downstream of the trap, water passed over 
a tailgate into a sump. Water depth in the in-floor flume 
was controlled by a tail gate located at the downstream 
end of the test section. All the experiments were con-
ducted under steady flow conditions. The flow discharge 
was measured by a 90 degree V-Notch and an electro-
magnetic flow meter.  

D

Experimental test cases were conducted in eight dif-
ferent bed sill models (Figure 4). Table 1 explains the 
flow condition of the experimental tests. 

3. Results and Discussions 

3.1. The ANN, OK and IDW Estimations for 
Scour around Piers 

The whole data set, consisting of 2754 data points, was 
composed of eight different conditions. Each condition 
was divided into two parts randomly: a training set con-

sisting of 80% of the data points and a validation or test-
ing set consisting of 20% of the data points. 

In this study, two types of ANN models were devel-
oped: 1) single hidden-layer ANN model consisting of 
only one hidden layer, and 2) multiple hidden-layer ANN 
model consisting of two and three hidden layers. The 
task of identifying the number of neurons in the input 
and output layers is usually simple, as it is dictated by the 
input and output variables considered to model the 
physical process. 

As previously mentioned, the number of neurons in the 
hidden layer(s) can be determined through the use of trial 
and error procedure [1]. The optimal architecture was 
determined by varying the number of hidden neurons 
(from 1 to 20), and then the best structure was selected. 
The training of the ANN models was stopped when ei-
ther the acceptable level of error was achieved or when 
the number of iterations exceeded a prescribed maximum 
of 2500. The learning rate of 0.05 was also used. 

ANN was implemented using the MATLAB software 
package (MATLAB version 7.2 with neural network 
toolboxes) [14]. 

The performance of ANN, OK and IDW configura-
tions were assessed based on calculating the mean abso-
lute error (MAE), and the root mean square error 
(RMSE). (see Table 2). 

The coefficient of determination,  of linear re-
gression line, between the predicted values from each 
method and the desired output were also used as a meas-
ure of performance. The three statistical parameters used 
o compare the performance of the various method con-  

2R

t 
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a) Test case 1: 
D = W 
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b) Test case 2: 
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c) Test case 3: 
D = W 
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d) Test case 4: 
D = W 

r = 5 cm, w = 50 cm 

w 

e) Test  case 5: 
No sill 

w = 50 cm 
 

r

w 

f) Test case 6: 
D=1.2W 

r = 5 cm, w = 50 cm 

r 

w 

g) Test case 7: 
D=1.2W 

r=15 cm, w = 50 cm 

r

h) Test case 8: 
 D=1.2W 

r = 25 cm, w = 50 cm 

w 

*D = sill diameter، W = channel width 

 

Figure 4. Schematic configuration of eight bed sill models used in this study. 
 

Table 1. Hydraulic condition and geometric parameters of the experimental tests. 

Test Case D/W* Discharge (lit/sec) Head water (cm) sill radius (cm) Velocity (m/s) Fr Pier diameter (cm)

1 1 13.3 9 25 0.2955 0.31 5 

2 1 12.64 7.9 25 0.32 0.363 5 

3 1 10 8.3 25 0.241 0.267 5 

4 1 11 9.2 25 0.239 0.252 5 

5 - --- 9.5 7.8 - --- 0.244 0.279 5 

6 1.2 9.5 7.6 30 0.25 0.289 5 

7 1.2 8.4 7.2 30 0.233 0.277 5 

8 1.2 7 5.2 30 0.269 0.377 5 
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Where: i  and i  are observed and predicted for the 
th output, and 

O t
i iO  is the average of predicted, and N is 
the total number of events considered.    
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Table 2. Performance of all test cases. 

Validation Training 
Test Cases Methods 

MAE RMSE R^2 MAE RMSE R^2 

ANN 1.93 5.48 0.989 0.46 2.14 0.998 

OK 2.99 6.83 0.954 2.73 5.19 0.957 First test case 

IDW 4.31 8.19 0.912 3.74 6.08 0.913 

ANN 4.92 4.39 0.931 1.71 2.85 0.993 

OK 4.45 4.47 0.927 5.47 5.09 0.861 Second test case 

IDW 6.90 5.57 0.918 8.37 6.30 0.831 

ANN 2.62 3.40 0.970 1.64 2.52 0.992 

OK 2.99 3.64 0.945 5.42 4.57 0.844 Third test case 

IDW 3.91 4.16 0.937 6.18 4.89 0.839 

ANN 4.36 5.10 0.951 3.41 4.21 0.971 

OK 3.95 4.91 0.916 3.27 4.12 0.944 Fourth test case 

IDW 4.64 5.32 0.909 3.99 4.56 0.941 

ANN 0.78 4.38 0.997 0.71 3.65 0.998 

OK 1.04 5.05 0.995 1.26 4.88 0.994 Fifth test case 

IDW 1.28 5.61 0.991 1.43 5.19 0.992 

ANN 2.37 3.31 0.931 2.58 1.92 0.980 

OK 4.32 4.47 0.930 11.79 4.11 0.609 Sixth test case 

IDW 4.99 4.80 0.918 11.80 4.11 0.609 

ANN 2.35 6.78 0.937 1.59 5.16 0.980 

OK 3.65 8.46 0.897 3.78 7.96 0.934 Seventh test case 

IDW 3.92 8.76 0.878 2.99 7.08 0.945 

ANN 1.75 3.53 0.987 0.90 2.63 0.998 

OK 2.99 4.62 0.963 3.22 4.98 0.965 Eighth test case 

IDW 3.07 4.68 0.961 2.60 4.47 0.969 

 
Cross-validation analysis was used to evaluate effec-

tive parameters for OK and IDW interpolations and to 
compare the different estimation techniques to determine 
the best approach for accurate prediction data. In 
cross-validation, each measured point in a spatial domain 
is individually removed from the domain and its value is 

estimated by kriging and compared to the actual value as 
though it were never there (Gamma Design Software 
[15]). 

3.2. First Test Case 

In first test case, the tip of the sill was set in the flow 
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direction (in the shape of a convex) and a space of 25 cm 
was set between the sill and bridge pier. The diameter of 
the sill is equal to the flume width. 

In ANN prediction, optimal architecture is determined 
by varying the number of hidden neurons (from 1 to 20), 
and the best structure is selected. It was found that the 
most accurate results involved use of the feed forward 
back propagation with two hidden layers and an archi-
tecture of configuration: 2-7-4-1.  

To evaluate the performance of the ANN, OK and 
IDW, observed local scour depth values are plotted 
against the predicted values. Figure 5 illustrates the re-
sults with the performance indices between predicted and 
observed data for the training and testing data sets, re-
spectively. 

Figures 5(c-f) also exhibit that kriging has a lower 
training error compared with IDW, and its validation 
error becomes lower than IDW. In other words, kriging 
validation results have a lower scatter than IDW. As it 
can be seen from Figure 5a-b, ANN has performed well 
in predicting the local scour depth. 

Comparing ANN results with those of OK and IDW it 
is found that ANN has the lowest training error and vali-
dation error, then kriging and IDW. Also interpolated 
local scour maps (Figure 6) show that the interpolated 
map of the ANN model is more similar to the interpo-
lated map of the observation map as compared with the 
interpolated map of kriging and IDW. 

3.3. Second Test Case 

In the second test case, the bed sill was set in the flow 
direction (in the shape of a concave) and spaces of 25cm 
were set between the bridge pier and bed sill. Figure 7 
illustrates the results with the performance indices be-
tween predicted and observed data for the training and 
testing data sets, respectively. 

When the methods were compared, the training accu-
racy was significant. It is observed that all models per-
form with poor accuracy in comparison with results of 
the first data set. Comparison between these three valida-
tions of evaluating scour depth in all runs for ANN, OK 
and IDW revealed that the difference in accuracy be-
tween those was not significant. Also the accuracy of 
training in OK and IDW was less than the validation. It is 
shown that these methods are not reliable in this condi-
tion because it cannot predict the training data well. In 
this condition, the ANN model performed well and the 
IDW had the lowest accuracy. The interpolated maps are 
demonstrated in Figure 8. 

3.4. Third Test Case 

In a similar manner, the third condition data was used to 

predict local scour depth with ANN, OK and IDW. In 
this third test case, similar to second test, the bed sill was 
set in the flow direction but the distance between the 
bridge pier and bed sill was set to 15 cm. 

Figure 9 shows the results with the performance indi-
ces between predicted and observed data for the training 
and testing data sets, respectively. Again, the ANN 
model performs well in training and validation. The ac-
curacy of prediction was not considerably different be-
tween OK and IDW and as it is shown in Figure 10. The 
interpolated map of observation data, ANN, OK and 
IDW for the third test case is shown in Figure 10. 

Accuracy of training was more than validation in the 
ANN prediction, whereas in the two other mentioned 
methods, correctness of training was less than the valida-
tion. In other words, the results of the OK and IDW were 
not as precise as for ANN. The accuracy in training of 
ANN was more reliable when compared with OK and 
IDW methods. 

3.5. Fourth Test Case  

The fourth test case was similar to second test, but the 
distance between bridge pier and bed sill was set to 5cm. 
From ANN prediction, the best structure was found to be 
a configuration of 2-4-4-1. 

Figure 11 shows the results with the performance in-
dices between predicted and observed data for the train-
ing and testing data sets, respectively. 

The three interpolated maps of the aforementioned 
methods are very similar (Figure 12) and comparison 
between these three training and validations for evaluat-
ing scour depth in all runs for ANN, OK and IDW re-
vealed that the difference in accuracy between them was 
not significant.  

3.6. Fifth Test Case 

In the fifth test case the bridge pier was set separately in 
the flume. From ANN estimates, unlike the previous four 
conditions, the best result was obtained for a 2-4-4-4-1 
structure.  

The comparison between these three training and 
validations for evaluating scour depth in all runs for 
ANN, OK and IDW revealed that the difference in accu-
racy between these was not significant (Figure 13). It 
was found that the ANN accuracy was better than other 
methods. 

This test was similar to the fourth test where the three 
interpolated maps of the methods were very similar to 
interpolated map of observed data (Figure 14). 

3.7. Sixth Test Case 

This experiment was similar to the second test case,   
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(a)                                                            (b) 

 

     
(c)                                                            (d) 

 

     
(e)                                                            (f) 

Figure 5. Performance of ANN, OK and IDW for the first test case: a) ANN Validation; b) ANN Training; c) OK Validation; 
d) OK Cross Validation; e) IDW Validation; f) IDW Cross Validation. 
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Figure 6. Interpolated maps of observed data, ANN, OK and IDW test for first Test case. 
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(c)                                                            (d) 

 

     
(e)                                                            (f) 

Performance of ANN of first test case (convex type); a) testing, b) training 

Figure 7. Performance of ANN, OK and IDW for the 2nd test case: a) ANN Validation; b) ANN Training; c) OK Validation; 
d) OK Cross Validation; e) IDW Validation; f) IDW Cross Validation. 
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Figure 8. Interpolated maps of observed data, ANN, OK and IDW test for second Test case. 
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(c)                                                            (d) 
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(e)                                                            (f) 

Figure 9. Performance of ANN, OK and IDW for the third test case: a) ANN Validation; b) ANN Training; c) OK Validation; 
d) OK Cross Validation; e) IDW Validation; f) IDW Cross Validation. 

 

  
 

  

Figure 10. Interpolated maps of observed data, ANN, OK and IDW test for third Test case. 
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(a)                                                            (b) 

 

     
(c)                                                            (d) 

 

     
(e)                                                            (f) 

Figure 11. Performance of ANN, OK and IDW for the fourth test case: a) ANN Validation; b) ANN Training; c) OK Valida-
tion; d) OK Cross Validation; e) IDW Validation; f) IDW Cross Validation. 
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Figure 12. Interpolated maps of observed data, ANN, OK and IDW test for fourth Test case. 
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(c)                                                            (d) 

 

     
(e)                                                            (f) 

Figure 13. Performance of ANN, OK and IDW for the fifth test case: a) ANN Validation; b) ANN Training; c) OK Validation; 
d) OK Cross Validation; e) IDW Validation; f) IDW Cross Validation. 
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Figure 14. Interpolated maps of observed data, ANN, OK and IDW test for fifth Test case. 
 

     
(a)                                                            (b) 

 

     
(c)                                                            (d) 
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(e)                                                            (f) 

Figure 15. Performance of ANN, OK and IDW for the sixth test case: a) ANN Validation; b) ANN Training; c) OK Validation; 
d) OK Cross Validation; e) IDW Validation; f) IDW Cross Validation. 

 

  
 

  

Figure 16. Interpolated maps of observed data, ANN, OK and IDW test for sixth Test case. 
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(a)                                                            (b) 

 

     
(c)                                                            (d) 

 

     
(e)                                                            (f) 

Figure 17. Performance of ANN, OK and IDW for the seventh test case: a) ANN Validation; b) ANN Training; c) OK Valida-
tion; d) OK Cross Validation; e) IDW Validation; f) IDW Cross Validation. 
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Figure 18. Interpolated maps of observed data, ANN, OK and IDW test for seventh Test case. 
 

     
(a)                                                            (b) 
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(c)                                                            (d) 

 

    
(e)                                                            (f) 

Figure 19. Performance of ANN, OK and IDW for the eighth test case: a) ANN Validation; b) ANN Training; c) OK Valida-
tion; d) OK Cross Validation; e) IDW Validation; f) IDW Cross Validation. 

 
however the diameter of bed sill was equal to 1.2 times 
the channel width. 

From ANN prediction, the optimal architecture was 
determined by varying the number of hidden neurons 
(from 1 to 20), and the best structure was selected. It was 
found that best structure has only one hidden layer and 
its architecture has the configuration of 2-17-1.  

Figure 15 shows training and validation results, re-
spectively. Again, the ANN model performs much better 
in training and validation. In OK and IDW the accuracy 
of training is less than validation, but OK showed the 
best results after ANN. An interpolated map of ANN 
(Figure 16) conforms to the interpolated map of ob-
served local scour depth but the OK and IDW interpo-

lated maps are not matched to the observed interpolated 
map. 

3.8. Seventh Test Case 

This seventh test case was similar to the third case, how-
ever the diameter of bed sill was equal to 1.2 times the 
flume width. 

From ANN prediction the best structure was selected. 
It was found that the most accurate results involved use 
of configuration 2-7-4-1. 

Figure 17 depict training and validation results sepa-
rately for ANN, OK and IDW, respectively, for the sev-
enth data set. When these methods are compared, it was 
shown that ANN had the bes  accuracy and IDW had a  t  
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Figure 20. Interpolated maps of observed data, ANN, OK and IDW test for eighth Test case. 
 
low accuracy. Comparisons between these three interpo-
lated maps show that the interpolated map of ANN is 
very similar to the interpolated map of observed local 
scour depth (see Figure 18).  

3.9. Eighth Test Case 

In the eighth test case, the bed sill was set in the flow 
direction with a distance of 25cm between the bridge pier 
and bed sill. From ANN prediction the best structure was 
selected. It was found that the most accurate results in-
volved the use of a configuration 2-12-4-1. In the esti-
mate from this test case, like the last seven estimates, 
ANN has better results when compared with the other 
methods (Figure 19) and the difference in accuracy be-
tween OK and IDW isn’t significant, as confirmed by the 
interpolated maps (Figure 20). 

4. Appropriate Methods for Prediction of 
Local Scour Depth  

In order to identify the most accurate of the three pre-

sented methods, Table 1 represents the results of the 
research for all conditions. For all conditions, the ANN 
has the best accuracy in training and validation. ANN 
performance shows significant preciseness under every 
condition for the prediction of local scour depth. Only in 
the fifth test case, the difference in accuracy was very 
close for all methods. Performance of OK reveals good 
accuracy, but it has lower precision when compared with 
the ANN performance. In OK and IDW, accuracy of 
training is almost the same but OK has better precision in 
validation performance. Consequently, IDW shows lower 
performance over all conditions. 

5. Conclusions 

This paper outlines the application of artificial neural 
network (ANN), namely the multi-layer perceptron, the 
ordinary kriging (OK) and the inverse distance weighting 
(IDW) models in the estimation of local scour depth 
around bridge piers where bed sills have been installed. 

The results of this study showed that the ANN model 
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gives more accurate local scour depth predictions than 
the existing methods. As such, it is recommended that the 
ANN model be used for local scour depth predictions 
instead of the kriging and inverse distance weighting 
models. 

The ANN with two hidden layers was selected as the 
optimum network to predict local scour depth, whereas 
the network that includes one hidden layer and 17 hidden 
nodes within that layer was the best model to predict 
local scour depth as it is shown in the sixth test case with 
D/W = 1.2 and r = 5 cm. Also three layers was found the 
best model to predict local scour depth for test case with 
no sill as it is shown in the fifth test case. 
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ABSTRACT 

The development of the information technology has brought threats to human society when it has influenced seriously 
the global politics, economics and military etc. But among the security of information system, buffer overrun vulner-
ability is undoubtedly one of the most important and common vulnerabilities. This paper describes a new technology, 
named program slicing, to detect the buffer overflow leak in security-critical C code. First, we use slicing technology to 
analyze the variables which may be with vulnerability and extract the expressions which will bring memory overflow. 
Secondly, we utilize debug technology to get the size of memory applied by the variable and the size of memory used for 
these code segments (the slicing result) further. Therefore we can judge whether it will overflow according to the 
analysis above. According to the unique excellence of program slicing performing in the large-scale program’s debug-
ging, the method to detect buffer overrun vulnerability described in this paper will reduce the workload greatly and 
locate the code sentences affected by corresponding variable set quickly, particularly including the potential vulner-
ability caused by parameter dependence among the subroutines. 
 
Keywords: Program Slicing, Buffer Overflow, Inter-Procedure Slicing, Debug, System Dependence Graph 

1. Introduction and Related Work 

As early as the beginning of 1970s, buffer overflow has 
been wildly believed that it is caused by the defects of C 
language’s design model. Array and pointer references 
are not automatically bounds-checked, so programmers 
must be up to do these checks by themselves. It is more 
important that many of the string operations supported by 
the standard C library such as strcpy(), strcat(), sprintf(), 
gets(), are unsafe actually. They directly copy data with 
unknown size to the fixed buffer (as shown in Figure 1), 
causing data overwriting in memory, access violation, or 
execution of malicious code designed by hackers. The 
data from CERT shows that 55 percent of general injec-
tion attacks are buffer overflow attacks [1], and that 
among the thirty new vulnerabilities happened during 
April 19 to May 30 in this year, buffer overflow holds 40 
percent [2].  

Currently, there are some problems to be solved. Tools 
with static buffer overflow detection based on string 
matching algorithms maintain a high rate of false alarms.  

If the functions existed in the program match the vulner-
ability database carrying by themselves, they give the 
corresponding reports. 

Now, the common detection methods check the bound 
of arrays. They regard the memory space variable applied 
as integer range, for example, char e.g. [10], and its range 
is [1, 10]. When data are copied into it, we must judge 
whether the buffer overflows. But problems are still ex-
isted. First, we are hard to know how many sizes of the 
buffer have been used. Because we used to call library 
function to operate the string, and almost all of the library 
 

  
// no buffer overflow  
void NoVulFunc(void) 
{ 
char dest[6]; 
…… 
strcpy(dest,”Hello”); 
…… 
}  

 
// buffer overflow 
void VulFunc(void) 
{ 
char dest[6]; 
…… 
strcpy(dest,”HelloWorld”); 
…… 
} 

 
This work was supported in part by the Natural Science Foundation of 
China (60703086, 60873231, 60873049, 60973046), Jiangsu Natural 
Science Foundation of China (BK2009426). Figure 1. An example of a buffer overflow. 
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function’s source code is private or existed in DLLs. 
Second, these tools are hard to deal with a program with 
multiple procedures. Lastly, tracking every variable’s 
buffer is almost impossible in a large project. 
To solve these problems, many researchers have pre-
sented methods and tools for detecting buffer overflows. 

1) The static detection methods based on string match-
ing. Through string matching, the UNIX’s tool, grep, can 
be used to find the unsafe library function call. The tool 
RATS [3,4], developed by Secure Software inc., also 
studies the unsafe function call in the source code. It 
matches with the vulnerability database, and then gives 
the description of the vulnerabilities. Those tools as men-
tioned above can hardly analyze the semantics and 
grammar of a program, thus they have many limitations 
and high false positive. 

2) The detection method based constraint analysis. 
Splint [5], developed by university of Virginia, is a static 
analysis tool used to detect the vulnerabilities in the C 
program. It adds information of constraint to the source 
code, and then makes lexical, grammar and semantic 
analysis for the source. It judges the leaks that may hap-
pen in a program and gives the related instructions. From 
the workflow of the Splint, its limitation is that it re-
quests analysts to be known the source well, and to add 
notations to the interesting variables and functions. 

3) The dynamic detection methods. The dynamic de-
tection tool of buffer overflows first inserts some detect-
ing codes in the place where it may happen buffer over-
flow, then compiles and executes the codes after insert-
ing, and finally, detects whether overflow happens during 
the execution. But the dynamic detection has defects of 
efficiency and coverage. 

Against the problems described above, this paper pro-
poses a novel method of program analysis, program slic-
ing [6-8], to detect the buffer overrun. 

2. Program Slicing 

Program slicing [6], originally introduced by Weiser, has 
been widely used in maintenance of software, program 
debugging, software testing, code analysis, reverse engi-
neering and so on. For example, during the program de-
bugging, we hope to allocate the codes causing the error. 
But perhaps the program is too large to find by our hands. 
If we apply program slicing, we can exclude the codes 
that have nothing to do with the error, then allocate the 
error in a smaller range. 

In general, program slicing technology has experience 
a lot: from static slicing to dynamic, from forward slicing 
to backward, from single procedure to multiple, from 
non-distributed slicing to distributed, etc. 

The slice of a program with respect to program point p 
and variable x consists of all statements and predicates of 

the program that might affect the value of x at point p 
(see Figure 2). This concept, originally discussed by 
Mark Weiser, can be used to isolate individual computa-
tion threads within a program. In Weiser’s terminology, a 
slicing criterion is a pair <p,v>, where p is a program 
point and v is a subset of the program’s variable. 

With the expansion of the program scale, it is inevita-
ble that program contains multiple procedures. So it ap-
pears more important to study inter-procedural slicing. 
Regarding inter-procedural slicing as a question of 
graph’s reachability, S.Horwitz et al. [8] introduce sys-
tem dependence graph (SDG) to represent the program’s 
dependence graph (PDG). 

PDG is a directed graph connected by different kinds 
of vertexes and some edges (e.g. Figure 3). And the ver-
texes include function’s entrance node, declaration node, 
assignation node, control predicate node, function’s call 
site node, parameter node, the FINAL_USE node of 
every variable, etc. The edges include control depend-
ence edge of program’s circuit, parameter-in and pa-
rameter edges generated by call and other data depend-
ence edges. If the definition of variable x in node n is a 
reachable definition of node m, node m is data dependent 
on n. Control dependents only exist in condition expres-
sion and inside the loop expression. 

SDG (e.g. Figure 4) composes of procedure depend-
ence graph, which is connected by edges that represent 
direct dependences between a call site and the called 
procedure and edges that represent transitive depend-
ences due to calls.  
 

 // a simple example 
1   void EgForSlicing () 
2   { 
3      int a = 0; 
4      int b = 0; 
5      int c = 5; 
6      if(c > 10) 
7         a++; 
8      else 
9         b++; 
10   } 

Slice for variable a in 7th 
expression 
1   viod EgForSlicing () 
2   { 
3       int a = 0; 
6       if(c > 10) 
7         a++; 
10   } 

Slice for variable c in 6th 
expression 
1    viod EgForSlicing ()
2     { 
5        int c = 5; 
10    } 

Slice for variable b in 9th 
expression 
1    viod EgForSlicing () 
2    { 
4       int b = 0; 
6       if(c > 10) 
8       else 
9         b++; 
10    } 
 

 

 

Figure 2. A sample of program slicing. 
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 //a sample with single 
//procedure 

void main () 
{ 

int i = 0; 
while (i < 10) 

         i++; 
} 

Control dependence

Data dependence 

 

Figure 3. A program and its PDG. 
 

 //a sample with two 
//procedures 
void main() 
{ 
   int i = 0; 
   inc (i); 
} 
void inc (int a) 
{ 
    a++; 
} 

Control dependence

Data dependence 

 

Figure 4. A sample program and its SDG. 
 

For every call site, we use four sorts of vertices to de-
note the parameter passing: on the calling side, informa-
tion transfer is represented by a set of vertices called ac-
tual-in and actual-out vertices. These vertices, which are 
control dependent on the call-site vertex (see Figure 4), 
represent assignment statements that copy the values of 
the actual parameters to the call temporaries and from the 

return temporaries, respectively. Similarly, information 
transfer in the called procedure is represented by a set of 
vertices called formal-in and formal-out vertices. These 
vertices, which are control dependent on the procedure’s 
entry vertex, represent assignment statements that copy 
the values of the formal parameters from the call tempo-
raries and to the return temporaries, respectively. 

3. An Algorithm of Buffer Overflow  
Detection 

In this section, we will show in detail an algorithm of 
detecting buffer overflow through program slicing. The 
algorithm includes four steps as follows. 

Step 1. Constructing PDGs 
Through the lexical and syntax analysis (with Flex and 

BYACC) of the program to be detected, we first con-
struct the vertices in PDGs. There are usually seven 
kinds of vertexes as follows. 

1) The beginning vertex of compound statements 
which includes function, if-else, switch statements and so 
on; 

2) The end vertex of compound statements; 
3) Call-site vertex; 
4) Actual-in and actual-out vertex; 
5) Formal-in and formal-out vertex; 
6) FinalUse vertex; 
7) Others vertex such as ordinary definition statements 

(e. g.: int i), predicate vertexes (e. g.: the judgment part 
of a if statement) and jump statements (e. g.: break, goto 
and so on). 

Then we construct the edges of PDGs by analyzing the 
program dependences (includes control dependences 
and data dependences, see Figure 4). 

Step 2. Constructing SDG 
According to the PDGs in Step 1, the SDG can be con-
structed by the following substeps: 

1) For each call site, a call edge from the call-site ver-
tex to the corresponding procedure-entry vertex, is added 
into the PDG related. 

2) For each actual-in vertex v at a call site, we add in 
PDGs a parameter-out edge from v to the corresponding 
formal-in vertex in the call procedure; 

3) For each actual-out vertex v at a call site, we add in 
PDGs a parameter-out edge to v from the corresponding 
formal-out vertex in the called procedure; 

4) We finally add in PDGs an edge between actual-out 
vertex to actual-in vertex if they are reachable between 
the corresponding formal-out and the corresponding for-
mal-in. 

Step 3. Computing program slices by traversing SDG 
in two phases 

Supposing that we want to computer the inter-procedure 
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slice of the variables in vertex n. 
Phase 1: Starting from the vertex n, we travel re-

versely the SDG through the control dependence edges 
and data dependence edges (not including parameter-in 
edges), and then mark all of reachable vertexes. 

Phase 2: Starting from the vertexes marked in phase 1, 
through the control edges (not including call-site edges) 
and data dependence edges (not including parameter-out 
edges), we mark all of reachable vertexes. 

The result of the inter-procedure slice is the union set 
of the marked vertexes in above two phases. 

Step 4. Detecting Buffer Overflow 
For each variable needed to analyze, we can use a data 

structure to store the information of usage. The data 
structure includes variables, the flags of overflow, the 
usage information and the total size of memory applied 
by a variable. For example, char p [10], the detection 
model about p is as follows (see Figure 5). 

From the abstract syntax tree obtained by lexical 
analysis and syntax analysis, we can get each call func-
tion. Through the inter-procedure slicing of the parame-
ters of the vulnerable functions, we then can obtain a 
piece of executable code segment which may affect these 
parameters. At last, we watch the memory of the variable 
for judging whether the buffer related is overflow, by 
setting breakpoints in a debugger at the beginning of the 
main function and the vulnerable function. 

4. Implementation 

Through the intermediate representation AST of a pro-
gram (from the lexical and syntax analysis of the pro-
gram), we can construct some useful graphs such as 
PDGs and SDGs. In PDGs, the data structure of nodes 
and edges are as follows. 

struct PDGNode { 
CFGType type;          

//type of node, such as “DEFINE”, “IF”, “WHILE”. etc 
      StructId   astId;            

//node’s ID in AST  
      PDGId    father;            

//connect to the control predicate 
      PDGId    tBranch, fBranch;  

 //the PDGID of true branch or false branch  
   PDGId    ifd;           

//post-dominator  
  ListId     prevHead;        

//the first node’ID of the father node table 
  PDGId    callLink;         

//link to the first function call site 
      DepEdgeId cdFirst;         

//the ID of the node’s first control dependence edge 
  DepEdgeId ddFirst;          

//the ID of the node’s first data dependence edge 

 P: 

noFlow 

h e l l o \0 

hasUsed maxLen 
 

Figure 5. The detection model of buffer overflow. 
 

}; 
struct DepEdge { 

   int       depSrc;      
//the PDG ID of dependence source  

   int       depDest;    
//the PDG ID of dependence destination  

DepEdgeId srcNext;   
//the next dependence edge with the same dependence 

//source  
DepEdgeId destNext;    

//the next dependence edge with the same dependence  
//destination  

}; 
According to the algorithm in above section, we can 

construct SDGs from PDGs by adding some edges with 
the following functions. 

1) Adding control dependence edges from call-site to 
the callee’s body, through the function AddEdge (CTRL_ 
EDGE, callSite, entry).  

2) Adding data dependence edges from actual-in to 
formal-in, through the function AddEdge (DATA_EDGE, 
Actual_in, Formal_in) 

3) Adding data dependence edges from formal-out to 
actual-out, through the function AddEdge (DATA_EDGE, 
Formal_out, Actual_out) 

The function AddEdge inserts dependence edges to the 
dependence table according to the edge’s style. Then we 
assign an ID of the new edge to the destNext (a member 
variable of DepEdge). The following codes show in de-
tail the implementation of AddEdge. 

AddEdge (int kind, int from, int to) 
{ 

int lastEdge; 
   DepEdge dep (from, to);  
   depTable. insert (dep); 
   switch (kind) 
   { 
     case CTRL_EDGE: 
       lastEdge = pdgTable [from]. cdFirst; 
    break; 
   case DATA_EDGE: 
    lastEdge = pdgTable [from] .ddFirst; 
    break; 

}  
   if (lastEdge < 1)  
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//if this node has no dependence edge 
{ 

   pdgTable [from]. cdFirst = depTable. getCurId(); 
   return; 
   } 
  //if the node has dependence edge already  
  while ((depTable [lastEdge]. depDest! = to)&&  

depTable [lastEdge]. destNext >= 1) 
 lastEdge = depTable [lastEdge]. destNext; 

     depTable [lastEdge]. destNext = depTable.getCurId (); 
} 

The dependence between the actual parameter can be 
formed according to the dependence among the corre-
sponding formal parameters. When we analyze the li-
brary function, we suppose that each actual-out is de-
pendent on the actual-in. So we need not go deep into the 
inner of the library function body. The detail codes of the 
dependence among formal parameters are as follows. 

void BuildInterActualParameterDep (int fnId) 
{ 

//paramNum is the number of the parameter 
for(int i = 0; i < fnTable[fnId]. paramNum; i++)  

//judge whether the corresponding formal-in can 
//reach the corresponding formal-out 
if (IsReachable (formal-in, formal-out)) 
//Add edge between the corresponding actual-in             
//and the corresponding actual-out; 
AddEdge (DATA_EDGE, actual-in, actual-out); 

 } 
According to the algorithm described in section 3, we 

need to traverse the SDG in two phases. Because pa-
rameter-out edges are not followed, the traversal in phase 
1 does not descend into procedures. But the effects of 
such procedure are not ignored. The presence of transi-
tive flow dependence edges from actual-in to actual-out 
vertices permits the discovery of vertices that can reach 
the vertex you want to slice through a procedure call, 
although the graph traversal does not actually descend 
into the called procedure. In phase 2, because call edges 
and parameter in edges are not followed, the traversal 
does not ascend into the calling procedure; the transitive 
flow dependence edges from actual-in to actual-out ver-
tices make such ascents unnecessary. So we can solve the 
call-context problem (as shown in the following codes). 

void InterProSlice (SDGs, PDGId vulPdgNode) 
{ 
 //phase 1: traverse in calling procedure  
 ReachingNode (s, vulPdgNode, {parameter_out}); 
 //phase 2: traverse in called procedure  
 //vSet is a set marked in phase 1; 
 ReachingNode(s, vSet, {parameter_in, call}); 
} 

 void ReachingNode(SDG s, vSet, kind) 

//vSet is the set of vertex 
//kind is type of the vertex  

{ 
stack<PDGId> nodeStack; 
push the vertices that exist in the vSet to the stack;  
while (!nodeStack .IsEmpty()) 
{ 

pop a vertex v from the stack; 
mark the vertex v; 
while (if v’s depTable is not empty) 
{ 

push the vertices existed in the depTable to the stack; 
} 

} 
} 

After obtaining the result of the slicing, we set break-
point at the beginning of the main function and at the 
place of the vulnerable function, then call the debugger 
(for example: the debugger embedded in Microsoft Vis-
ual Studio or the Zeta debugger [9]) to execute by step 
until the end. The implementation is as follows: 
void BufferOverDetect (int start, int end, int vulPos, char * 
fileName) 

{  
char buf [10]; 
ZD_LoadProgram (fileName); 

 ZD_SetBreakPoint (start,true); 
 ZD_SetBreakPoint (vulPos,true); 
 ZD_RunTo (start); 
 While (start <= end) 

 { 
  ZD_RunTo (++start); 

} 
/*the function below is used to read a byte of 

content starting from the memory address of 
add to the buf. The add is passed as follows: if 
you want to check whether vul (vul is defined 
like this: char vul [10]) will be overflowed, we 
just need to watch the content of the vul [10], 
and the add is & vul [10].*/ 
ZD_Read (add, 1, buf); 

} 

5. A Sample 

In this section, we will show based on program slicing a 
sample (see Figure 6), where the variable of vulBuf will 
be overflowed. 

Due to the restriction of space, parts of the vertices in 
Figure 6 have been abbreviated shown as follows.  

D:noR    = DEFINE:noRelated;   
D:noRBuf = DEFINE:noRelatedBu; 
D:vulBuf = DEFINE:vulBuf;   
A:noR++ = ASSIGN:noRelated++; 
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Figure 6. A sample of buffer overflow and its SDG. 
 
  C:copy   = CALL_SITE:copy;   

F:noR    = FINALUSE:noRelated; 
  F:noRBuf = FINALUSE:noRelatedBuf;   

F:vulBuf = FINALUSE:vulBuf; 
  A_IN  = ACTUAL_IN;   

A_OUT  = ACTUAL_OUT; 
F_IN  = FORMAL_IN;   
F_OUT  = FORMAL_OUT; 

  A_IN_1 = ACTUAL_IN_1;   
A_OUT_1  = ACTUAL_OUT_1; 
A_IN_2 = ACTUAL_IN_2;   
A_OUT_2  = ACTUAL_OUT_2; 

After constructing the SDG, we start to find the vul-
nerable function call with the matching. Then we can 
find the strcpy in the copy may cause overflow. So we 
make inter-procedure slicing for variable p, and obtain 

the result showed in Figure 7. 
Then we call the debugger, and set breakpoint at the 

beginning of the main function and at the place of the 
strcpy, by starting to execute by step. At last, we will 
find vulBuf[10] equals character of NULL (see Figure 8). 
This shows that vulBuf has been overflowed. 

After debugging, we will give the corresponding re-
port. 

There are some advantages in our detection tool based 
on program slicing. First, this tool improves the accuracy 
greatly compared with the ITS4 and RATS which use 
string matching to detect the buffer overflows. Second, 
through program slicing, we can get rid of the useless 
codes. Compared with the detecting tool that sets a con-
straint for each variable and watches its value, our tool 
can reduce the variables needed to watch, improve the 
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# include <string.h> 
void copy(char *p) 
{ 

strcpy (p,”HelloWorld”); 
} 
void main() 
{ 

char vulBuf [10]; 
copy (vulBuf); 

} 

  

Figure 7. The slice result of the sample in Figure 6. 
 

 

 

Figure 8. The result of a detection debugger. 
 
performance. Third, compared with the Splint, our tool 
needs not to insert information of constraint to the source. 
So the analyst needs not learn the program a lot. 

6. Conclusions 

This paper introduces inter-procedure slicing to solve the 

problem of detecting buffer overflow. Compared with the 
other methods, this method has the high performance and 
excellent precision. But our tool is only fit for the pro-
grams coded by C, and it is still blindness in the ob-
ject-oriented languages. So eliminating the blindness will 
be our further work. 
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ABSTRACT 

As a discipline, software engineering is not as mature as other engineering disciplines, and it still lacks consensus on a 
well-recognized set of fundamental principles. A 2006 analysis surveyed and analyzed 308 separate proposals for prin-
ciples of software engineering, of which only thirty-four met the criteria to be recognized as such. This paper reports on 
a further analysis of these thirty-four candidate principles using two sets of engineering criteria derived from: A) the 
engineering categories of knowledge defined by Vincenti in his analysis of engineering foundations; and B) the joint 
IEEE and ACM software engineering curriculum. The outcome of this analysis is a proposed set of nine software engi-
neering principles that conform to engineering criteria. 
 
Keywords: Engineering Criteria, Software Engineering Principles, Vincenti, Engineering Verification Criteria 

1. Introduction 

Software engineering is defined by the IEEE as: 
“1) The application of a systematic, disciplined, quan-

tifiable approach to the development, operation and 
maintenance of software, i.e. the application of engi-
neering to software.  

2) The study of approaches as in 1” [1]. 
The intended goals of software engineering are differ-

ent from those of computer science. In software engi-
neering, artifacts are designed, produced and put into 
operation, while in computer science the theoretical 
foundations of information and computation are the ob-
ject of study. Computer science deals with the investiga-
tion and analysis of algorithms and their related problems, 
in order to enable the computer perform the task [2].  

Computer science is the discipline that underlies soft-
ware engineering, and it is to be expected that the princi-
ples for computer science will be different from the prin-
ciples of software engineering. For example, a principle 
proposed in computer science, “Use coupling and cohe-
sion” [3], deals with the underlying science, while soft-
ware engineering principles are more general, like “Ap-
ply and use quantitative measurements in decision mak-
ing” [3]. 

Of course, software engineering is still an emerging 
engineering discipline and is not yet as mature as other 

traditional engineering disciplines such as mechanical 
and electrical engineering. Much of the research con-
ducted to date in software engineering has focused on 
developing methods, techniques, and tools, and consid-
erably less on exploring the engineering foundations of 
software engineering, including identifying the software 
engineering fundamental principles, or how to apply 
them in research and practice. 

A significant amount of the work carried out to date on 
software engineering principles has been based on expert 
opinion, with a few exceptions in which defined research 
methodologies have been used, such as in [4] and [5], 
where Delphi rounds are applied to develop an initial 
consensus among a group of 12 experts on a set of can-
didate principles for software engineering.  

In a 2006, literature survey on this topic, covering the 
previous 20 years [3], 308 separate proposals for candi-
date software engineering principles was identified. 
These were then analyzed against a set of criteria related 
to the specific concept of a ‘principle’, following which 
only 34 were recognized as bona fide ‘candidate’ funda-
mental principles (FPs) [3]. However, the research scope 
of that study did not, include within its research scope an 
analysis of these candidates from an engineering per-
spective. 

In this paper, we perform that analysis. One of the 
challenges, of course, is to figure out what criteria should 
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be verified from an engineering perspective, since, in the 
traditional engineering literature, such criteria are not 
explicitly described. This paper documents the method-
ology to make that determination, as well as what we 
found when we applied them to the set of 34 candidate 
FPs.  

The paper is organized as follows: Section 2 presents 
related work on software engineering principles. Section 
3 presents the analysis methodology selected. Section 4 
identifies the software engineering verification criteria. 
Section 5 describes the application of these criteria. Sec-
tion 6 presents the analysis results. Section 7 points out 
the limitations of that work. Section 8 presents our con-
clusion. 

2. Related Work on Software Engineering 
Principles 

The expression “fundamental principle” is composed of 
two terms. According to the Cambridge University Dic-
tionary, the term “fundamental” means “forming the base, 
from which everything else originates; more important 
than anything else”, and “principle” means “a basic idea 
or rule that explains or controls how something happens 
or works”.  

From the literature on software engineering principles, 
the authors of [3] inventoried 308 principles that had 
been proposed by individuals (for instance [6,8]) or as 
part of a collaborative effort [9-11]. With the exception 
of [11] and [3], the authors involved proposed only 
nominative principles, without including either formal 
definitions or procedures for implementing them. To 
verify whether or not each of these was indeed a candi-
date ‘fundamental’ principle, in our sense of the terms, a  

two-step verification process was used in [3] and [3-12]: 
1) Identification of seven verification criteria 

Five criteria applicable to each proposed principle were 
derived from [4]: 
 A principle is a proposal formulated in a prescrip-

tive way;  
 A principle should not be directly associated with, 

or arise from, a technology, a method, or a tech-
nique, or itself be an activity of software engineer-
ing; 

 The principle should not dictate a compromise (or a 
proportioning) between two actions or concepts; 

 A principle of software engineering should include 
concepts connected to the engineering discipline; 

 It must be possible to test the formulation of a 
principle in practice, or to check its consequences. 

Two additional criteria were identified as applicable 
across the full set of proposed principles:  
 The principles should be independent, e.g. not de-

duced [6];  
 A principle should not contradict another known 

principle [4]. 
2) Verification of each of the proposed 308 principles 

surveyed against these criteria 
In [3] it is reported that only 34 of the 308 proposals 

met the full set of criteria to be recognized as candidate 
FPs. Table 1 lists them, in alphabetical order [3].  

In their paper “Fundamental Principles of Software 
Engineering–A Journey” [4], the authors identified a set 
of fundamental principles through a well documented 
research methodology. They defined the relationships 
between principles, standards and implemented best 
practices as illustrated in Figure 1. 

 

 

Principles of 
Engineering 

and other 
Disciplines 

Principles of 
Software 

Engineering 

 
Practices 
Standards 

Implemented 
“Best 

Practices” 

SWE principles 
are specific cases of 

general 
engineering 
principles 

SWE principles 
organize, explain and 

validate practices 
standards. 

Practices are  
deployed based on  
practice standards. 

Some SWE principles 
may be generalized 
to principles for the 

engineering of 
complexe systems. 

SWE principles 
should be 

“abstractions” 
of practice standards. 

Practice standards 
should be recordings 

of observed best 
practices. 

 

Figure 1. Relationships between principles, standards and practices [4].  
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This figure illustrates the relationships sought among 

principles standards and practices. It is believed that a 
body of fundamental principles has been recorded for 
some branches of engineering, e.g. (Vincenti, 1990). 
Most of the engineering branches have a history far 
longer than that of software engineering and software 
engineering principles (SWE principles in Figure 1) 
would, in general, be regarded as specializations of these 
principles. The software engineering principles would 
play the role of organizing, motivating, explaining, vali-
dating the practice standards and implemented practices 
should be based on those practice standards [4]. 

Working from the specific toward the general, practice 
standards would be recordings and idealizations of ob-
served and validated “best practices”. The software en-
gineering principles would be abstractions of the practice 
standards. Furthermore, software engineering principles 
might be candidates for generalization to the status of 
general engineering principles, particularly when com-
plexity is a concern [4]. 

3. Analysis Methodology 

The scope of the criteria used in [3] was limited to the 
concept of ‘principles’, and did not include the specific 
features of the engineering concepts themselves. This is 
the focus of the work reported here: the list of 34 candi-
date principles in Table 1 constitutes the input to the 
analysis process required to verify whether or not they 
conform to engineering criteria. This will make it possi-
ble to narrow the number of principles. More specifically, 
the research issue addressed in this paper is, which of 
these 34 candidate FPs conform to engineering criteria?  

Of course, engineering criteria are required for this 
verification and must be available, but no related work 
could be identified. So, the first challenge was to deter-
mine verification criteria from an engineering perspec-
tive. 

To tackle this issue, it was necessary to study the epis-
temology of engineering. For that purpose, two sources, 
Vincenti, the author of the book, What Engineers Know 
and How They Know It [13], and the joint IEEE-ACM 
software engineering curriculum [14] were selected: 
 Vincenti has identified a number of engineering 

knowledge types as key to the engineering disci-
plines and from which engineering criteria can be 
derived; 

 The IEEE and the ACM have documented a set of 
topics within their joint software engineering cur-
riculum from which engineering criteria can be de-
rived. 

The approach designed for identifying relevant criteria 
and applying them to the set of 34 candidate FPs consists 
of three phases—see Figure 2. 

Phase 1: Identification of two sets of verification cri-
teria 

This phase consists of the identification of criteria 
which would be relevant to any engineering discipline. 
Such criteria could have been taken either as is, when 
expressly identified and defined, or derived, when docu-
mented only implicitly. The inputs to this phase are the 
two sources of information identified from the related 
work. The outputs of this phase are the two sets of crite-
ria derived from Vincenti and from the IEEE-ACM joint 
software engineering curriculum. The criteria identifica-
tion phase based on Vincenti is summarized in Figure 3, 
which shows its inputs and outputs. 

The criteria identification phase based on the IEEE-ACM 
criteria is summarized in Figure 4, which shows its in-
puts and outputs. This phase is presented in greater detail 
in Section 4. 
Phase 2: Verification execution: 

The 34 candidate FPs will be taken as inputs in the 
second phase and analyzed next with respect to the two 
sets of engineering criteria identified in Phase 1. 

The output will be the FPs that have at least one direct 
mapping, and those that have only an indirect mapping to 
either Vincenti or to the IEEE-ACM engineering criteria. 
This phase is illustrated in Figure 5 and is presented in 
greater detail in Section 5. 
Phase 3: Analysis and selection: 

In Phase 3, the analysis across each set of engineering 
criteria is performed. This phase identifies the candidate 
FPs that meet engineering criteria from both sets of crite-
ria and those that do not. For instance, the candidate FPs 
that meet only the Vincenti criteria (Vincenti, 1990) and 
the candidate FPs that only meet the IEEE-ACM criteria 
[12] are then be analyzed to check whether or not they 
can be identified from the FP that are recognized as en-
gineering FPs. This phase is described in greater detail in 
Section 6. 

4. Phase 1: Identification of Engineering 
Criteria 

4.1. Vincenti 

Vincenti [17] studied the epistemology of engineering 
based on the historical analysis of five case studies in 
aeronautical engineering covering a roughly fifty-year 
period and proposed a taxonomy of engineering knowl-
edge. He identified different types of engineering 
knowledge and classified them into six categories: 

1) Fundamental design concepts,  
2) Criteria and specifications,  
3) Theoretical tools,  
4) Quantitative data,  
5  ) Practical considerations, and  
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Table 1. Inventory of Candidate FPs [3]. 

No Proposals–in alphabetical order 

1 Align incentives for developer and customer 

2 Apply and use quantitative measurements in decision making 

3 Build software so that it needs a short user manual 

4 Build with and for reuse 

5 Define software artifacts rigorously 

6 Design for maintenance 

7 Determine requirements now 

8 Don’t overstrain your hardware 

9 Don’t try to retrofit quality 

10 Don’t write your own test plans 

11 Establish a software process that provides flexibility 

12 Fix requirement specification errors now 

13 Give product to customers early 

14 Grow systems incrementally 

3 Implement a disciplined approach and improve it continuously 

16 Invest in understanding the problem 

17 Involve the customer 

18 Keep design under intellectual control 

19 Maintain clear accountability for results 

20 Produce software in a stepwise fashion 

21 Quality is the top priority; long-term productivity is a natural consequence of high quality 

22 Rotate (top performing) people through product assurance 

23 Since change is inherent to software, plan for it and manage it 

24 Since tradeoffs are inherent to software engineering, make them explicit and document them 

25 Strive to have a peer find a defect, rather than a customer 

26 Tailor cost estimation methods 

27 To improve design, study previous solutions to similar problems 

28 Use better and fewer people 

29 Use documentation standards 

30 Write programs for people first 

31 Know software engineering techniques before using development tools 

32 Select tests based on the likelihood that they will find faults 

33 Choose a programming language to ensure maintainability 

34 F aced with unstructured code, rethink the module and redesign it from scratch 
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Figure 2. The three-phase verification process. 
 

 

Figure 3. Identification of Vincenti engineering criteria. 
 

 

Figure 4. Identification of the IEEE-ACM engineering criteria. 
 

 

Figure 5. Phase 2: Process of verification against sets of engineering criteria. 
 

6) Design instrumentalities.  
According to Vincenti, this classification is not spe-

cific to aeronautical engineering, but can be transferred 
to other engineering domains. For instance, a detailed 
analysis of engineering knowledge types was used in [1] 
to analyze the content of the Software Quality Knowl-
edge Area of the Guide to the Software Engineering 
Body of Knowledge–SWEBOK [13]. 

Vincenti has distinguished seven elements for engi-
neering, which he refers to as “interactive elements”, and 
which he selected prior to categories of engineering 
knowledge types. These elements show the epistemo-
logical structure of the engineering learning process 
based on the analysis of the five aeronautical case studies. 
These seven elements represent, in Vincenti’s opinion, a 

necessary set of different elements that interact with each 
other for the completion of an engineering activity. These 
seven interactive elements are referred to here as the 
Vincenti engineering criteria, and are listed in Table 2. 
The abbreviations we have selected to represent each of 
these criteria are listed in the right-hand column of Table 
2. 

4.2. IEEE and ACM Joint Curriculum 

The IEEE Computer Society (IEEE-CS) and the Asso-
ciation for Computing Machinery joined forces to de-
velop a joint set of computer curricula, including one on 
software engineering. More specifically, chapter 2 of the 
joint software engineering curriculum lists the character-
istics of an engineering disc pline (see Table 3). These  i 
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Table 2. Engineering criteria identified in Vincenti. 

ID. Vincenti Engineering Criteria Abbreviation 

1 Recognition of a problem Problem 

2 Identification of concepts and criteria Criteria 

3 Development of instruments and techniques Techniques 

4 Growth and refinement of opinions regarding desirable qualities Quality 

5 Combination of partial results from 2, 3 and 4 into practical schema for research Testing 

6 Measurement of characteristics Measurement 

7 Assessment of results and data  Assessment 

 
Table 3. Identification of IEEE & ACM engineering criteria. 

ID. Engineering Criteria Identified Abbreviation 

1 
Engineers proceed by making a series of decisions, carefully evaluating options, and choosing an ap-
proach at each decision point that is appropriate for the current task in the current context. Appropriate-
ness can be judged by tradeoff analysis, which balances costs against benefits. 

Decision making 

2 
Engineers measure things, and, when appropriate, work quantitatively; they calibrate and validate their 
measurements; and they use approximations based on experience and empirical data. 

Measurements 

3 
Engineers emphasize the use of a disciplined process when creating a design and can operate effectively 
as part of a team in doing so. 

Disciplined process 

4 
Engineers can have multiple roles: research, development, design, production, testing, construction, 
operations, management, and others, such as sales, consulting, and teaching. 

Engineer’s roles 

5 
Engineers use tools to apply processes systematically. Therefore, the choice and use of appropriate tools 
is key to engineering. 

Use of Tools 

6 
Engineers, via their professional societies, advance by the development and validation of principles, 
standards, and best practices.  

Development and validation

7 Engineers reuse designs and design artifacts. Reuse design 

 
characteristics are adopted here as engineering verifica-
tion criteria. The abbreviations we have selected to rep-
resent each of these criteria are listed in the right-hand 
column of Table 3. 

5. Phase 2: Verification against the Two Sets 
of Criteria 

The set of 34 candidate FPs is next mapped to the two 
sets of engineering criteria: each candidate FP is taken as 
input and analyzed using each of Vincenti’s seven crite-
ria and, again, each of the seven IEEE-ACM software 
engineering criteria. 

The output of the mapping to Vincenti’s engineering 
criteria is presented in Appendix A-1, where the letter D 
represents a direct mapping, and the letter I an indirect 
one. For instance: 
 Candidate FP #2 (Apply and use quantitative 

measurements in decision making) maps directly to 

Vincenti’s criterion #6 and indirectly to Vincenti’s 
criterion #4.  

 Candidate FP #31 (Know software engineering 
techniques before using development tools) has 
only an indirect mapping to criterion #3 and to cri-
terion #7 (Assessment). 

 Finally, there are candidate FPs with no mapping to 
any engineering criteria: for instance, candidate FP 
#13 (Give product to customers early). 

This first verification against the Vincenti criteria 
leads to the following results (see Appendix A-1): 
 12 candidate FPs have at least one direct mapping 

to a Vincenti engineering criterion; 
 21 candidate FPs have only indirect mappings to 

Vincenti engineering criteria; 
 1 candidate FP has no direct or indirect mapping to 

any Vincenti engineering criteria. 
The second verification against the seven IEEE & 

ACM engineering criteria is presented in Appendix A-2. 
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For instance: 
 Candidate FP #2 (Apply and use quantitative 

measurements…) has a direct mapping to criteria 
#1 (Decision making) and #2 (Measurements). 
Candidate FP #16 (Invest in the understanding of 
the problem) is mapped indirectly to criteria #1 
(Decision making) and #3 (Disciplined process).  

 Candidate FP #4 (Build with and for reuse) is 
mapped directly and indirectly to criteria #7 (Reuse) 
and #3 (Disciplined process).  

 Finally, candidate FP #13 (Give products to cus-
tomers early) is not related to any engineering cri-
teria. 

This second verification against the IEEE and ACM 
criteria leads to the following results (see Appendix 
A-2):  
 15 candidate FPs have at least one direct mapping 

to an IEEE-ACM engineering criterion; 
 16 candidate FPs have only indirect mappings to an 

IEEE-ACM engineering criterion; 

 3 candidate FPs have neither direct nor indirect 
mappings to any IEEE-ACM engineering criteria. 

6. Phase 3: Analysis and Consolidation Using 
Both Sets of Criteria 

6.1. Analysis across Each Set of Engineering 
Criteria 

The candidate FPs with a direct mapping to either the 
Vincenti or IEEE-ACM criteria are listed in Table 4. 
From a comparison of the two columns in this table, the 
candidate FPs with direct mappings can be grouped into 
three sets:  

1) Candidate FPs with a Vincenti mapping similar to 
the IEEE-ACM mapping; 

2) Candidate FPs with a Vincenti mapping with no 
equivalent IEEE-ACM mapping; 

3) Candidate FPs with an IEEE-ACM mapping with 
no equivalent Vincenti mapping. 

 
Table 4. Candidate FPs that directly meet criteria from either set. 

# Vincenti Mapping # IEEE-ACM Mapping 

2 Apply and use quantitative measurements in decision making 2 Apply and use quantitative measurements in decision making 

4 Build with and for reuse 4 Build with and for reuse 

  5 Define software artifact rigorously 

  6 Design for maintenance  

7 Determine requirements now    

9 Don’t try to retrofit quality   

  10 Don’t write your own test plans 

11 Establish a software process that provides flexibility 12 Fix requirements specification error now 

14 Grow systems incrementally   

15 Implement a disciplined approach and improve it continuously 15 Implement a disciplined approach and improve it continuously 

16 Invest in understanding the problem   

  18 Keep design under intellectual control  

21 
Quality is the top priority; long term productivity is a natural con-
sequence of high quality 

21 
Quality is the top priority; long term productivity is a natural con-
sequence of high quality 

  22 Rotate (high performing) people through product assurance 

23 Since change is inherent to software, plan for it and manage it   

24 
Since tradeoffs are inherent to software engineering, make them 
explicit and document them  

24 
Since tradeoffs are inherent to software engineering, make them 
explicit and document them  

  25 Strive to have a peer, find a defect rather than a customer 

  26 Tailor cost estimation methods 

27 To improve design, study previous solutions to similar problems 27 To improve design, study previous solutions to similar problems 

  31 
Know software engineering techniques before using development 
tools 
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Set A:  

From Table 4, we can see that six candidate FPs (#2, 
#4, #15, #21, #24, #27) are present in both columns (the 
highlighted ones) and therefore satisfy at least one engi-
neering criterion in each set of criteria (Vincenti and 
IEEE-ACM): these six could reasonably be considered as 
FPs that conform to engineering criteria. 
Set B: 

From Table 4, we note that there are 6 other candidate 
FPs that meet the Vincenti criteria, but no IEEE-ACM 
criteria, and 9 candidate FPs that meet the IEEE-ACM 
criteria, but no Vincenti criteria. Can these still be con-
sidered as FPs, or are they merely instances of more 
fundamental principles? 

To answer this question, we could reasonably argue 
from the Vincenti subset that: 
 Candidate FP #7 (Determine requirements now) 

can be deduced from candidate FP #16 (Invest in 
understanding the problem);  

 Candidate FP #9 (Don’t try to retrofit quality) can 
be deduced from candidate FP #21 (Quality is the 
top priority; long-term productivity is a natural 
consequence of high quality); 

 Candidate FP #11 (Establish a software process 
that provides flexibility) can be deduced from FP 
#9 (Don’t try to retrofit quality). 

This would eliminate candidates FPs #7, #9, and #11 
from the list of FPs, since they represent specific instan-
tiations of more general FPs, while principles #16, #14, 
and #23 would be retained on the list of FPs.  
Set C: 

From Table 4, there remain 9 candidate FPs without a 
corresponding direct mapping to the Vincenti criteria. 
We could reasonably argue that these 9 can be deduced 
from those with direct Vincenti mappings: for instance,  

FP #18 (Keep design under intellectual control) and FP 
#31 (Know software engineering techniques before using 
development tools) can be deduced from FP #15 (Im-
plement a disciplined approach and improve it continu-
ously).  

This would eliminate candidate FPs #5, #6, #10, #12, 
#18, #22, #25, #26, and #31 from the list of FPs, since 
they represent specific instantiations of more general FPs, 
while retaining principle #15.  

In summary, this analysis has allowed us to refine the 
list of 34 candidate principles to 9 software engineering 
principles based on engineering criteria. This analysis 
has also eliminated the overlap between the various prin-
ciples; as a consequence, a subset of only 9 (see Table 5) 
from the list of 34 candidates identified in Seguin 2006 
are recognized as principles that conform to engineering 
criteria, the remaining 25 being specific instantiations of 
those 9. In Table 5, these software engineering FPs are 
sequenced from 1 to 9, along with their original sequence 
number (right-hand column) assigned when the initial list 
of 34 candidates was compiled. 

6.2. Identification of a Hierarchy 

Table 6 presents next the outcome of our analysis of the 
25 remaining candidate FPs as instantiations of the 9 
principles in Table 5 that conform to engineering crite-
ria. 

7. Work Limitations 

The initial list of 34 candidates taken as input for this 
research is not necessarily exhaustive: to summarize, 
these 34 candidates have been refined from 304 proposed 
principles identified in the literature over a period of 20 
years, up to 2006 [15]. The methodology used engineering  

 
Table 5. List of 9 software engineering principles. 

# Vincenti, IEEE-ACM mapping  

1 Apply and use quantitative measurements in decision making 2 

2 Build with and for reuse 4 

3 Grow systems incrementally 14 

4 Implement a disciplined approach and improve it continuously 15 

5 Invest in the understanding of the problem 16 

6 Quality is the top priority; long term productivity is a natural consequence of high quality 21 

7 Since change is inherent to software, plan for it and manage it 23 

8 Since tradeoffs are inherent to software engineering, make them explicit and document it  24 

9 To improve design, study previous solutions to similar problems 27 
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Table 6. Hierarchy of candidate principles for software engineering. 

# Direct mapping to Vincenti criteria Derived instantiation (= Indirect mapping) 

26 Tailor cost estimation methods 
2 

Apply and use quantitative measurements in decision mak-
ing 

8 Don’t overstrain your hardware 

4 Build with and for reuse   

5 Define software artifacts rigorously 
14 Grow systems incrementally 

20 Produce software in a stepwise fashion 

1 Align incentives for developer and customer 

10 Don’t write your own test plans 

17 Involve the customer 

18 Keep design under intellectual control 

20 Produce software in a stepwise fashion 

31
Know software engineering’s techniques before using development 
tools 

19 Maintain clear accountability for results 

29 Use documentation standards 

15 
Implement a disciplined approach and improve it continu-
ously 

10 Don’t write your own test plans 

7 Determine requirements now 

12 Fix requirements specification error now 16 Invest in understanding the problem 

17 Involve the customer 

9 Don’t try to retrofit quality 

22 Rotate (high performing people through product assurance 

25 Strive to have a peer  find a defect rather than a customer,  

30 Write programs for people first 

3 Build software so that it needs a short user manual 

11 Establish a software process that provides flexibility 

21 
Quality is the top priority; long term productivity is a natu-
ral consequence of high quality 

28 Use better and fewer people 

6 Design for maintenance 

33 Choose a programming language to ensure maintainability 

32 Select tests based on the likelihood that they will find faults 23 
Since change is inherent to software, plan for it and manage 
it 

34
In the face of unstructured code, rethink the module and redesign it 
from scratch. 

24 
Since tradeoffs are inherent to software engineering, make 
them explicit and document them 

  

27 
To improve design, study previous solutions to similar 
problems 
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criteria from Vincenti and the joint IEEE & ACM soft-
ware engineering curriculum to identify the 9 candidate 
principles that conform to these engineering criteria; 
however, this list of criteria is not necessarily exhaustive, 
and more criteria could eventually be added. 

Furthermore, most of the authors who proposed these 
principles did not provide operational descriptions of 
their proposals, and did not provide research experimen-
tation for each principle identified. 

8. Conclusions 

Software engineering, as a discipline, is certainly not yet 
as mature as other engineering disciplines, and, while a 
number of authors have proposed over 300 distinct FPs, a 
consensus on a set of well-recognized FPs has been 
lacking. This research report has taken as input, or as its 
object of study, the set of 34 statements identified in [15] 
as candidate FPs of software engineering. This set has 
been analyzed from an engineering perspective using the 
engineering criteria identified by either Vincenti or the 
IEEE-ACM joint effort on developing a software engi-
neering curriculum.  

The 34 candidate FPs were divided into three catego-
ries: A) candidate FPs that are directly linked to engi-
neering, B) candidate FPs that are indirectly linked to 
engineering, and C) candidate FPs with no specific link 
to engineering.  

In the next step, the candidate FPs that were generic 
were distinguished from the more specific ones: this dis-
tinction was based on the type of mapping (direct or in-
direct). In the final step, candidate FPs from both lists 
were analyzed and compared. Our proposed reduced list 
of 9 software engineering principles now needs to be 
further discussed by the software engineering commu-
nity. 

Of course, this list depends on the methodology used, 
and is being proposed to the engineering community for 
discussion and scrutiny with the aim of improving it and 
developing a consensus over time.  

There is no claim that this list is exhaustive or that it 
covers the whole software engineering discipline. Even 
though the inputs to this analysis were derived from an 
extensive literature survey, this does not guarantee that 
those authors have indeed provided full coverage of the 
software engineering discipline.  

Similarly, the hierarchy proposed in Table 6 is derived 
from the engineering criteria in our analytical approach. 
Further research should be carried out to verify the com-
pleteness of the criteria used. 
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ABSTRACT 

Before Information Systems are developed, they must have undergone a process called Systems Development Life Cycle 
(SDLC) using appropriate methodology. The SDLC consists of phases varying from author to author. However, an in-
formation systems project can only be successful with intense interaction amongst project manager, systems analyst, 
system designers and the end users. Viewed from the project manager’s perspective, the SDLC lacks the essence of 
project management activities. Similarly, end users involvement is not clearly specified. The main aim of this paper is to 
propose a framework for information systems management and development process which accommodates the views of 
the different participants. Furthermore, the paper sharpens the concept of conventional SDLC, on the basis of the pro-
posed framework. In addition, tools and methods that are appropriate for the implementation of the framework are 
herein discussed. 
 
Keywords: SDLC, Information Systems, Framework, Project Management, Development, End Users 

1. Introduction 

The early applications of computers were implemented 
without the aid of any explicit Information Systems (IS) 
development methodology and appropriate management 
techniques. In these early days, the emphasis of computer 
applications was towards programming. This meant that 
system developers were technically trained but were not 
necessarily good communicators. This often meant that 
the needs of the users in the application area were not 
well established, with the consequence that the IS design 
was frequently inappropriate for the application. Few 
programmers would follow any formal methodology; in 
most cases, they use rule-of-thumb and rely on experi-
ence [1].  

Estimating the date on which the system will be opera-
tional was difficult and applications were frequently be-
hind schedule. Programmers might spend a very large 
proportion of their time on correcting and enhancing the 
applications which were operational. Typically, a user 
will come to the programmer asking for a new report or 

modification of one that was already supplied. Often, 
these changes had undesirable effects on other parts of 
the system, which also had to be corrected. This vicious 
circle will continue, causing frustration to both pro-
grammers and users. As computers increased rapidly in 
number and management was demanding more appropri-
ate systems for their expensive outlay, the situation could 
not continue. There were three main changes [2]: 

1) The first was a growing appreciation of the part of 
the development of the system that concerns analysis and 
design and therefore, the role of the system analyst as 
well as that of the programmer;  

2) The second was realizations that as organizations 
were growing in size and complexity; it was desirable to 
move away from one-off solutions towards a more inte-
grated approach; 

3) The third was an appreciation of the desirability of 
an accepted methodology for the development of infor-
mation systems.  

Organizations today are much more concerned about 
the effects of competition than they were in the past; 
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therefore, no organization would like to stand the risk of 
being overtaken by other competitors on the same play-
ing ground with equal opportunities. Organizations that 
acquire prompt delivery of information system projects 
and posses efficient management skills will always be at 
the fore front of this global digital drive which com-
mands profits for organizations and good quality of ser-
vices for users and customers. Although, traditional uses 
of information technology still exist, new information 
systems development has become one of the most im-
portant weapons for organizations to gain competitive 
advantage. New application development is the most 
vigorous for those organizations that recognize informa-
tion as a resource for achieving their strategic goals.  

Existing literature provides some formal methods and 
management models for information systems develop-
ment which cannot explain all the tasks that must be 
performed by the diverse group of people that are in-
volved in the development process of information sys-
tems. For instance, the waterfall model in isolation can-
not fully explain the perspective of the project manager, 
same goes to the capability maturity model and hosts of 
others. The primary management goal is to build a 
working information system under a planned budget and 
schedule. The activities such as planning, organizing, 
staffing, leading and controlling are of particular impor-
tance in managerial activities [3].  

The main aim of this paper is to propose a framework 
for an efficient information systems development process 
and management that will enable information system 
projects to be promptly and successfully completed 
through the integrated efforts and view of the project 
manager and end users, along with other project staff 
members such as system analysts, developers, program-
mers and maintenance programmers. 

2. Information Systems Management and 
Development Process 

New information system development typically starts 
with a temporary organizational structure called project 
team. Typically, a project team consists of a project 
manager, system analyst, programmers, etc. A project 
manager, usually a senior system analyst in the organiza-
tion has the responsibility of the entire project. The pro-
ject members must intensively interact with users. For 
prototyping projects, the team must include the users. 
The importance of users’ participation in information 
systems development is highlighted by an increasing use 
of new software productivity tools such as Computer 
Aided Software Engineering (CASE) tools. These tools 
enable users to be actively involved in the system devel-

opment process, and to improve the chance that the final 
system will be adopted by users. It therefore must be 
emphasized that information systems can be successfully 
completed only with intense interactions among project 
participants. A critical analysis of information system 
management and development process suggest that its 
different aspects should be highlighted according to dif-
ferent participants. Therefore, the management and de-
velopment process is divided into three levels, each of 
which corresponds to a type of participant. A set of ac-
tivities that should be performed at each level is defined 
as a schema. The hierarchical architecture consists of 
thee schemas: manager’s, actor’s and user’s schemas. 

2.1. Manager’s Schema 

This schema represents a set of activities performed by a 
project manager. Proper project management is a neces-
sary ingredient for successful project implementation. 
The project manager must effectively use the manage-
ment tools for proper project management. The project 
management goal must be achieved through appropriate 
management activities. These managerial activities are 
categorized into five functions: planning, organizing, 
staffing, leading and controlling. Each activity of a man-
ager can be readily placed within one of these five man-
agement functions. This perspective is what a project 
manager must conceive during the course of project 
management. This level corresponds to manager’s 
schema. The logical view of information systems con-
ceived by each individual actor must be mapped into the 
manager’s schema. In other words, each activity per-
formed by actors must confirm to the manager’s goal. 
This mapping also can ameliorate communication barri-
ers among project developers and manager.  

2.2. Actor’s Schema 

This schema represents the activities assigned to system 
analyst, programmers and maintenance programmers. 
These developers, except for managers will be referred to 
as actors. The primary goal of actors must be to meet 
user’s requirement as spelt out in the Software Require-
ment Specification (SRS) document. The actor’s goal is 
to develop the information system that will be success-
fully adopted by end users. This schema explicitly en-
compasses the SDLC, from system planning to mainte-
nance. A set of activities at this level is referred to as 
actor’s schema. 

2.3. User’s Schema 

This schema represents the activities performed by end 
users; it must aid actors to develop a successful system. 
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The user’s schema represents a set of activities by end 
users. The main purpose of this schema is to identify and 
describe the tasks that are required of users to guarantee 
the success of the project. Users and actors often have a 
many-to-many relationship. In other words, one actor 
may work with several users and one user may work with 
several actors. The user’s schema must be mapped into 
the requirements. 

The hierarchy is useful for describing a concept for 
information systems management and development. Any 
information system project can neatly be matched into 
the prototype framework. The primary advantages of the 
three schema hierarchy are highlighted as follows: 

First, the information systems development process 
can be better understood by project participants. Better 
understanding of other participant’s perspective of the 
development process results in improved communication 
among project members along with users. The commu-
nication gap has been the most significant cause of sys-
tem failures. Secondly, the hierarchy views the entire 
development process as an integrated entity. It integrates 
different views and thus reduces the task duplication. 
Furthermore, the hierarchy sharpens the idea of how the 
information requirements can be mapped into strategic 
goal for the information systems in an organization. It 
also presents mapping between users and actors. This 
mapping is significant especially for prototyping approach.  

The three schema hierarchy can accommodate both the 
top-down view and the bottom-up view of the systems 
management and development activities. Obviously, 
systems management and development consist of both 
management and development processes. Typically, the 
management process in isolation starts with an activity 
by a manger. The activities performed by a manager 
must be mapped into activities with actors and then ac-
tivities by users. This transitive specialization corre-
sponds to a top-down view for systems development. In 
contrast, to management process, the development proc-
ess starts with the activities performed by the users. The 
activity performed by the users must be triggered by us-
ers’ requirements. The activities are mapped into activi-
ties by actors and then activities by managers. This spe-
cialization corresponds to a bottom-up view for system 
development. The hierarchy also highlights the user par-
ticipation in the project. It is of particular importance for 
prototyping approaches. The role of SDLC in prototyp-
ing is sharpened by a specific description of user’s in-
volvement. This improvement is of particular interest 
because the traditional SDLC discourages more effective 
approaches like prototyping. 

The aim of presenting a three schema hierarchy is to 
provide a framework in which each individual project 

participant can better conceive the overall view of the 
information systems project. Furthermore, each project 
participant can better perform his task so that the system 
can be finally accepted within the organization. 

3. Conceptual Framework for Enhanced  
Information Systems Development and 
Management Process 

From a systems analyst’s perspective, the SDLC per-
fectly illustrates the systems development process. Typi-
cally, the SDLC consist of several phases. Information 
systems literature has produced a variety of SDLC 
phase’s nicknames. The actual name of the SDLC phases 
may vary depending on authors. They generally differ in 
how many phases are recognized. However, the current 
SDLC concept displays some shortcomings. For instance, 
the life cycle concept aggravates the communication gap 
between end users and actors. It also fails to specify the 
interdependency between a manager and the actors. In 
order to address these problems, we have incorporated 
the system management process into the enhance ISD 
and management framework we have proposed in this 
report. The framework is presented below: 

The outset situation of the IS investment project con-
sists of the organizational norms and values, project spe-
cific contextual factors and the resources given to the 
project. The actual outcomes of the IS investment project 
are produced in conjunction with the business develop-
ment process, the IS development and procurement 
processes. The outcomes of the IS project are defined by 
the success of the system with respect to the investment 
perspective, the success of the IS project implementation 
and the success of the desired IS functionality. The basic 
idea in our conceptual framework, presented in Figure 1, 
is the inclusion and integration of all IS participants in-
volved in its development and management processes 
throughout the IS product life cycle. The components of 
the framework are discussed in more details in the fol-
lowing. 

3.1. Outset Situation 

Organizations operate and survive through organization-
ally accepted rules that are justified by goals or a hierar-
chical goal system. Within organizations, there are indi-
vidual goals, objectives, desires, wishes, intentions, etc, 
as well as organizational goals, objectives, missions, etc. 
[4]. As pointed out by [5], any strategic investment proc-
ess employs individual and organizational values and 
preferences, goals and objectives as an input. At best, 
undertaking this task will help the project team members 
o understand the organization’s processes, problems and  t  
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Figure 1. Conceptual framework for enhanced information systems development and management process. 



Towards an Efficient Information Systems Development Process and Management:  987
A Review of Challenges and Proposed Strategies 

 
opportunities, thus facilitating organizational learning. 

3.2. Project Contingencies 

An information system can, on the one hand, be a small 
application supporting only one single activity, but on the 
other hand, it can be a wider system supporting the whole 
company, or it can even be an inter-organizational sys-
tem. There is one additional type of information system 
that deserves special attention, which are infrastructure 
investments. Infrastructure investments are of high im-
portance because they create the platform on which fu-
ture applications can be built. Moreover, why the infor-
mation system is actually built, depends on several fac-
tors. In some situations a company may be forced to 
build a new information system, e.g. because of legisla-
tion changes. Additionally, the senior management may 
perceive that the system needs to be built, for example, to 
support a business strategy. Finally, the arguments for 
building the system can be from the expected and clear 
quantitative or qualitative benefits from the investment 
perspective. 

The nature of the investment varies according to the 
novelty of the system. An investment can deal with im-
proving an existing system, replacing an old system or 
developing an entirely new system. Reference [6] asserts 
that the nature of the investment differs according to how 
common this type of system is in the field of industry 
where the company operates. For example, investment in 
a routine system is different from an investment in an 
innovative system. All these must be taken into cogni-
zance for an effective and efficient IS development and 
management process at the planning stage of the life cy-
cle. 

3.3. IS Project Resources 

Both the material and the immaterial resources are cru-
cial while developing information systems. The integrat-
ing role of the major actors as depicted in figure 1 in-
cludes detecting possible problems and as a result of 
evaluation it may be noticed, for example, that the pro-
ject needs more system development resources. 

3.4. Business Development Process 

As information technology can make alternative opera-
tional designs possible, it in many cases plays a central 
role when developing the company's business strategy 
that is to be embedded in the IS product in order to im-
prove organizational processes. Furthermore, IT enables 
new kinds of flexible inter-organizational arrangements. 
Moreover, information technology can support the de-
velopment of new business, or new products and services. 
Thus, IS projects are often connected to larger strategic 

business development programs and the role of IS actors 
under this category is to ensure that the IS project would 
deliver the required technological capabilities for 
achieving the strategic business objectives. The degree 
that an IS project is involved in business development 
can range from a system that supports the current busi-
ness strategy to a system that creates competitive advan-
tages and new business opportunities to the company. An 
information system investment is in many cases an im-
portant part of a business process re-engineering project. 
The actual aim of the system investment would be cut-
ting costs, improving products or services, or serving a 
certain customer group better.  

3.5. IS Development Process 

In the ever-changing business environment, it is very 
important to be aware of the possible changes that may, 
in some situations, affect the underlying assumptions that 
the investment is based on. Thus, it would be essential to 
conduct evaluation regularly during the development 
process. According to [3], there are basically three de-
velopment strategies: to use a system life cycle -based 
methodology, an iterative methodology (e.g. prototyping) 
or a mixed methodology. The choice of the development 
method obviously affects the way evaluation is con-
ducted; for example, prototyping can be considered an 
evaluation methodology in itself. There are several fac-
tors that affect the risk of the development process. First, 
the risks would be decreased if parts of existing systems 
or existing knowledge can be exploited in system devel-
opment [3]. Secondly, there are some factors related to 
project management; the knowledge and skills of the 
system developers and the representatives of the users 
affect the risks of the IS development project; the coop-
eration within the project group and between the project 
group and the users must be active in order to minimize 
the project risks; and the risks of the project could be 
decreased by using formal project management and con-
trol methods [3].  

In summary, reference [1] presented the following fac-
tors affecting the risk of a system development project: 1. 
Technological newness; 2. Application size; 3. Expertise 
of development team and users; 4. Application complex-
ity; 5. Organizational environment (e.g. conflicts, role 
definitions). 

3.6. IS Procurement Process 

Basically, an information system may be developed 
in-house (custom written), it may be developed by a 
software vendor, or the company may purchase a soft-
ware package (commercial off-the-shelf). Reference [7] 
described two recent trends in information resource ac-
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quisition: firstly, the process has changed from an inter-
nal to market-oriented; second, there is a more distinct 
focus on business processes. When using an outside 
vendor to develop the system, evaluation procedures 
should be explicitly designed for contracting purposes, 
since all individuals acting as clients for IS projects may 
not be knowledgeable about the technology related issues. 
While IS often plays a central role in developing new 
business processes, the choice of the IS procurement 
strategy is critical for company operations. For different 
kinds of systems different kinds of resources are needed 
and consequently different procurement strategies are 
applicable. According to the procurement principles for 
choosing the efficient procurement strategy, presented by 
[6], routine systems should be implemented by acquiring 
software packages from implementers, while standard 
applications require software contracting by analysts and 
possibly other outside resources for implementation, and 
speculative investments are best left for internal devel-
opment by innovators. 

3.7. IS Evaluation Process 

Reference [8] argued that, the evaluation process should 
identify and control the critical areas of an IS project. 
Before selecting the evaluation criteria and methods and 
deciding who would be involved in the evaluation, it is 
important to identify all the relevant interest groups for 
the IS project. A covering set of evaluation criteria 
should be used to make sure that all dimensions of the IS 
endeavour are taken into account and assessed. The IS 
evaluation process must be integrated into business de-
velopment process, the IS development process, and the 
IS procurement process. 

Reference [9] suggested a three-step process for IS 
evaluation: 1. Intangible benefits evaluation, 2. IS in-
vestment risk analysis, and 3. Tangible benefits evalua-
tion. The steps should be taken in this order, i.e., intangi-
ble benefits and risks should be evaluated prior to evalu-
ating the tangible benefits. In our framework, the order of 
the evaluation categories “strategic value”, “risks” and 
“financial profitability” reflects this suggestion. The 
“success of IS development” category is placed prior to 
the “success of IS usefulness” since the usefulness can 
only be observed after the IS has been used for a while. 
Ideally, IS evaluation would cover all the above catego-
ries, but, however, it is expected that the focus of evalua-
tion is different depending on who conducts the evalua-
tion and where the initiative for the evaluation comes 
from. Reference [5] stated that the focus of evaluation 
changes according to the organizational interests, which 
may be on a number of levels, e.g. costs and benefits, 
organization’s competitive position or industrial relations. 

We argue, however, that whether the organization’s in-
terests are taken into account appropriately depends on 
the knowledge and skills of the evaluator. Thus, the sen-
ior management should carefully consider who should be 
involved in the evaluation. The result of the evaluation 
should be delivered to each person related to the project 
so that the information received from the evaluation can 
be employed in the decision making phase. Most likely, 
the decision itself would be continuing with the invest-
ment (maybe after some minor changes), changing the 
specifications, range or implementation method of the 
system, or ‘freezing’ the project. In addition, the changes 
might include e.g. schedule changes; reorganization of 
the project (e.g. project management can be changed); or 
vendor changes. The reasons for these changes may be 
obvious mistakes, unexpected problems, a new experi-
ence about the project that changes the idea of the right 
course of action, or changes in the company's environ-
ment, that are beyond the company’s control. 

3.8. Outcomes 

The outcomes of an IS project are identified as the suc-
cess of 1) IS implementation, 2) IS investment, and 3) IS 
functionality. IS Evaluation should not work only as a 
justification mechanism but as a tool for experience 
learning. During the IS development process, feedback 
from the evaluation process should lead to corrective 
actions if necessary. These actions might include, for 
example, a change in the information system develop-
ment or procurement strategy, or a change in the re-
sources that are given to the project. 

Saarinen [10] noted that evaluating the success of an 
IS implementation should consider at least two dimen-
sions: the process and the product success. Evaluating the 
conduct of the IS development process would facilitate 
the learning for future projects. The product success in-
cludes both the IS functionality and the realization of the 
expected benefits from the IS investment. Hallikainen 
Heikkilä, Peffers Saarinen, and Wijnhoven, reference [11] 
puts it that to learn conducting evaluation and managing 
information system projects more effectively, the per-
ceived success of the evaluation process itself can be 
measured in terms of: evaluation efficiency, precision, 
and effectiveness. Evaluation efficiency can be divided 
into efficiency of evaluation process and cost of evalua-
tion. Evaluation precision can be further divided into 
satisfaction with evaluation criteria and methods used; 
and satisfaction with contents, usability and reliability of 
information produced by evaluation. Finally, evaluation 
effectiveness can be divided into usefulness of the results 
of evaluation when making decisions concerning this 
particular project; and evaluation supporting in aligning 
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information technology and business functions.  

4. Conclusions 

Our proposed framework is useful in describing a con-
cept for information systems management and develop-
ment. Any information system project can neatly be 
matched into our proposed framework. The primary ad-
vantages of our framework are highlighted as follows: 

First, the information development process can be bet-
ter understood by project participants. Better under-
standing of other participant’s perspective of the devel-
opment process results in improved communications 
amongst project members along with users. The commu-
nication gap has been most significant cause of system 
failures. Second, our framework views the entire devel-
opment process as an integrated entity. It integrates dif-
ferent views and thus reduces the task of duplication. 
Thirdly, our proposed framework sharpens the idea of 
how the information requirements can be mapped into 
the strategic goal for the information systems in an or-
ganization. It also provides a mapping between users and 
actors (developers). This mapping is significant espe-
cially for prototyping approach.  

Finally, our framework accommodates both top-down 
view and the bottom-up view of the systems management 
and development activities. Typically, the management 
process in isolation starts with an activity with by a 
manager. Activities performed by the manager must be 
mapped into activities by the actors followed by activi-
ties by the users. This transitive specialization corre-
sponds to top-down view for systems development. On 
the contrary, the development process starts with the ac-
tivities performed by the users which must be triggered 
by the users’ requirements. These activities are mapped 
into activities by actors and finally activities by manger. 
This specialization corresponds to a bottom-up view for 
systems development. The conventional SDLC phases is 
however, sharpened by the incorporation of clear cut 
roles assigned to users during the life cycle of an IS 
product. 
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ABSTRACT 

This paper presents design and development of virtual objects to be used with haptic device PHANTOM Omni for motor 
rehabilitation by incorporating visual and haptic feedback. Developed predominantly for augmentation of motor skill of 
patient, the objects could also be used for teaching and enhancing writing skill of children. The virtual objects include 
English alphabets, numbers, string and mazes, and games. The scheme has been evaluated on children from 11 to 14 
years age. The experiment gives good results. 
 
Keywords: Haptic, Motor Rehabilitation, Virtual Environment 

1. Introduction 

Haptic is derived from the Greek verb “haptesthai” 
meaning “to touch” and it refers to the science of touch 
and force feedback in human-computer interaction. As 
haptic devices are evolving and getting cheaper and more 
compact in size options are explored by the researchers 
for their use in medical applications. Haptic device pro-
vides an excellent addition to virtual environment due to 
the force feedback and tactile input/output when it is 
used for rehabilitation of patients suffering with motor 
disorder. This property also helps the children who are 
learning to write, who otherwise get this information 
from teacher’s hand when he/she holds their hand. 

Generally, stroke sufferer loses the skill of writing and 
they are unable to write again. From literature it is ob-
served that little work has been carried out on enhancing 
writing skill of patient recovering after stroke. Many 
stroke victim state loss of handwriting ability as one of 
their biggest disabilities compared to other injury [1]. In 
1998, Prisco, Avizzano, Calcara, Ciancio, Pinna and 
Bergamasco [2] have presented an immersive Virtual 
Environment (VE) including visual, auditory and haptic 
feedbacks, which had been designed specifically to help 
in recovery or improve the motor dexterity of the arm 
and hand of patients affected by motor disorder. They 
created kitchen base environment in which subject has to 
execute task like burning stove, putting coffee pot on 
stove etc. and they got satisfactory result when tried on 

patient. During the same time Henmi and Yoshikawa [3] 
developed virtual calligraphy system to transfer skill of 
teacher to student. They concluded that the student’s po-
sition and force trajectories resemble closer to those of 
the teacher’s as the exercise advances. Gillespie, 
O’Modhrain, Tang, Zaretzky and Pham [4] developed 
virtual environment, which can demonstrate certain ob-
ject manipulation techniques. Although average per-
formance time for the experimental groups did not im-
prove faster than that of the control group, the optimal 
strategy was successfully communicated to the experi-
mental groups. Pernalete, Yu, Dubey and Moreno [5] has 
developed an assessment and training procedure that re-
sult in improving handwriting taking advantage of the 
force feedback provided by the haptic device, incorpo-
rating inertia and viscosity effects to decrease the tremor 
in the hand as well as to stimulate the muscles. Teo, 
Burdet and Lim [6] introduced a virtual teaching system 
for Chinese ideograms that guides movement by haptic 
and visual feedback. It resulted in improvement of per-
formance, in particular for beginners learning Chinese 
writing with a pen. Learning was evaluated by consider-
ing accuracy and speed of writing. Feygin, Keehner and 
Tendick [7] investigated use of haptics for skills training. 
Their study indicated that haptic guidance is effective in 
training. The performance was improved in terms of po-
sition, shape, timing, and drift. In 2005, Pemalete et al. 
[8] performed a test on a force-reflecting haptic interface 
device, PHANTOM with the GHOST SDK Software. 



Design and Development of Virtual Objects to be Used with Haptic Device for Motor Rehabilitation 991 

They used these devices to improve the hand eye coor-
dination problem of children. In 2005, Mullins, Mawson 
and Nahavandi [9] have developed a method of control-
ling a user’s hand through the process of writing. They 
introduced Proportional Differential (PD) controller that 
decreases the overshoot and reduces settling time to ac-
ceptable boundaries in PHANTOM. Grantner, Gottipati, 
Pernalete, Fodor and Edwards [10] have developed an 
intelligent decision support system for eye-hand coordi-
nation assessment which is based on fuzzy logic algo-
rithm. It takes decision on whether subject should be 
allowed to move to next stage or not based on his/her 
previous performance. In 2007, Mansour, Eid, and Sad-
dik [11] presented a multimedia system designed to fa-
cilitate learning of alphabetical handwriting of various 
languages by incorporating visual, auditory, and haptic 
feedback. Gouy-Pailler, Zijp-Rouzier, Vidal and Chêne 
[12] have represented a system consisted of a haptic pen 
and computer generated virtual environment. This system 
was used to teach the children, especially visually im-
paired children. This system was specially designed to 
teach geometric lessons. Subjects were asked to regener-
ate the shapes immediately after training. Experiments 
performed on them have shown impressive results, spe-
cifically in case of totally blind subjects. Palluel-Germain 
et al. [13] have developed a system incorporating a 
visuo-haptic device ‘Telemaque’ to increase the fluency 
of handwriting production of cursive letters in kinder-
garten children i.e., before formal handwriting learning 
begins. Rassmus-Grohn, Magnusson and Efiring [14] 
presented the evaluation of an audio-haptic editor and 
explorer for virtual 2D relief drawings that allow visually 
impaired users to create and explore graphical images. In 
2007, Kayyali, Shirmohammadi, Saddik and Lemaire [15] 
presented a system that uses haptics, in conjunction with 
virtual environments, to provide a rich media environ-
ment for motor rehabilitation of stroke patients. The sys-
tem also provides occupational therapists with a hu-
man-computer interface that allows for easier set-up, 
more facilitated interaction with the system, and provides 
a more autonomous means for the progression of the pa-
tient. The system had been modified, after thorough 
analysis by a group of experienced occupational thera-
pists. In [16], Bayart, Pocheville and Kheddar have pre-
sented a progressive guiding system designed as a soft-
ware module for the framework I-TOUCH using simple 
XML code. They have built features like fully, partially 
and no guidance from haptic device, PHANTOM Omni. 
Then from the experiments carried out over three groups, 
they concluded that the one group given partial haptic 
help, perform well compared to other two. 

This work presents virtual environment where objects, 
numbers, words and games have been created in open 

platform. The earlier work reported has been related with 
Chinese character [6]. Here we have created virtual ob-
jects that comprises of complete English alphabets, Eng-
lish numerals from 0 to 9, English words, and games. 
These virtual objects are interfaced with SensAble 
PHANTOM Omni haptic device. Presented system can 
provide training to enhance writing skill of motor stroke 
patients and children. This method of haptic training has 
the potential to stimulate re-learning in the brain of 
stroke victim. Alphabets, numbers and full words have 
been created with aim of increasing the learning ability 
whereas maze has been created to improve coordination 
skill in subjects. A ball tracking game has been created 
with aim of increasing the concentration of subjects. 
These objects have been created based on a study carried 
out on motor disordered patients. To validate the idea 
experiments have been carried out on subjects aged 
11-14 years. The experimental results clearly indicate 
improvement in the learning ability of the subjects. The 
principal contribution of this work is logical creation of 
virtual objects which have been linked with PHANTOM 
Omni haptic device and testing of these objects on sub-
jects for evaluating learning level. 

2. Brief Description of Haptic PHANTOM 
Omni 

The PHANTOM Omni model is the most cost-effective 
haptic device available today. Three degrees of force, in 
the x, y and z, direction are achieved through motors that 
apply torque at each joint in the robotic arm. The position 
and orientation of the pen are tracked through encoders 
in the robotic arm. Figure 1 shows setup for rehabilita-
tion. 
 

 

Figure 1. Haptic Rehabilitation Setup with PHANTOM 
Omni and Computer. 
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3. Result of Study on Motor Disordered 
Subjects 

Some subjects were studied to find major difficulties 
faced by them. This information was used to create vir-
tual environment that can be used for augmentation of 
their motor skills. Table 1 shows the details of the sub-
jects, difficulties faced by them and the reason for the 
difficulty. Conclusion from Table 1 is that motor disor-
dered patients suffer from uncontrolled hand movement, 
due to which they cannot write properly. 

4. Design of Virtual Objects for Training 

The system consists of alphabets, numbers, string, maze 
and game. Presented system has been designed to give 
partial guidance to the subject. This system has different 
exercises on alphabets and numbers which are partially 
guided. Here partially guided means object will not react 
until subject is moving his hand within range of 
pre-specified path. When it tries to move outside of ob-
ject, system will exert force on stylus and will keep it in 
range only. Thus, the system is neither fully guided nor 
fully free. To attain this feature in letters, we created 3-D 
model of letters which consists of walls. 

In present system, Open Graphic Library Utility Tool-
kit (GLUT) is used for graphical presentation on screen. 
Haptic Device Application Programming Interface 
(HDAPI) provides low-level access to the haptic device. 
It also enables haptics programmers to render forces di-
rectly, offer control over configuration, the runtime be-
havior of the drivers. Haptic Library Application Pro-
gramming Interface (HLAPI) provides high-level haptic 
rendering and allows significant reuse of existing 
OpenGL code and greatly simplifies synchronization of 
the haptics and graphics threads. 
 

Table 1. Difficulties faced by disordered subjects. 

S.N. Subjects Type of difficulty Reasons 

1 
Subject A; 

Age-14 Years 

Judgment about space and 
time, poor handwriting, 
language impairment 

Motor disorder 
from childhood

2 
Subject B; 

Age-19 Years 

Uncontrolled body 
movement, could not stand 

still 

Motor disorder 
developed after 

teenage 

3 
Subject C; 

Age-53 Years 

Could not perform normal 
domestic work, could not 

write 
Stroke victim

4 
Subject D; 

Age-35 Years 
Drop things frequently,  
awkward gait pattern 

Motor disorder 
developed after 

teenage 

5 
Subject E; 

Age-70 Years 

Problem with fine motor skill 
like cutting food, getting cup 

of tea, frequent fatigue 

Faced motor 
disorder after 65 

years 

4.1. Alphabet and Number System 

With the help of alphabet and number system virtual ob-
ject, one can learn to write alphabet and numbers. The 
letters has been created in PRO/ENGINEER (Pro/E), 
solid modeling software. Using this model along with 
OpenHaptic Toolkit, we created scenario in which one 
can feel the shape of particular letter and move the cursor 
along with it. As the subject moves his hand through the 
shape, the stylus will not exert any reaction force on 
subject hand. But when stylus tries to run out of the wall 
of letter, subject will feel reaction force and it could not 
move beyond that limit. This ensures that subject hand 
remains within certain limit and thus the subject motion 
is neither free nor fully constrained. We also aided visual 
feedback through picture, which helps subject to re-
member used letter and correlate that picture to specific 
word. The flowchart used for creation of a letter is shown 
in Figure 2. First of all letters or numbers are modeled in 
Pro/E environment. The created file is in .prt format. 
This created file is converted in to .3ds format. Then 
model is imported in visual C++ environment. The prop-
erties of object like mass, stiffness, damping, friction etc. 
are set. Add picture of the object as visual aid. Also 
spelling of the object is added. The created alphabet Q is 
shown in Figure 3. 
 

 

Modeling of letters and 
numbers in pro/E (*.prt) 

Convert to *.3ds format 

Call in VC++ programming 

Set properties of object like mass, 
stiffness, damping, friction, etc. 

Enable haptically 

End 

Start 

Add visual aid (picture) and its  
spelling 

 

Figure 2. Flowchart for alphabet. 
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Creation of numbers is similar to alphabets. Its win-
dow contains a number and its spelling printed on a 
sphere. The snapshot of developed object is shown in 
Figure 4. The algorithm followed for its construction is 
similar to that used for alphabets. 

4.2. String 

After one gets practice on letters and number system, the 
next stage is to learn group of letters i.e. words. So, next 
set of exercise can be practice on strings. String is con-
structed using constrained motion scenario. The flow-
chart used for creation of string is shown in Figure 5. 
The screen shot of created string is shown in Figure 6. 

4.3. Constrained Wall Maze 

One can practice on constrained maze exercises and can 
build ability to take decision and follow the path. The 
created virtual object will not react if subject moves his 
hand on pre-defined path, but when he/she tries to devi-
ate from it, he/she feel that the motion in that direction is 
constrained. Thus in this exercise subject could not move 
his hand in any direction but only pre-specified way. To  
 

 

Figure 3. Alphabet exercise. 
 

 

Figure 4. Letter exercise. 

 Start 

Initializes GLUT for displaying a simple 
haptic scene (string) 

Initialize the scene handles.  
Initialize both openGL and HL. 

Initialize the HDAPI 

Use the current openGL viewing  
transformation to show string and cursor 

Display the scene of latest snapshot of state 

Enable all objects haptically 

Deallocate any state and clean up when exit  

Set up general openGL rendering properties: light, 
depth buffering, etc. 

GLUT callback for redrawing the view 

End 
 

Figure 5. Flowchart for string. 
 

 

Figure 6. Word (string) exercise. 
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reach at finish point from start point, subject has to take 
many decisions about the path which he has to choose to 
reach at end point. This exercise will help to augment 
decision making skill of subject. The flow chart used for 
creation of maze is similar to that used for string. The 
created object is shown in Figure 7. 

Another object called wall maze is created using basic 
shape-block. The purpose of this maze system is to com-
pare it with constrained maze and to see which one is 
more effective. The increase level of difficulty of maze 
makes it difficult for the subject to reach the end point. 
Figure 8 shows the flowchart used in creation of the ob-
ject. Figure 9 shows the snapshot of third level in maze 
exercise. The difference between maze of Figure 7 and 9 
is that in Figure 7 cursor is guided along the wall of the 
maze whereas in Figure 9 cursor is guided to move be-
tween the walls of the maze. 

4.4. Game 

The virtual objects are created to simulate game like en-
vironment. The subjects can be asked to play these 
games. These will be a good exercise for them. In these 
exercises, the ball moves on screen randomly and subject 
has to move his hand along with it to make sure that 
contact is not lost. As difficulty level increases, the speed 
of ball increases, so, the chance of lose of contact in-
creases and subject has to take relatively quick decision 
to keep touching the ball. The snap shot of created game 
is shown in Figure 10.  

4.5. Graphic User Interface (GUI) 

To access all the exercises from one platform, graphic 
user interface (GUI) has been developed. Through GUI 
one can launch any exercise by clicking on desired ap-
plication. But before launching any application, one must 
make sure that previous one is closed. This is because 
thread used for previous application must be de-allocated  
 

 

Figure 7. Constrained maze exercise. 

 

GLUT callback for redrawing the view 

Initializes GLUT for displaying a maze 

Set camera angle and view properties and define box 
properties like height, width etc. 

  

Initialize the HDAPI 

Draw boxes using function call with given 
stiffness, damping and static and dynamic friction 

by passing coordinate and height 

Draw invisible wall (upper and lower) 

Enable all objects haptically 

Exit state and clean up 

Start 

End 

 

Figure 8. Flowchart used for creation of wall maze. 
 

 

Figure 9. Wall exercise. 

Copyright © 2010 SciRes.                                                                                 JSEA 



Design and Development of Virtual Objects to be Used with Haptic Device for Motor Rehabilitation 995 

 

Figure 10. Game exercise. 
 
to use it with new application. Figure 11 shows GUI for 
developed system. 

5. Experimental Validations on Subjects 

Experiments were conducted on four subjects of age 
group 11-14 years as subjects from this age group were 
readily available. In alphabet and number exercise, they 
were asked to move their hand along predefined path 
which create letters or number using wall scenario. 

Figure 12 shows time taken by one subject to com-
plete the different letters of the alphabet. This Figure 
shows results for introduction, training and testing. It is 
seen that when the test is introduced to subject, he takes 
more time as compared to during training and testing. 
This clearly shows the improvement in writing speed of 
the subject. After getting practice on individual letter, 
subjects were given exercise to write words. The average 
time taken to complete different words for different sub-
jects is shown in Figure 13. 

Here also we see considerable improvement in the per-
formance of the subjects in terms of speed of writing 
text. 
 

 

Figure 11. Graphic User Interface (GUI). 

 

Figure 12. Time taken to complete different letters by one 
subject. 
 

 

Figure 13. Average time taken by subjects to complete dif-
ferent words. 
 

Figure 14 shows results for writing of numbers. Here 
also we see that subjects have shown improved perform-
ance in writing numbers after they got training on this 
system. In maze exercise, subjects had to take decision 
and move their hand through feasible path from many 
available paths to reach at end point from start point. 
Figure 15 shows the performance of subjects when they 
performed on wall and constrained maze. 

We observe from this Figure that constrained maze 
requires comparatively less time as compared to wall 
maze to complete the task of traveling from start point to 
end point. Figure 16 shows performance of subjects after 
training on game object. We observe improvement in 
subject performance after getting training on designed  

Copyright © 2010 SciRes.                                                                                 JSEA 



Design and Development of Virtual Objects to be Used with Haptic Device for Motor Rehabilitation 996 

 

Figure 14. Average time taken by subjects to complete num- 
bers. 
 

 

Figure 15. Average time taken by subjects to complete dif-
ferent maze level. 
 

 

Figure 16. No. of times contact loss from ball. 

system of game. As they practice more on game scenario, 
they are less like to lose contact with randomly moving 
sphere on the screen. 

6. Conclusions 

This work presented the idea of use of virtual objects to 
improve the motor skill of the patients suffering from 
motor disorder. To validate the idea experiments were 
conducted on children aged 11-14 years. It is revealed 
that after being introduced to system, they adapt it rap-
idly and their skill improved and also time taken to ac-
complish the task has been reduced significantly. This 
system has potential to train motor disordered patients 
and stroke patients. The improvement in performance of 
the children in term of speed by which they created the 
object is encouraging. This system can be further im-
proved by generalizing the strings and by incorporating 
full sentences. The game scenario also can be added 
which provides good exercise. 
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ABSTRACT 

There are several software process models that have been proposed and are based on task involved in developing and 
maintaining software product. The large number of software projects not meeting their expectation in terms of func-
tionality, cost, delivery schedule and effective project management appears to be lacking. In this paper, we present a 
new software fusion process model, which depicts the essential phases of a software project from initiate stage until the 
product is retired. Fusion is component based software process model, where each component implements a problem 
solving model. This approach reduces the risk associated with cost and time, as these risks will be limited to a compo-
nent only and ensure the overall quality of software system by considering the changing requirements of customer, risk 
assessment, identification, evaluation and composition of relative concerns at each phase of development process. 
 
Keywords: Process Model, Fusion Process Model, Component Driven Development Approach, 3C-Model 

1. Introduction 

The importance of software process model for develop-
ment of software product is well known, which include 
various steps that guide the team with common goals and 
strategies. Several software life cycle models or process 
models have appeared till now. All these models share 
certain characteristics. They identify stakeholder goal, 
specify key activities to be followed according to a cer-
tain sequence, work within time constraints and are based 
on what has been learned from past experiences.  

The evolution of software process models has played a 
significant role in how models have diversified over time. 
Software development process and general solutions for 
organizing the software process belong to the standard 
themes of software engineering and have challenged 
theoreticians and practitioners for a long time. The 
causes of the software crisis were linked to the overall 
complexity of the software process and the relative im-
maturity of software engineering as a profession. The 
crisis manifested itself in several ways: projects running 
over-budge; projects running over-time; software was 
very inefficient; software was of low quality; software 
often did not meet requirements; projects were unman-
ageable and code difficult to maintain and software was 
never delivered. 

The overall success in the development of software is 
still not achieved because each software development 
process or model consider only one or few concerns and 
specify a phase wise abstraction for the development, but 
no definite approach or model is specified for the phases 
of software process model. In current software engineer-
ing practices, ever changing requirements during the de-
velopment process for large software development is still 
not managed by software process models. The solution 
space analysis concept of software engineering is very 
effective, but this concept is not completely integrated to 
software development yet. Alternative management, a 
technique which is used in mature engineering disci-
plines is not explicitly followed in software engineering 
discipline. The software development models till date 
follow fixed or iterative design and development ap-
proach. There is no scope for dynamic testing in software 
development process.  

To make the software development effective and reli-
able, a new approach is required. Fusion process model is 
based on component driven development approach, 
which is different from component base software devel-
opment. In Fusion process model, each component im-
plements a problem solving model. It includes the ex-
plicit processes for technically analyzing the problem, 
solution space analysis, alternative management, dy-
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namic design specification and development and scope 
for dynamic testing. In this paper, we present the new 
software process model which will address all the con-
cerns and consider each phase of software development 
as software development process and provide an effec-
tive model for software development phases.  

The main contributions of this paper are: a proposal of 
fusion based process model that will manage the con-
cerns in software development and an integration of 
3C-Model [1] in fusion process model for different 
phases that include the concept of Context (environment), 
Capture (Problem Solving concept for various develop-
ment phases) and Control (based on environment and 
development constraints, quality criteria, mathematical 
and optimization techniques). 

In Section 2, we discuss existing software develop-
ment approaches with their shortcomings. Then we give 
a brief idea of problem solving model named 3C-Model 
in Section 3. Next, we present the fusion process model 
for effective and reliable software development in Sec-
tion 4. Finally, we conclude and discuss future work in 
Section 5. 

2. Related Approaches 

Royce [2] proposed the first and most influential ap-
proach which is referred to as the waterfall model and 
has become the base for other models. In this approach, 
the whole process of software development is divided 
into separate process phases. Humphrey and Kellner [3] 
criticize the model by discussing the problems which are 
faced after implementing the model. These have linear 
structure and rigid design, rather than a dynamic prob-
lem-solving process, which would help in implementing 
the learning that result from user feedback and involve-
ment. There was a change in software development ap-
proach with incremental and iterative models, also called 
phased development models. Graham [4] contrasted in-
cremental development unfavorably with the fixed char-
acter of the waterfall model and suggested this approach 
to be for small systems only.  

Boehm [5] proposed an approach which consists of a 
series of Waterfall-like cycles. Each cycle addresses the 
development of the software product at a further level of 
detail. Several papers indicate that for the development 
of software system, the identification of concerns, objec-
tive and alternatives is vital [6,7], and [8]. Later Boehm 
and Prasanta Bose [9] extended the spiral model to a 
variant called the Win-Win Spiral Model, also called 
win-win stakeholder approach to converge on a system’s 
next level objectives, constrains and alternatives. It de-
termines three milestones: life-cycle objectives, life-cycle 
architecture, and initial operational capability, which 
served as basis for software development process. This 

model has been formally specified and analyzed for con-
sistency but only little is known about the correctness 
and usefulness of assumptions made during this process. 
The process and outcome of negotiations are not well 
defined [10].  

Harlan Mills [11] proposed clean room approach, a 
quality control driven philosophy which is intended to 
improve the manageability and predictability of devel-
opment process. This approach does not provide life cy-
cle model, it provides specification for the software de-
velopment. This approach does not provide life cycle 
model, it provides specification for the software devel-
opment. 

Alan Cline [12] paper work shows Joint Application 
Development (JAD) technique, which is an attempt to 
build collaboration process model. It is a technique for 
engaging a group or team of software developers, testers, 
customers, and prospective end-users in requirement 
specification and development of prototype. This is suit-
able for open source software development projects that 
rely on group email discussions among globally distrib-
uted users and developers [13]. J.Neighbors [14] laid 
stress on reusable software components guided by an 
application domain analysis, which is an alternative ap-
proach to developing software. Anton Jansen and Jan 
Bosch [15] research shows new perspective on software 
architecture that views software architecture as a compo-
sition of a set of explicit design decisions. This makes 
design decisions an explicit part of software architecture, 
which has become accepted concept in research and in-
dustry. The reuse model follows the component based 
approach, but this approach is not guided by domain 
analysis. It does not provide complete life cycle for soft-
ware development because it considers only those sys-
tems which can be built using existing components only. 

Rich Hilliard [16] gives an overview of the contribu-
tions of IEEE 1471 to the discipline of software archi-
tecture representation which fits in the theory of phased 
development model for different phases of software de-
velopment model. The research done by Jonathan Lee 
[17] de-scribes the software engineering as problem 
solving process. Where the software process model ap-
proaches divide the development process into various 
phases/activities or according to functionality. But these 
models still don’t follow the technique of technically 
analyzing the problem, where the technical problems are 
identified and divided into sub-problems that are first 
independently solved and later integrated in the overall 
solution. The client problems may be ill-defined and in-
clude many vague requirements, but the main focus is on 
precise formulation of objectives, quality criteria and the 
constraints for given requirement or problem. In techni-
cal analysis part, we can easily put this specification on 
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each small unit of problem. 
Providing a solution for a given problem is not simple, 

it involves the accumulation and use of huge amount of 
knowledge. The solution space analysis approach is still 
not integrated into software process models. It aims to 
identify the right solution domains for the given prob-
lems and extract the relevant knowledge from these do-
mains to come up with a feasible solution. To provide 
quality software, it is necessary to identify the important 
knowledge sources for a given problem. Not all the solu-
tions identified for a given problem are desirable. In the 
alternative management process, different alternative 
solutions are searched and evaluated against explicit 
quality criteria [17,18]. The high risk in software devel-
opment led to the inclusion of managerial, financial and 
psychological factors in models [19,20], and [21]. Shaw 
and Garlan [22] identify seven levels of design specifica-
tion capability which supports the concept of components, 
composition, validation, alternatives and finally automa-
tion. In the component based development, cost, time and 
reliability risk for an organization developing software 
system will shrink to component level that can be man-
aged effectively at any stage.  

Thus, a number of software process models have been 
studied. Most of the existing techniques manage one or 
more concerns of development process. From the insight 
gained from this study, contemporary software process 
models is needed, which handles various issues like re-
quirement changes, software reuse, flexible design, user 
involvement and tight control over quality, cost and 
schedule can be overcome. 

3. 3C Model 

The 3C Model helps in generalizing the software devel-
opment process in which a problem specification is 
transformed to a solution by decomposing the problem 
into sub-problems that are independently solved and in-
tegrated into an overall solution. This consists of multiple 
cycles; each cycle in 3C-Model corresponds to a trans-
formation from one state to another, consisting of a 
problem specification state and a design state. The prob-
lem specification state defines the set of problems that 
still needs to be solved. The design state represents the 
tentative design solution that has been lastly defined. 
Initially, the design state is empty and the problem speci-
fication state includes the initial requirements. After each 
state transformation, a sub-problem is solved. In addition 
a new sub-problem may be added to the problem speci-
fication state. Each transformation process involves an 
evaluation step whereby it is evaluated whether the de-
sign solutions so far (design state) are consistent with the 
initial requirements and if there are any additional re-
quirements identified during the evaluation. In particular, 

3C-Process includes an explicit phase for searching de-
sign alternatives in the corresponding solution space and 
selecting these alternatives based on explicit quality cri-
teria. 

4. Fusion Process Model 

Fusion is component driven software process model, 
where each phase implements a problem solving model. 
These phases address what is to be built, how it will be 
built, building it and making it high quality. The problem 
solving model includes the explicit processes for techni-
cally analyzing the problem, solution space analysis, al-
ternative analysis, dynamic design and development and 
scope for dynamic testing. With the problem analysis 
process, technical problems are identified and structured 
into loosely coupled sub-problems that are first inde-
pendently solved and later integrated in the overall solu-
tion. In the solution space analysis process, requirements 
are specified using any representation and this should be 
refined along the software development process until the 
final software is delivered. In the alternative analysis 
process, different alternative solutions are searched and 
evaluated against explicit quality criteria. Dynamic de-
sign and development is component base approach, 
which provides scope for dynamic changes during the 
development life cycle. As fusion process follows the 
component design approach, it provides scope for dy-
namic testing (component base testing).  

3C-Model assist fusion process model in generalizing 
the process of solving the problems in each phase. It im-
plements component driven development approach, 
which provides a dynamic nature to complete software 
development. This makes the software development 
scope wider and provides firmer control over software 
development process. Because of the component driven 
approach, the risk associated with cost and time will be 
limited to component only and ensure the overall quality 
of software system, reduce the development cost and 
time by considering the changing requirements of cus-
tomer, risk assessment, identification, evaluation and 
composition of relative concerns at each phase of devel-
opment process. There are five fundamental phases in 
fusion process model and one fusion process controller to 
control and co-ordinate the overall development process, 
as shown in Figure 1.  

4.1. Project Preparation 

The project preparation phase provides the initial plan-
ning and preparation for software development project. 
Although each project has its own unique objectives, 
scope, and priorities, this phase assists in identifying and 
planning the primary focus areas that need to be consid-
ered. These include technical as well as project management  
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Figure 1. Fusion process model. 
 
issues. Addressing these issues early in development will 
ensures that the project will proceed efficiently and es-
tablish a firm foundation for a successful development. 
While developing a software project, requirements defi-
nition is often considered as a one-time activity. In fact it 
starts with initiation of the project and is on-going activ-
ity. In feasibility analysis, requirements definition plays 
an important role. Every project has a feasibility analysis, 
regardless of the methodology used. It is essential to in-
clude important requirements definitions in feasibility 
analysis. When done poorly, as so often happens, the 
project is almost certainly destined to fail. Feasibility 
analysis is often referred as “project initiation” whether 
or not to do a project. Essentially software project team 
identifies what they expect the project to produce and 
whether it seems worthwhile to do so. If a project exists, 
team has made decision about it. 

Extracting requirements of a desired software product 
is the first task in creating it. This process is called re-
quirements elicitation. While customers probably believe 
they know what the software should do, it may require 
skill and experience in software engineering to recognize 
incomplete, ambiguous or contradictory requirements. 
Requirement analysis process provides an understanding 
of the client perspective of the software system. After 
requirements elicitation, client requirements are mapped 
to technical problems in the technical problem analysis 
process. The problem analysis process consists of the 
following steps: 
 Generalize the Requirements: whereby the requi- 

rements are abstracted and generalized. 
 Identify the Sub-Problems: whereby technical pro- 

blems are identified from the generalized require-
ments. 

 Specify the Sub-Problems: whereby the overall 
technical problem is decomposed into sub-problems. 

 Prioritize the Sub-Problems: whereby the identified 
technical problems are prioritized before they are 
processed. 

Problem reduction is a strategic approach to manage 

complexity. A widely known method for solving large 
and complex problems is to split them into simpler prob-
lems and then iteratively apply this process. The process 
is put into action until the sub-problems are reduced to a 
level of complexity at which they are easily solved or at 
least exhibit an irreducible level of difficulty. This para-
digm for solving problems is called problem reduction. 
In this, a problem in a given domain is decomposed into 
a structured set of sub-problems in the same domain. 
Each sub-problem is evaluated for suitability to be fur-
ther decomposed until each sub-problem is determined 
solvable. This problem reduction paradigm has been 
successfully applied to problems in a variety of applica-
tion domains and in many phases of the process in which 
a top-down decision making strategy is applied. 

The problem reduction can be expensive if not handled 
properly. Often, the same process must be done repeat-
edly for a similar type of problem with only minor dif-
ferences. As a result, problem reduction may cost even 
more over time as problems become more complex. An 
important approach for handling the side effects of prob-
lem reduction is to build reusable sub-problems and solu-
tions, instead of continually reinventing a related system 
reductive hierarchy. Such reusable sub-problems and 
solutions can be stored in a components library and re-
trieved as required. Complete solutions can then be ob-
tained by using and reassembling appropriate sub-solution 
components. 

4.2. Software Design 

Architecture is established in the design phase. This 
phase starts with the inputs delivered by the initial phase 
and maps the requirements into architecture. The archi-
tecture defines the components, their interfaces and be-
haviors. The deliverable design document is the archi-
tecture. The design document describes a plan to imple-
ment the requirements. This phase represents the "how'' 
phase. Details on computer programming languages and 
environments, machines, packages, application architec-
ture, distributed architecture layering, memory size, plat- 



A New Approach to Software Development Fusion Process Model 1002 

form, algorithms, data structures, global type definitions, 
interfaces, and many other engineering details are estab-
lished. The design may include the usage of existing 
components. 

The Solution Domain Analysis process applied in 
software design phase aims to provide a solution domain 
model that will be utilized to extract the architecture 
de-sign solution. It consists of the following activities: 
 Identify and prioritize the solution domains for 

each sub-problem 
 Identify and prioritize knowledge sources for each 

solution domain. 
 Extract solution domain concepts from solution 

domain knowledge. 
 Structure the solution domain concepts. 
 Refine the solution domain concepts. 

4.2.1. Identify and Prioritize the Solution Domains 
To the overall problem and each sub-problem, search for 
the solution domains are prepared that provide the solu-
tion abstractions to solve the technical problem. The so-
lution domains for the overall problem are more general 
than the solution domains for the sub-problems. In addi-
tion, each sub-problem may be recursively structured 
into sub-problems requiring more concrete solution do-
mains.  

An obstacle in the search for solution domains is pos-
sibly the large space of solution domains which leads to a 
time-consuming search process. To support this process, 
categorizations of the solution domain knowledge into 
smaller sub-domains had been executed. There are dif-
ferent categorization possibilities. The solution domain 
knowledge can be categorized into application, mathe-
matical and computer science domain knowledge etc. 
The application domain knowledge refers to the solution 
domain knowledge that defines the nature of the applica-
tion, such as reservation applications, banking applica-
tions, control systems etc. Mathematical solution domain 
knowledge refers to mathematical knowledge such as 
logic, quantification, calculation and optimization tech-
niques, etc. Computer science domain refers to knowl-
edge of the computer science solution abstractions, such 
as programming languages, operating systems, databases, 
analysis and design methods etc.  

4.2.2. Identify and Prioritize Knowledge Sources 
Each identified solution domain covers a wide range of 
solution domain knowledge sources. These knowledge 
sources may not all be suitable and vary in quality. For 
distinguishing and validating the solution domain 
knowledge sources we basically consider the quality 
factors of objectivity and relevancy. The objectivity 
quality factor refers to the solution domain knowledge 
sources itself, and defines the general acceptance of the 

knowledge source. The relevancy factor refers to the 
relevancy of the solution domain knowledge for solving 
the identified technical problem. 

4.2.3. Extract Solution Domain Concepts from  
Solution Domain Knowledge  

Once the solution domains have been identified and pri-
oritized, the knowledge acquisition from the solution 
domain sources can be initiated. The solution domain 
knowledge may include a lot of knowledge that is cov-
ered by books, research papers, case studies, reference 
manuals, existing prototypes/systems etc. Due to the 
large size of the solution domain knowledge, the knowl-
edge acquisition process can be a labor-intensive activity, 
so a systematic approach for knowledge acquisition is 
required. 

In this approach, we make a distinction between the 
knowledge elicitation and concept formation process. 
Knowledge elicitation focuses on extracting the knowl-
edge and verifying the correctness and consistency of the 
extracted data. Hereby, the irrelevant data is disregarded 
and the relevant data is provided as input for the concept 
formation process. Knowledge elicitation techniques are 
eminent and its role in the knowledge acquisition process 
is reasonably well-understood. The concept formation 
process is mapping the extracted knowledge with techni-
cal problems. The concept formation process utilizes the 
knowledge and get abstract to form concept. One of the 
basic abstraction techniques in forming concepts is by 
identifying the variations and commonalities of extract-
ing information from the knowledge sources. 

4.2.4. Structure the Solution Domain Concept 
The identified solution domain concepts are structured 
using parent-child relationship. Here all the attributes and 
operations associated with the concept are defined. 

4.2.5. Refinement of Solution Domain Concepts  
After identifying the top-level conceptual architecture, 
the focus is on each sub-problem and follows the same 
process. The refinement may be necessary if the archi-
tectural concepts have a complex structure themselves 
and this structure is of importance for the eventual sys-
tem.  

The ordering of the refinement process is determined 
by the ordering of the problems with respect to their pre-
viously determined priorities. Architectural concepts that 
represent problems with higher priorities are handled first 
and in the similar manner the refinement of the architec-
tural concepts is done. 

4.3. Realization 

The purpose of realization phase is to develop software 
system for requirements based on the software design; 
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the team builds the components either from scratch or by 
composition. Given the architecture document from the 
design phase and the requirement document from the 
analysis phase, the team builds exactly what has been 
requested, though there is still room for innovation and 
flexibility. 

4.3.1. Alternative Design Space Analysis 
The alternative space is define as a set of possible design 
solutions that can be derived from a given conceptual 
software architecture. The alternative design space 
analysis aims to depict this space and consists of the two 
sub-processes: define the alternatives for each concept 
and describe the constraints. Let us now explain these 
sub-processes in more detail. 

4.3.1.1. Define the Alternatives for each Concept 
In this approach the various architecture design alterna-
tives are derived from well-established concepts in the 
solution domain that have been leveraged to the identi-
fied technical problems.  

4.3.1.2. Describe the Constraints 
The total set of alternatives per concept may be too large 
and/or not relevant for solving the identified problems. 
Therefore, to define the boundaries of the architecture it 
is necessary to identify the relevant alternatives and omit 
the irrelevant ones. 

4.4. Testing 

Quality of software product is very important while de-
veloping it. Many companies have not learned that qual-
ity is important and deliver more claimed functionality 
but at a lower quality level. It is much easier to explain to 
a customer why there is a missing feature than to explain 
to a customer why the product lacks quality. A customer 
satisfied with the quality of a product will remain loyal 
and wait for new functionality in the next version. Qual-
ity is a distinguishing attribute of a system indicating the 
degree of excellence.  

In many software engineering methodologies, the test-
ing phase is a separate phase which is performed by a 
different team after the implementation is complete. 
There is merit in this approach; it is hard to see one’s 
own mistakes, and a fresh eye can discover obvious er-
rors much faster than the person who has read and 
re-read the material many times. Unfortunately, delegat-
ing testing to another team leads to a slack attitude re-
garding quality of the implementation team. 

Alternatively, another approach is to delegate testing 
in the whole organization. If the teams are to be known 
as craftsmen, then the teams should be responsible for 
establishing high quality across all phases. Sometimes, 
an attitude change must take place to guarantee quality. 

The testing technique is from the perspective of the sys-
tem provider. Because it is nearly impossible to duplicate 
every possible customer's environment and because sys-
tems are released with yet-to-be-discovered errors, the 
customer plays an important, though reluctant, role in 
testing. 

4.5. Go Live and Support 

The purpose of the Go Live and Support phase is to cut 
over to live productive operation and to continuously 
support and improve live operations. There are two dis-
tinct periods of this phase: 

4.5.1. Project End 
During the time when the system is first live, all issues 
and problems are resolved, transition to the production 
support team is finalized, knowledge transfer is com-
pleted, and the project is signed off. 

4.5.2. Continuous Improvement 
Now that the project is over, the production support team 
monitors the system and resolves live business process 
issues. Proper change management procedures are estab-
lished, and ongoing end-user training is conducted. Plans 
are made to continuously review and improve business 
processes. 

4.6. Fusion Process Controller 

The controller part is not a phase in process model, but it 
is integral part of fusion process model. The controller 
part helps to achieve the component driven approach by 
listing the details of components which are added due to 
requirement changes or because of new requirements. By 
implementing Fusion Process Controller the current 
software development process will not be affected by 
changes required due to new requirements or modifica-
tions. The affected components can be taken care sepa-
rately till these components matches with the current 
development process. 

5. Conclusions 

We have presented a Fusion Process Model for software 
development process and discussed the concept of 
3C-Model for each phase of development process model. 
In this approach transformation of a problem specifica-
tion to a solution is made by decomposing the problem 
into sub-problems that are independently solved and in-
tegrated into an overall solution. This process consist of 
multiple cycles, were each cycle transform from problem 
specification state to design state. After each state 
trans-formation, a sub-problem is solved and a new 
sub-problem possibly be added to the problem specifica-
tion state. Every transformation process engages an 
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evaluation step, evaluation of design state of the initial 
requirements is done and verifies if additional require-
ments identified during this step. In particular, this proc-
ess includes an explicit phase for searching design alter-
natives in the corresponding solution space and selecting 
these alternatives based on explicit quality criteria. Our 
work has shown that how this approach helps in control-
ling the overall development process by implementing 
component based approach. Since it is component driven 
approach, the threat tied to cost and time will be re-
stricted to component only, ensuring the overall quality 
of software product, considering the changing require-
ments of customer, risk assessment, identification, 
evaluation and composition of relative concerns at each 
phase of development process. 
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