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ABSTRACT 

There have been many models to identify and 
analyze low-frequency motions in protein and 
DNA molecules. It has been successfully used 
to simulate various low-frequency collective 
motions in protein and DNA molecules. Low- 
frequency motions in biomacromolecules origi- 
nate from two common and intrinsic character-
istics; i.e., they contain 1) a series of weak 
bonds, such as hydrogen bonds, and 2) a sub-
stantial mass distributed over the region of 
these weak bonds. Many biological functions 
and dynamic mechanisms, including coopera-
tive effects have been reported. In this regard, 
some phenomenological theories were estab-
lished. However, differences in experimental 
outcomes are expected since many factors 
could influence the outcome of experiments in 
EMF research. Any effect of EMF has to depend 
on the energy absorbed by a biological organ-
ism and on how the energy is delivered in space 
and time. Frequency, intensity, exposure dura-
tion, and the number of exposure episodes can 
affect the response, and these factors can inter- 
act with each other to produce different effects. 
In addition, in order to understand the biologi- 
cal consequence of EMF exposure, one must 
know whether the effect is cumulative, whether 
compensatory responses result, and when ho-
meostasis will break down. Such findings will 
have great potential for use in translation medi-
cine at the clinical level without being invasive. 

Keywords: Electromagnetic Fields; Hsp70;  
Interaction Mechanisms; Low-Frequency Collective 
Motion 
 
1. INTRODUCTION 

Current investigations primarily focus on electromag-

netic fields as electropollutants, e.g. cell phones, with 
slight regard to therapy. Electro-pollutants are manifestly 
different in field strength and frequency in comparison 
to therapeutic applications, yet the FDA fails to address 
differences in design, implementation and field strength, 
thereby considering them the same and lists therapeutic 
devices as ‘‘potentially dangerous’’ by association. The 
World Health Organization convened scientists from 
around the world and determined that field strengths less 
than 20,000 Gauss, which is lower in intensity than mag- 
netic resonance imaging, MRI, are free of adverse side 
effects [1]. 

Regardless of device design, EMF technology has 
been shown to be clinically effective in bone healing 
[2-4], wound repair [2,5] and neural regeneration [5-10]. 
In terms of clinical application, EMF-induction of ele-
vated levels of hsp70, a stress response protein, also 
confers protection against hypoxia [11], aids myocardial 
function and survival [12] as well as survival following 
ischemia reperfusion [12-14]. Given these results, we are 
particularly interested in the translational significance of 
effect vs. efficacy. This relationship is generally not in-
vestigated nor reported. More precise description of EM 
pulse, field strength intensity and sine wave parameters 
will provide consistency and scientific basis in reporting 
findings. It is contended that pulsed therapeutic fields 
are usually more effective if less than 20 Gauss and fre-
quencies are less than 300 Hz, below which they are 
referred to as extremely low frequency (ELF) [15-18]. 
Cell phones are several magnitudes of order larger in 
both considerations. Most therapeutic ELF-EMF used 
for wound healing and bone repair use field strengths as 
small as 50 milliGauss. MRI, a diagnostic EM technol-
ogy, employs static fields from 15,000 to 50,000 Gauss 
coupled to radiowaves for tissue penetration. In terms of 
molecular effects, concern might be expressed for repeti-
tive transcranial magnetic stimulation (rTMS), an EM 
treatment for mental illness employing extremely low 
frequencies (ELF) combined with field strengths of sev-
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eral thousand Gauss.  
This review does not extend to the remainder of the 

electromagnetic spectrum (radiofrequency, microwave 
or infrared spectrum) though much work on the employ- 
ment of these forms of energy in the treatment of neo-
plastic disease is currently under investigation. This re-
search has now been employed as adjunctive therapy in 
clinical oncology, e.g. microwave hyperthermia. The 
radiofrequency and microwave parts of the spectrum are 
used by inserting bulk energy, whereas the ELF-EMF 
region is useful by producing electro-mechanical effects 
on target tissues, producing specific biochemical reac-
tions. 
 
2. THE PROMISE OF ELF-EMF IN 

TREATING CANCER 
 
Since the 1980s a considerable number of reports have 
appeared [17,19-22] describing a great variety of cell 
culture systems, animal models (mice for the most part), 
field sources producing a variety of waveforms and field 
strengths, and great variation in exposure protocols. 
Many of the invitro (cell culture) studies of tumor-cell 
lines report significant cell-killing compared to control 
cultures. The studies involving transplantation of tumor 
lines into mice, frequently subcutaneously into the ab-
domen, report that magnetic field exposures significantly 
reduce the size of transplanted tumors (i.e. cyto-reduc-
tion) compared to controls. Although it is difficult to 
compare studies quantitatively, it is interesting that cyto- 
reduction occurs across a whole variety of field streng- 
ths, wave-forms, pulsed fields versus sinusoidal fields, 
and exposure durations. The great challenge for investi-
gators will be to find an optimal exposure regime which 
delivers the most efficient cancer-cell-killing with the 
most minimal side-effects, to establish the role of ELF- 
EMF, whether as adjunctive or primary therapy, to relate 
its efficacy to different kinds of cancer and to the stage 
and grade of human cancer. This process has not actually 
begun but some information from animal studies is al-
ready providing some direction [23-24]. 

A few studies have been chosen to illuminate the 
value of the information they are reporting with regard 
to guidelines for human investigations not yet begun. It 
should be pointed out that although China and Russia 
have reported success in ELF-EMF treatments in human 
subjects with cancer, documentation is often weak and 
validation by Western science has not occurred. We can 
crudely separate the studies into those employing 
“weak” magnetic fields, not exceeding tens of micro-
Tesla and those employing “strong” fields, above one 
milliTesla and ranging through 100 milliTesla and even 
up to several Tesla. This is indeed crude because other 
parameters of the fields, such as waveforms, time and 
spatial rate of variation of the fields are also critically 

important. For reference, the geomagnetic field is about 
50 microTesla. Some house-hold appliances produce up 
to 1 milliTesla at a distance of 30 cm from the body, but 
usually for short periods. A more prolonged exposure is 
one to an electric blanket (60 Hertz) in which fields at 
the surface run from 2 to 5 microTesla [25]. These am-
bient exposures are considered safe. 

One study of extremely low frequency (ELF) pulsed- 
gradient magnetic fields inhibited malignant tumor 
growth through different biological mechanisms [83] 
using a pulsed-gradient magnetic field (0.6-2.0 Tesla, 
gradient of 10-100 T/meter, pulse width of 20-200 milli-
seconds, frequency of 0.16-1.34 Hz) to exposed sarco-
mas inoculated into the legs of mice. These normally 
rapidly growing tumors showed significant shrinkage 
with exposure as compared with a control group. Endo-
thelial cells of tumor blood vessels were swollen and 
appeared occluded and morphologic observation and 
biochemical tests revealed marked programmed cell 
death (apoptosis). Necropsy revealed no abnormalities in 
normal tissues.  

Another study [26] exposed mice with implanted mur-
ine 16/C mammary adenocarcinoma cells to a rectified, 
60 Hertz magnetic field for 10 minutes per day at 10,15 
and 20 milliTesla for 12 consecutive days after a seven 
day period in which the cells produce visible tumors. 
Exposure to the fields significantly reduced tumor 
growth. On microscopic examination the tumor exhib-
ited marked necrosis and evidence of inhibition of tumor 
vascularization. Necropsy revealed no abnormalities in 
the remainder of normal tissues. 

De Seze et.al., [27] used a 0.8 Hertz square wave 100 
mT, 8 hours/day or until death on mice subjected to 
chemically induced tumor using benzo(a)pyrene. A sig-
nificant decrease in tumor growth and increase in sur-
vival were observed. 

Cameron, et. al. [28] transplanted a human breast can-
cer cell line into athymic nude mice and compared the 
effects of a rectified 60 Hz magnetic field signal at 15 
milliTesla to that of radiation, 200 cGy of radiation 
every other day and found significant cyto-reduction in 
radiation and ELF-EMF exposed mice to a roughly 
comparable extent. Mice that received either therapy 
also had significantly fewer lung metastatic sites than 
did untreated mice. Normal tissues were unaffected. This 
study raised the question of whether ELF-EMF expo-
sures could achieve the same efficacy as radiation but 
without the side effects of radiation.  

Although electromagnetic technology was originally 
described by Maxwell in 1865, electromagnetic tech-
nology as therapy received little interest from basic sci-
entists or clinicians until the 1980s. It now includes ap-
plications such as mitigation of inflammation (electro-
chemistry) and stimulation of several specific of genes 
[15,16]. Studies on DNA have provided an understand-
ing of cell response to low energy EMF inputs via elec-
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tromagnetically responsive elements (EMRE; EMF- 
sensitive base pairs nCTCTn) [19,20,29,30,84]. 
 
3. SELECTING MODEL SYSTEM FOR 

TRANSLATIONAL RESEARCH AND 
ITS CLINICAL POTENTIAL 

 
Of under rated importance in investigating ELF EMF 
reactions, is the model system on which experiments are 
based. When extrapolating preclinical testing results to 
the intended clinical setting, it is important to recognize 
and appreciate both the relevant attributes and the limi-
tations of a selected animal. It is essential to select a 
model system that will help provide an understanding of 
the interaction mechanism and provide specific markers 
for studying the effect of EMF on many diseases/ condi-
tions including regeneration; ischemia-reperfusion, and 
tumor suppression. Such model systems include tissue 
cultured cells, Platyhelminths (worms), yeast, Diptera 
(flies), bacteria, fish and mice. 
 
4. CURRENT THEORIES ON ELF-EMF 

INTERACTION MECHANISM 
 
We confine the current discussion to studies of frequen-
cies below 0.3 kHz (commonly defined as the upper 
limit of ELF) to magnetic fields with sinusoidal wave- 
shapes, studies with simultaneous static magnetic fields, 
and studies using pulsed magnetic fields. In the many 
studies reported since the 1980s a variety of different 
exposure protocols, with variation in such parameters as 
magnetic field strength, frequency, duration of exposure 
and combined modality applications with chemotherapy 
and/or radiation, have been reported. Many studies have 
not been replicated, a general weakness of the field. But 
the studies taken as a whole still confer great potential 
promise on the role of magnetic field therapy, either as 
adjunctive therapy (i.e. in addition to chemotherapy or 
ionizing radiation) or even potentially as a primary 
(stand-alone) therapy for certain neoplastic diseases. 

4.1. Basic Mechanisms Underlying the 
Efficacy of Elf-Emf Treatments. 

Enough is known about the cellular and molecular me- 
chanisms of interactions of ELF-EMF to furnish a ra-
tional basis for employing such a therapeutic modality. 
We describe several mechanisms for which there is some 
documentation and a few proposed models, not verified, 
which we believe are worth further investigation.  

One strongly documented mechanism is the activation 
of apoptosis, a process characterized as programmed cell 
death. In response to many different stimuli, a series of 
biochemical cascades are activated within a cell which 

results in its death. From a teleological aspect such a 
process constitutes a defense of the organism as a whole, 
as a damaged cell can undergo the unregulated prolifera-
tion (lack of apoptosis) we regard as a cancerous trans-
formation. Under the microscope such cells can show 
fragmentation of nuclei, bizarre appearances of nuclear 
chromatin, membrane blebs and cell shrinkage. Bioche- 
mically one observes the activation of a family of cys-
teine proteases called caspases which destroy structural 
elements of the cell [21]. Caspases are activated by the 
BCl-2 family of proteins which cause the release of cy-
tochrome c from mitochondria into the cytoplasm by 
altering the mitochondrial membrane potential. Cyto-
chrome c is considered one of the major factors in acti-
vating the caspase cascade. It has been proposed [4] that 
ELF-EMF can intervene in this process by affecting 
voltage-dependent anion channels which are used in the 
BCl-2 activation process. Other processes have also been 
described as causing increased intra-cytoplasmic cal-
cium through voltage-activated channels as well [31]. 
One must bear in mind that the broad picture is far more 
complex, as there is a related literature showing that 
ELF-EMF fields also play a role in cell proliferation. 
Such an effect is generally associated with the weak 
fields, 10 microTesla to a few hundred microTesla, as 
opposed to higher strength fields, greater than one mil-
liTesla, which can produce cell injury and apoptosis. It 
has also been reported that a static field combined with 
an ELF field increases apoptosis [31].  

A second mechanism which has been reported from 
several studies is an effect of ELF-EMF which produces 
inhibition of new blood vessel formation. This is most 
dramatically observed in histological sections of tumors 
exposed to ELF-EMF. Malignant tumors normally ela- 
borate angiogenic factors which cause neo-vasculari- 
zation of the growing tumor, a proliferation of thin- 
walled capillaries branching through the tumor mass to 
provide nutrients to the tumor cells. The endothelial cells 
which form buds to new vessels from existing vessels 
appear to be inhibited during and following ELF-EMF 
exposure, a process which most likely plays a role in 
tumor cell death. 

A few theoretical models have received much discus-
sion over the years. One is the ion cyclotron resonance 
(ICR) model of McLeod and Liboff [32]. In this model 
free ions move in a cell membrane in a combined static 
and ELF magnetic field of the correct “cyclotron” fre-
quency. This motion is thought to trigger cell signals and 
disrupt normal cell behavior. Another theory is that of 
Lednev [33] and describes the interaction of magnetic 
fields with ions bound to channel proteins which influ-
ence the opening and closing of the channels. 

A variety of stimulative [4] effects from ELF-EMF 
have been found, as opposed to strong field effects de-
scribed as destructive. Utilizing primarily cell culture, 
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time-varying magnetic fields, sinusoidal or pulsed, with 
frequencies in the extremely low frequency (ELF range), 
or repetition rates on the order of 1 to 10 Hz, have been 
shown to produce up-regulation of early response genes 
and stress response genes [4], transcription in several 
different cell lines [16] induction of stress response 
genes [34], induction of DNA synthesis in fibroblasts 
[32] induction of DNA synthesis in frog erythrocytes [35] 
and alterations in the mitotic cycle of sea urchin em-
bryos [36]. The literature has been reviewed [25]. 

The model of gene regulation was believed to be that 
the negatively charged DNA was tightly wrapped up in 
the nucleus with positively charged histones, and that 
most genes were ‘turned off’ most of the time. Of course, 
different regions of the DNA code re being read more or 
less all the time to replenish essential proteins. 

The ability of relatively weak EMF (in the ELF fre-
quency range) to affect movement of electrons has been 
demonstrated in several specific biological reactions that 
are fundamental to cellular mechanisms; Na, K-ATPase 
reaction, the oxidation of cytochrome oxidase, and the 
oxidation of malonic acid (the Belousov-Zhabotinsky 
reaction) reviewed in [3,4]. Thus, the same fields can 
cause electrons to move in DNA, leading to areas of 
local charging and local deaggregation of DNA strands. 
This would set in motion the biosynthesis associated 
with the stresses. 

This protective mechanism induces the expression of 
stress response genes and refolds damaged proteins to 
transport them across cell membranes. Specific DNA 
sequences on the promoter of the HSP70 stress gene are 
responsive to EMF, and studies with model biochemical 
systems suggest that EMF could interact directly with 
electrons in DNA. The sensitive base pairs are upstream 
on the HSP70 promoter and consist of the nCTCTn con-
sensus sequence. When the EMRE are tranfected into a 
reporter gene, which was previously unresponsive to ele- 
ctromagnetic fields, they become sensitive. Studies have 
shown that the ERK 1-2 protein is phosphorylted when 
exposed to electromagnetic radiation (8 mT). A related 
model is that of Elson [27] which, like the model of 
Blank and Goodman, describes a direct electro-mecha- 
nical interaction of ELF-EMF with DNA. These theories 
have benefited from the results of a number of studies on 
the ability of DNA to conduct electric currents along the 
DNA backbone [38]. The phenomenon of DNA conduc-
tivity has been demonstrated in vitro using photo- 
chemical techniques and direct measurements of current 
flow through DNA strands using nano-techniques [39]. 
The phenomenon has not been demonstrated in vivo, but 
it has been speculated that the motion of charges in DNA 
could serve to protect DNA from oxidative damage. The 
model advocated by Elson suggests that charge motion 
through helical pathways could also serve to open DNA 
strands, producing origin sites for DNA replication. This 

model also indicates how very strong magnetic fields 
could damage DNA, which would send the signal for the 
induction of apoptosis. This might constitute yet another 
mechanism for the treatment of tumors. The model may 
offer an explanation for the finding of DNA strand 
breaks produced by electromagnetic fields as reported in 
a few studies [40-42]. 

A final mechanism first described by Dr. K. C. Chou 
and subsequently elaborated by both Dr. Chou and Dr. 
Glen Gordon [43,44] is the concept of low-frequency 
phonons (or internal motion) in proteins. Dr. Chou re-
ported this mechanism in order to solve a perplexing 
“free-energy deficit” problem [45], which was encoun-
tered in studying the binding interaction between insulin 
and the insulin receptor [46]. According to the inference 
elaborated in [45], the wave numbers of the low-frequ- 
ency phonons were in the range of 110 100 cm

3 1
, cor-

responding to the range of terahertz frequency ( to 
 Hz). In the mean time, the possible biological 

functions of low-frequency phonons in proteins were 
also discussed [45].  

110
123 10

Subsequently, low-frequency modes have been indeed 
observed by Raman spectroscopy for a number of protein 
molecules [47,48] and different types of DNA [49-52]. 
These observed results have also been further confirmed 
by the neutron scattering experiments [53].  

To identify and analyze this kind of low-frequency 
motion in protein and DNA molecules, the quasi-con-
tinuum model was developed [54-60]. It has been suc-
cessfully used to simulate various low-frequency collec-
tive motions in protein and DNA molecules, such as 
accordion-like motion, pulsation or breathing motion, as 
reflected by the fact that the low-frequency wave num-
bers thus derived were quite close to the experimental 
observations [54-56,59,61]. It was also revealed through 
the quasi-continuum model that the low-frequency mo-
tions in biomacromolecules originate from their two 
common and intrinsic characteristics; i.e., they usually 
contain 1) a series of weak bonds, such as hydrogen 
bonds, and 2) a substantial mass distributed over the 
region of these weak bonds [62].  

The most interesting fact is that many marvelous bio-
logical functions and their profound dynamic mecha-
nisms, such as cooperative effects [60,63], allosteric 
transition [64,65], and intercalation of drugs into DNA 
[66,67], can be revealed through the low-frequency col-
lective motion or resonance in protein and DNA mole-
cules. In this regard, some phenomenological theories 
[57,65,67,68] were established. Meanwhile, the solitary 
wave motion was also used to address the internal mo-
tion during microtubule growth [69]. A soliton is a self- 
reinforcing solitary wave (a wave packet or pulse) that 
maintains its shape while it travels at constant speed. 
The relationship between the solitons and the low-fre-
quency phonons in proteins have been discussed in a re- 
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cent paper [70].  
As stated on the web-page of Vermont Photonics Tech- 

nologies Corp. at Vermont  
(http://www.sover.net/~bell/newFrontierpics.htm), “Study 
of low-frequency (or Terahertz frequency) motions in 
biomacromolecules holds a very exciting potential that 
could lead to revolutionize biophysics, molecular bio- 
logy, and biomedicine.” 

For a systematic introduction of the low-frequency col-
lective motion in biomacromolecules and its biological 
functions, refer to a comprehensive review article [71]. 

4.2. Concluding Remarks on Mechanism 

Direct effects on electron (or hole) flow in DNA by the 
models cited are not proven. It is, however, easy to visu-
alize how ELF-EMF could damage cellular processes 
and structures with the documented mechanisms de-
scribed. A cell is an electrolyte rich, dipolar-protein- 
filled water-dominated dielectric through which course 
many lipid membranes filled with voltage-gated and 
other types of channels designed for transmitting bio-
chemical signals. It is easy to visualize how such a sys-
tem could be affected by low frequency, strong time- 
varying magnetic fields and their associated electric 
fields, and so most attention has been focused on effects 
on electrolyte flow, protein dipole responses, and signal 
transduction at membranes. One interesting study used 
pulsed electric fields (not magnetic fields), a burst of 
high voltage, 40 kiloVolt/cm, 300 nanosecond wide 
pulses to produce complete destruction of focal mela-
nomas injected subcutaneously into mice [72]. Because 
electrodes must be placed on either side of the tumor 
there are severe practical restrictions on the applicability 
of such a technology to tumors in general, but such an 
approach can yield valuable information on the strength 
of the fields required to produce tumor destruction. The 
general conception has been that it is the electrical fields, 
not the magnetic fields per se that couple into biological 
structures to produce an effect. Consequently the pulsed 
electric field experiment can provide valuable informa-
tion on the magnetic field parameters required to pro-
duce an effective electric field. 

One must be cognizant, however, that the studies and 
models of Blank, Goodman, and Elson have raised the 
possibility that coupling of electromagnetic energy can 
occur as well directly through the magnetic fields. This 
possibility can be explained by the expressions F = qv X 
B and curl E = dB/dt of classical electromagnetism, and 
remembering that a cell is filled with currents through 
membranes virtually at all times and possibly currents 
through DNA as well. The technology is available to 
fashion waveforms with far faster rise-times, shorter 
pulse-widths, far higher field strengths, varying repeti-
tion rates and burst modes than have been studied. In 
view of the fact that no adverse side-effects have been 

found and no abnormalities in normal tissue have been 
identified to date (possibly a very significant advantage 
over chemotherapy and conventional radiation) exciting 
opportunities are visible. 

In view of these many interesting possibilities, and the 
promise communicated by the existing literature, a very 
strong case can and should be made for an investment 
into the potential of ELF-EMF in cancer therapeutics. 
 
5. EMF-DNA INTERACTION  

MECHANISMS: SIGNALING  
PATHWAYS 

 
The initial step in transmitting extracellular information 
from the plasma membrane to the nucleus of the cell is 
by NADH oxidase [73]. NADH then rapidly generates 
reactive oxygen species (ROS). These ROS stimulate 
matrix metalloproteinases which allows them to cleave 
and release heparin binding epidermal growth factor. 
This secreted factor actives the epidermal growth recep-
tor which in turn activates the ERK cascade [73]. 

The major mechanism that regulates transcriptional 
activity in response to extracellular stimuli is the activa-
tion of the mitogen-activated protein kinase (MAPK) 
signaling cascades. There are three MAPK cascades that 
are implicated in exposures to ELF and RF. They are: 1) 
extracellular signal regulated kinase 1\2 (ERK), 2) 
c-Jun-terminal kinase (JNK), stress actrivated protein 
kinase (SAPK) and p38SAPK. Each of the cascades is 
composed of three to six tiers of protein kinases and 
their signals are transmitted by sequential phosphoryla-
tion and activation of the protein kinases in each of the 
tiers. Upon activation the protein kinases in various tiers 
phosphorylated and activated a large number of regula-
tory proteins which include a set of transcription factors, 
e.g., c-Jun, c-Fos, hsp27 and hsp70. Activation of the 
stress response is accompanied by activation of specific 
signal transduction cascades involved in regulating cell 
proliferation, differentiation and metabolism [74-77]. 
The MAPK pathways have been characterized in several 
cell types [74,78-81]. Exposure to nonthermal EMF as 
well as RF affects the expression of many cellular pro-
teins [73-75]. 

The initial step in transmitting extracellular informa-
tion from the plasma membrane to the nucleus of the cell 
is by NADH oxidase [73]. NADH then rapidly generates 
reactive oxygen species (ROS). These ROS stimulate 
matrix metalloproteinnases which allows them to cleave 
and release heparin binding epidermal growth factor. 
This secreted factor activates the epidermal growth re-
ceptor which in turn activates the ERK cascade [73]. 

Both EMF and RF activate the upregulation of the 
HSP70 gene and the induction of elevated levels of the 
hsp70 protein. This effect on RNA transcription and 
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protein stability is controlled by specific protein tran-
scription factors which are elements of the mitogen-acti- 
vated-phospho-kinase (MAPK) cascade.  

EMF also stimulate serum response factor which 
binds to the serum response element (SRE) through 
ERKmapk activation and is associated with injury and 
repair in in vivo and in vitro. The SRE site is on the 
promoter of an early response gene, c-fos, which under 
specific cellular circumstances has oncogenic properties. 
The c-fos promoter is EMF-sensitive; a 20 min exposure 
to 60Hz 80mG sinusoidal fields significantly increased 
c-fos gene expression [82]. The SRE accessory protein, 
Elk-1, contains a growth-regulated transcriptional acti-
vation domain. ERK phosphorylation potentiates Elk-1 
and transactivation at the c-fos SRE [8]. ELF-EMF ex-
posure may also control protein regulation through the 
PI3-kinase pathway as inhibition results in an upregula-
tion of collagen in response to ELF-EMF, suggesting an 
inhibitory role for PI3K in ELF-EMF induction. Fur-
thermore, the role of nitric oxide/ cGMP signaling path-
way has been implicated in pulsed EMF induced chon-
drocyte proliferation.  

In studying human disorders, such as cancer, a strong- 
er emphasis should be placed on model systems and 
noninvasive techniques for patient safety and ease of 
application for the treating physician. Information from 
the laboratory bench on non-human model organisms is 
under appreciated and very important. 
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Legend: To facilitate an understanding of mechanisms, defi-
nition of the following terms should be helpful.  

Wave - A wave is a disturbance traveling through a medium 
by which energy is transferred from one particle of the medium 
to another without causing any permanent displacement of the 
medium itself. The peaks of the wave are the maximum amount 
of energy.  

Longitudinal Wave - a longitudinal wave is like a sound wave in 
air, where the pulse travels parallel to the direction of disturbance. 

 Transverse Wave - a transverse wave is like a leaf 
floating in a lake. When a wave comes, the leaf goes 
up and then back down. So a transverse wave is 
where the motion is perpendicular to the direction of 
disturbance.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 Wavelength – A wavelength is the distance between 
any two repeating points, as shown in the diagram. 

 Rise Time: The speed with which a pulse goes from 
zero to peak  

 Measurement of field strength: Tesla/Gauss measure: 
1 Tesla equals 10,000 gauss 

 Frequency – The frequency of a wave is the number 
of times a point repeats in a certain amount of time.  

While EMF signals come in various shapes (sine and square, 
pulsed etc.) through a sine wave or a series of sine waves.  
The delivery system of an electromagnetic field can be single 
pulse, repetive pulse and can be through Helmholtz and other 
coil configureation. 

To understand the impact of EMF on cells and tissues it is 
important to understand specific acronyms. These include 
pulsed electromagnetic field (PEMF), time varying electro-
magnetic field (TVEMF) to pulsed electric stimulation (PES) 
and pulsed electromagnetic therapy (PEMT). The need to spe-
cifically design pulse and/or static field for maximal bio-effi-
cacy.  
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ABSTRACT 

Sorption recovery of palladium (II) from nitrate 
weak acidic model solutions and solutions of 
spent catalysts on some ion exchangers with 
different physical and chemical structure has 
been investigated. The palladium concentration 
in contacting solutions was 5.0 · 10-5 – 1.0 · 10-3 
mol/L at nitric acid and potassium nitrate con-
centrations 0.01 and 1.0 mol/L, respectively. It 
was shown that anion exchangers AV-17-8 as 
well as Purolite S 985 and A 500 possess the 
best sorption and kinetic properties. These 
sorbents can be recommended for selective 
recovery of palladium from solutions of spent 
catalysts. 
 
Keywords: Palladium; Ion Exchange; Anion 
Exchangers; Nitrate Solutions 

1. INTRODUCTION 

As natural deposits of precious metals are being depleted, 
the technologies for precious metals recovery from dif-
ferent secondary raw materials are becoming more im-
portant. The hydrometallurgical methods are success-
fully used for these purposes [1-3]. One of the most 
promising methods for recovery of platinum group met-
als (in particular, of palladium) is sorption, characterized 
by high efficiency and selectivity [1,3-5]. However, the 
majority of investigations devoted to the sorption recov-
ery of palladium, deal with chloride or sulfate solutions 
[6-14], and the studies of sorption of noble metals from 
nitric acidic media are rather limited [1,15-20]. At the 
same time, the recovery of palladium from some kinds 
of secondary sources (e.g. electronic scrap and ex-
hausted nuclear fuel) requires its isolation from nitric 
acidic and nitrate solutions [1,21]. 

Our previous investigations were focused on sorption 
recovery of palladium from chloride model solutions 
and solutions of spent catalysts by various ion ex-
changers and carbon adsorbents [9,22,23]. Apart from 

this, we started the research of sorption concentration of 
palladium on carbon adsorbents during its recovery from 
model nitric acidic solutions [24]. We have revealed high 
sorption abilities of some carbon adsorbents to palla-
dium (II) ions depending on initial concentrations of 
nitric acid and Pd . )(II

The present paper is focused on sorption recovery of 
palladium from nitrate weak acidic solutions (model and 
of spent catalysts) by some ion exchangers with different 
physical and chemical structure. 

2. MATERIALS AND METHODS 

2.1. Characteristics of Ion Echangers 

Some ion exchangers from various manufacturers were 
taken for investigation. These sorbents possess different 
physical and chemical structure. Their physical-chemical 
characteristics are summarized in Table 1. It should be 
noted that ion exchangers produced by Purolite Com-
pany for the first time were used for recovery of plati-
num group metals. However, these ion exchangers were 
successfully applied in our previous investigations on 
sorption recovery of gold and silver [25].  

Before sorption all the ion exchangers were prepared 
according to the standard procedures and then loaded 
with 1 M  solution, in order to convert them to 
chloride form (anion exchangers) or to 

NaCl
,Na Cl  -form 

(amphoteric resin). 
The acid-base properties of ion exchangers investi-

gated were studied by a potentiometric titration with the 
glass electrode. Based on the experimental data obtained, 
we have calculated the average apparent ionization con-
stants of functional groups of ion exchangers [5]. The 
calculation procedure is described below and the values 
of constants are presented in Table 1. 

2.2. Preparation of Palladium Ntrate  
Solutions 

The initial model stock solution of palladium was pre-
pared according to works [26,27]. The accurately 
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Table 1. Physical-chemical properties of ion exchangers investigated. 

Trade 

name 
Exchanger 

type 

Copoly-

mer 
Physical 
structure

Functional 
groups 

Exchange 
capacity to Cl- 
ion (mmol/g) 

Swelling 
grade 
(%) 

apK  Manufacturer 

Purolite 

A 500 

Strong base 
anion ex-
changer 

St – DVB MP QAB 1.2 15 2.31 Purolite, UK 

Purolite 

A 530 

Strong base 
anion ex-
changer 

St – DVB MP QAB 0.60 12 1.15 Purolite, UK 

Purolite 

S 985 

Weak base 
anion ex-
changer 

Ac – DVB MP PA 2.3 42 0.74 Purolite, UK 

AV-17-

8 

Strong base 
anion ex-
changer 

St – DVB G QAB 3.6 23 0.99 TOKEM, Russia 

AN-25

1 

Weak base 
anion ex-
changer 

VP – DVB MP TAG, PN 5.3 10 1.78 Chercassy, 
Ukraine 

ANKF-

5 
Amphoteric 

ion exchanger 
VP – DVB P PAG, TAG, 

PN 
3.8 

(2.6 to Na+) 
22 

1.42 

( bpK =1

1.83) 

Chercassy, 
Ukraine 

 
St-styrene; DVB-divinylbenzene; Ac-acryl; VP-vinylpyridine; MP-macroporous; G-gel; P-porous; QAB-quaternary ammonium base; 
PA-polyamine; TAG-tertiary aminogroups; PAG-phosphorylic acid groups; PN-pyridine nitrogen. 

 
weighed metallic palladium (0.50 g) was dissolved under 
heating in concentrated 

3
 (analytical grade) ac-

cording to the following reaction: 
HNO

3 3 23 8 3 ( ) 2 4Pd HNO Pd NO NO H O     2    (1) 

The palladium concentration in initial stock solution 
was 0.01 mol/L. The working solutions with palladium 
concentrations 5.0 · 10-5 – 1.0 · 10-3 mol/L were prepared 
from the stock solution. The nitric acid concentration in 
these solutions was 0.01 mol/L and the constant ionic 
strengths was made by means of 1.0 M 3KNO . Before 
the preparation of working solutions, the palladium con-
centration in initial stock solution was controlled by gra-
vimetric method with dimethylglyoxime as a reagent 
[26]. The palladium (II) concentration in working solu-
tions and in solutions after sorption was determined by 
spectrophotometrical with nitroso-R-salt [27,28].  

We chose the range of palladium and nitric acid con-
centrations for our experiment, aiming to make it closer 
to real industrial conditions. 

Apart from the model nitrate solutions of palladium, 
we also used the solutions of spent palladium-containing 
catalysts. These solutions were prepared as follows: 
the catalyst quantities (0.20 g) were dissolved under 
heating in concentrated nitric acid, similar to prepara-
tion of model solution. The working solutions of spent 
catalysts with palladium concentrations 5.0 10-5–5.0 
10-4 mol/L were prepared from the initial solution. 
Before dissolution of spent catalysts samples in nitric 
acid, we have determined their average composition by 
X-ray-fluorescence method. The results are repre-
sented in Table 2. 

 
2.3. Batch Studies 

The sorption of palladium was studied under batch ex-
perimental conditions: resin mass–0.20 g, volume of 
contacting solution–20.0 mL, stirring in a thermostat at 
(20 ± 1) ºС. The equilibrium time determined by special 
tests was about 24 h. 

Sorption ability of ion exchangers investigated was 
estimated by means of the recovery degree ( ) and 

distribution coefficient ( , which were calcu-

lated from: 

,%R

, / )D L g

0

0

( )
100%eqC C

R
C


                (2) 

eq

EC
D

C
                   (3) 

where  and  are the initial and equilibrium mo-

lar concentrations of palladium solution;  is the 
exchange capacity of the resin for palladium, mmol/g. 

0C eqC

EC

The kinetics of sorption of palladium from weak 
acidic nitrate solutions on ion exchangers investigated 
was studied by the “limited bath” method [29,30] and 
diffusion coefficients of  (( )Pd II 2, /sD cm s ) were 

calculated. The kinetic experiment procedure is de-
scribed below. 

The desorption of palladium was carried out by 1 M 
thiourea solution in 0.01 M  or in 1 M . 

The mechanism of palladium sorption recovery by ion 
exchangers from nitrate systems was studied by means 
of IR-spectroscopy and diffuse reflectance spectroscopy. 
The preparation procedures of samples are present be 

3HNO NaOH

low. 
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Table 2. Average composition of initial sample of palla-
dium-containing spent catalyst. 

 

 
All the results were statistically processed by standard 

methods [31,32]. The average experimental error for 3-4 
parallel runs was below 6 %. 

2.4. Calculation of Apparent Constants of 
Acid-Base Ionization of Ion  
Exchangers 

The constants values were calculated using potentiomet-
ric titration data. For each point of the titration curve, the 
functional groups content was determined and the ap-
parent ionization degree ( ) of the resin was calculated: 

0

[ ]H

C




                  (4) 

where [ ]H   is the equilibrium concentration of H   

ions in the ion exchanger phase, mmol/mL;  is the 

initial concentration of the titrant solution (0.1 M 
0C

HCl ). 
Then a curve was plotted on the coordinates 

(log )
1

pH f






 and at 0.5  , the apparent 

acid-base ionization constants of functional groups of 

the ion exchangers ( apK ) were calculated from Hen-

derson’s equation: 

log( )
1apK pH m



 


            (5) 

where  is the slope angle tangent of the curve. m

2.5. “Limited Bath” Method for Sorption 
Kinetics of Palladium (Ii) 

The quantities of preswollen resin (0.10 g) were stirred 
with 25.0 mL of palladium nitrate solutions at (20 ± 1)ºС 
over a period of 30 s to 24 h. The suspensions were in-

tensively stirred (more than 800 rev/min). After a certain 
time period, the resins and solutions were quickly sepa-
rated and the concentration of  was determined 

in the solutions. Then the exchange degree (

( )Pd II

)F  was 

calculated from 

tQ
F

Q

                    (6) 

where  and tQ Q  are the amounts (in mmol) of the 

palladium sorbed to the time  (s) and to the equilib-
rium time. 

t

According to the Boyd’s method [29,30,33], the ki-
netic coefficient was calculated from B

2 2(1.08) F
B

t


                (7) 

The data obtained were plotted as a function ( )Bt f t . 

If the process is controlled by gel diffusion [29,30,33], 
this function should be linear. After that, the diffusion 

coefficients ( sD ) were calculated according to the equa-

tion: 
2

2s

Br
D


                 (8) 

where r  is the radius of the resin grain (cm). 
The half-exchange time of the kinetic process ( ) was 

calculated as follows: 
1/2t

2

1/2 24 s

r
t

D
                 (9) 

2.6. Preparation of Sample for  
FT-IR-Spectroscopy 

IR–spectra of ion exchangers investigated were recorded 
by means of FT-IR- spectrometer Vector 22 (Bruker). 
Before that, ion exchanger samples were dried during 4 
h at 40ºС in convection drier. Then the samples were 
held in a vacuum-desiccator over freshly calcinated cal-
cium chloride. The specimens were ground in a me-
chanical mill without air access and after that were 
pressed with spectrally pure KBr  to discs. The quanti-
ties of resin samples and potassium bromide were con-
stant (200 mg each of resin and KBr ). 

2.7. Preparation of Samples for Diffuse  
Reflectance Spectroscopy 

The diffuse reflectance spectra were recorded by means 
of spectrometer PULSAR (Russia). The resin quantities 
(0.20 g) were preliminary saturated with palladium (II) 
ions with concentration 5.0· 10-4 mol/L during 24 h. Af-
ter that, the resins were filtered and wet samples were 
placed into cell. Then the diffuse reflectance spectra 

Component Content (%) 

Palladium 0.79 

Sodium 0.41 

Aluminum oxide ~ 84 

Silicon 0.03 

Sulfur 0.12 

Chlorine 0.80 

Iron 0.19 

Nickel < 0.02 

Zinc < 0.02 

Gallium < 0.02 
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were recorded.  

3. RESULTS AND DISCUSSIONS 

3.1. Ionic State of Palladium in Contacting 
Solutions 

It is known from [26,27,34,35] that the ionic state of 
platinum group metals in solutions depends on acidity  
of contacting solution as well as on concentration of 
chloride or nitrate ions (for chloride and nitrate systems, 
respectively). It is determined at present that 3 2( )Pd NO   

is formed after the dissolution of metallic palla-

dium in concentrated nitric acid according to reaction (1) 
and subsequent diluting of the solution obtained [36,37]. 
It is also determined [38] that the hydrated palladium (II) 
ions  and their mononitrate complexes 

[  are present in solution at  mol/L. 

With the increase in nitric acid con- centration, the 
amount of different nitrate cationic and anionic com-
plexes as well as of neutral species is growing [19,20]: 

2 2( )H O

3 ]PdNO

[ (

2
2 4[ ( ) ]Pd H O 



2 3 3) ]

3HNOC 1

Pd H O NO  , , 2 2 3 2[ ( ) ( ) ]Pd H O NO 2 3 3)( ) ]O NO[ (Pd H  , 

. When the nitric acid concentration dimin-

ishes from 1 mol/L to 0.01 – 0.001 mol/L, the formation 
of hydroxocomplexes with the general formula 

 is observed in solution [36,38]. That 

occurs due to the so-called “aging” of solutions, which 
takes place in weak acidic media, and especially after 
keeping of such solutions for longer than 24 h. This 
phenomenon is typical for solutions of platinum group 
metals [27,34,38]. At mol/L, the solution 

does not contain aquatic  ions and its nitrate 

complexes, and only hydroxocomplexes of different 
composition exist in this media [38]. 

2
3 4) ] 

(2 )) ] n
n aq



[ (Pd NO

[ (Pd OH

3
0.001HNOC 

( )Pd II

The above discussion concerns only the ( )Pd II 3HNO  

systems, i.e. without adding background electrolytes. 
Our previous investigation [24] was focused on palla-
dium (II) recovery from strong acidic solutions 
(

3HNOC

( )

was 1, 2 and 5 mol/L) in the system sorbent 

– 3Pd II HNO . However, the sorption of palladium 

from weak acidic solutions in the presence of salt back-
ground is also of practical interest, since such media are 
formed in number of technological schemes [1,3]. 
Therefore, we have also studied the following system: 
ion exchanger – ( )Pd II  0.01 M 1 M 3HNO  3KNO . It 

should be noted that data on ionic state of palladium in 
such systems are not available at present and this prob-
lem requires a special study. However, we have at-
tempted to make some conclusions on this matter in the 
present paper, as discussed below.  

Before studying the palladium sorption recovery, we 
have obtained electron absorption spectra of freshly 

prepared palladium solutions in 1 M 3HNO  and at 

pH=2, presented in Figure 1. It should be noted that 
palladium sorption was carried out from freshly prepared 
solutions to minimize their “aging”. It can be seen from 
Figure 1 that absorption maximum in spectrum 1 ( Pd   
1 M 

in

3HNO is located at 390 nm and indicates the 

presence of complexes [ (  as a pre-

vailing form [36-38]. However, the absorption maxima 
in spectra 2 and 3 (  in 0.01 M  in the pres-

ence of 1 M 

) 

2 )(Pd H O NO

HN

3 3) ]

3OPd

3KNO ) are also located at 390 nm and 

show presence of the same ( )Pd II  complexes in solu-

tion. Probably, the formation of anionic nitrate com-
plexes of palla dium (II) is promoted by the high con-
centration of nitrate ions, despite the weak acidity of 
solution (pH=2). Later, during our experiments on 

 sorption, we have not observed any precipita-

tion of metal specimens on a surface of resins, unlike 
authors [20]. It means that there was no hydrolysis in the 
investigated systems under chosen conditions (fresh 
prepared weak acidic solutions and presence of 1 M 

(Pd II )

3KNO

(NO

). However, the precipitation effect was clearly 

observed when palladium sorption was carried out from 
solutions kept more than 8 h or from freshly prepared 
solutions with pH=4. This proves the formation of dif-
ferent hydroxocomplexes. Therefore, we can conclude 
from the absorption spectra that complexes  2[ (H )OPd

3 3) ] prevail in contacting freshly prepared solutions 

under the chosen conditions. 

3.2. Sorption Recovery of Palladium from 
Model Nitrate Solutions 

The sorption properties of ion exchangers investigated to 
palladium (II) are presented in Table 3. It can be seen 
from these data that in general all the resins reveal high 
sorption ability, since they recover  on the level ~70  Pd

 
Figure 1. Absorption spectra of palladium (II) working solutions 
in 1 M  (1) and in the system 0.01 M  + 1.0 M 

 (2,3),  mol/L (1,2) and  

mol/L (3). 

3HNO

C

3KNO

3KNO -3
0(Pd)= 2.0×10 -31.0×10
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3

% (ANKF-5) and more than 90 % (Purolite S 985). The 
studied sorbents can be arranged by their affinity grade 
to palladium in the following order: Purolite S 985 > 
Purolite A 530 > Purolite A 500 ~ AV-17-8 > AN-251 > 
АNKF-5. 

It is interesting to note, that all ion exchangers except 
Purolite S 985 possess approximately equal affinity to 

, despite of their different physical and chemical 
structure. The nature of functional groups of the ion ex-
changers investigated allows to form the following types 
of chemical bonds during their contact with noble metal 
ions [5,6,19,20]: 

Pd

 ionic, i.e. ion – ion interaction, which takes place 
on strong basic anion exchangers; 

 coordination, forming as a result of conservation of 
electron pair between ligand (electron-pair donor), 
which is the nitrogen atom of resin functional 
groups, and the metal (electron-pair acceptor); this 
bond takes place on weak basic anion exchangers. 

The fact that amphoteric ion exchanger ANKF-5 re-
covers  ions from nitrate solutions on the same 

level (and even less) than anion exchanger AN-251 (both 
resins were synthesized on the basis of vinylpyridine), 
unambiguously points out to ionic state of  in 

contacting solution. If cationic hydroxocomplexes or 
hydrated ions  were present in this solu-

tion, the degree of palladium (II) recovery would proba-
bly be above 69% due to the activity of phosphorylic 
acid and pyridine nitrogen functional groups in weak 
acidic media. 

( )Pd II

( )Pd II

2
2 4[ ( ) ]Pd H O 

Moreover, it is noteworthy that strong basic anion ex-
changers recover to a greater extent (Table 3), 

although the additional complex formation of palladium 
ions with functional groups of quaternary ammonium 
base is impossible (unlike the weak basic anion ex- 
changers). Therefore, we consider highly probable that 
anionic palladium complexes 

( )Pd II

2 3[ ( )( ) ]Pd H O NO   or 

 exist in the systems investigated in the 

presence of 1 M 

2
3 4[ ( ) ]Pd NO 

3KNO . 

Table 3. Sorption of palladium from nitrate model solutions 
on ion exchangers investigated Initial concentration 
is 5.0 · 10-4 mol/L, pH = 2. 

Pd(II)

Trade 
name 

log 
D 

(%)R  Trade 
name 

log D (%)R  

Purolite A 
500 

2.79 86 AV-17-8 2.77 85 

Purolite A 
530 

2.87 88 AN-251 2.54 78 

Purolite S 
985 

3.23 94 ANKF-5 2.34 69 

As for sorption recovery of palladium (II) on anion 
exchanger Purolite S 985, which reaches 94%, there is 
little doubt that this recovery proceeds according not 
only to anion exchange, but also to complexation proc-
ess, taking into account the presence of polyamine 
groups in the structure of this sorbent. 

3.3. FT-IR Study of Palladium Sorption 

To study the palladium recovery from nitrate solutions in 
more detail, we have carried out IR-spectroscopic inves-
tigation. We have obtained IR-spectra of anion exchang-
ers Purolite S 985, AV-17-8 and AN-251, the fragments 
of which are shown in Figure 2. IR-spectra of initial 
samples of these resins in chloride form are presented 
for comparison. 

It can be seen from IR-spectra that appearance of in-
tensive peaks in the range of 1400–1300 cm-1 (1384, 
1352 and 1300 cm-1) is observed for all the ion exchang-
ers, independently of their basicity and structure of 
polymeric matrix. These peaks are assigned to vibrations 
of N–O bonds of nitrate ion: peak at 1384 cm-1 corre-
sponds with stretching vibrations of free 3NO  [20,39], 

whereas peaks at 1352 and 1300 cm-1 can be assigned to 
the N–O stretching vibrations in palladium complex [39]. 
It should be noted that the greatest intensity of these 
peaks is revealed in IR-spectrum of strong basic anion 
exchanger AV-17-8 (Figure 2, spectrum 5). It was men-
tioned above that the functional groups of this resin 
(quaternary ammonium base) cannot react with palla-
dium through additional coordination. Therefore, it can 
be concluded that the anion exchange takes place in this 
case: 

2 3 3 2 3 3[ ( )( ) ] [ ( )( ) ]RCl Pd H O NO R Pd H O NO Cl      

      (10) 

Since the similar but less intensive  peaks are re-
vealed in IR-spectra of weak basic anion exchangers 
Purolite S 985 and AN-251 (Figure 2, spectra 1 and 3), 
it can be concluded that the reaction (10) is to some ex-
tent attributable to these resins too. 

However, in case of  recovery on weak ba-
sic anion exchanger AN-251, the redistribution of the 
intensities in the range of 1700 – 1400 cm-1, corre-
sponding to symmetric and asymmetric stretching vi-
brations of pyridine ring, is observed in IR-spectrum 
of this resin (Figure 2, spectrum 3). The absorption 
bands at 1600, 1558, 1494 and 1417 cm-1 are assigned 
to С = С and C = N stretching in pyridine ring 
[20,39,40]. The reduction of peak intensity at 1510 
cm-1 and depression of that one at 1492 cm-1 points out 
to the probable complexation between palladium and 
pyridine nitrogen [5,40]. 

( )Pd II
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Figure 2. IR-spectra fragments of anion ex-
changer samples Purolite S 985 (1), AN-251 (3), 
AV-17-8 (5) saturated from nitrate solutions of 

palladium (II)  mol/ L; 

 mol/L;  mol/L 

Spectra (2), (4) and (6) correspond respectively to 
initial samples of Purolite S 985, AN-251 and 
AV-17-8 in chloride form. 

-4
0C (Pd)= 5.0×10

0 3C (KNO )= 10 3C (HNO )= 0.01 .0

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. IR-spectra fragments of samples of anion 
exchanger Purolite S 985 saturated from nitrate pal-
ladium (II) solution (1) and of initial resin in chlo-
ride form (2)  mol/L; 

 mol/L;  mol/L. 

-4
0C (Pd)= 5.0×10

0 3C (KNO )= 1.0
0 3C (HNO )= 0.01

The IR-spectrum of weak basic anion exchanger Puro-
lite S 985 saturated with palladium shows the greatest 
changes compared to the spectrum of its initial sample in 

chloride form (Figure 2, spectra 1 and 2). The peaks at 
1384, 1352 and 1304 cm-1, which correspond to nitrate 
ion and are characteristic for anion exchange in accor-
dance with reaction (10), also appear in the spectrum 1. 
In the range of stretching vibrations of aminogroups 
(1550 – 1530 cm-1), the reduction of peak intensities 
takes place, and in the range of 1450–1420 cm-1, the 
peak disappears, corresponding to vibrations of methyl-
ene groups [5,40]. Such changes indicate that complexa-
tion processes in the sorbent’s phase take place [5]. 

In case of Purolite S 985, special attention should be 
paid to the short-wavelength fragments of IR-spectra, 
shown in Figure 3. It contains an increase in peak inten-
sity at 771 cm-1 and appearance of bands at 822 and 711 
cm-1. These changes correspond to deformation vibra-
tions of  bond, which is characteristic for co-
ordination compounds [5,40,41]. 

N Pd

Therefore, it can be concluded that palladium sorption 
from nitrate weak acidic solutions on weak basic anion 
exchangers proceeds not only according to anion ex-
change mechanism (reaction (10)), but also is accompa-
nied by coordination: 

1[ ] [ ]n nRN PdL RNPdL L  

4

         (11) 

where 2 3; ; 2L H O NO n   . 

3.4. Sorption Isotherm Studies 

The isotherms of palladium sorption from nitrate solu-
tions on anion exchangers Purolite S 985, A 500 and A 
530 are represented in Figure 4. It is known [29,33] that 
the shape of these curves is an evidence of sorption se-
lectivity. It can be seen from Figure 4 that all the iso-
therms are convex curves and they are classified to 
Langmuir isotherms, which are described as follows: 

1

eq eq

eq eq

K C
EC EC

K C



 

 
             (12) 

where EC  is the maximal equilibrium exchange ca-

pacity of the resin to palladium, mmol/g; eqK  is the 

apparent constant of ion exchange equilibrium, L/mmol. 
By transforming the Eq. (12) to the linear form, we 

calculated ion exchange equilibrium constants and de-
termination coefficients (r2), which are presented in Ta-
ble 4. It can be seen from these data that coefficients r2 
are close to 1. This fact supports our hypothesis about 
Langmuir-type isotherms for palladium sorption. 

3.5. Kinetics Studies 

The successful application of ion exchangers in indus-
trial conditions requires their good kinetic properties. 

That is why the research on kinetics of ( )Pd II  sorp-

tion on Purolite ion exchangers in the investigated sys-
tems is both of theoretical and practical interest. The 
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Figure 4. Isotherms of palladium sorption on anion exchangers 
Purolite A 530 (1), A 500 (2) and S 985 (3)  

mol/L;  mol/L. 

0 3C (HNO )= 0.01

0 3C (KNO )= 1.0

Table 4. Apparent constants of ion exchange equilibrium 
( eqK ) and determination coefficients (r2) during recovery 

of palladium (II) from nitrate model solutions. 

Trade name eqK  r2 

Purolite A 500 135 0.894 

Purolite A 530 34.4 0.991 

Purolite S 985 588 0.975 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Kinetic dependencies of function on time for 
anion exchangers Purolite A 530 (1), S 985 (2) and A 500 (3). 

Bt t

 
Table 5. Kinetic parameters of palladium (II) sorption 
from nitrate model solutions mol/L; -4

0C (Pd)= 5.0×10

0 3C (HNO )= 0.01  mol/L;  mol/L. 0 3C (KNO )= 1.0

 

Trade name 
610   

(mmol/g·s) 

810sD   

(cm2/s) 
1/2t  

(s) 

Purolite A 500 11.70 8.26 1558 

Purolite A 530 2.06 0.58 23164 

Purolite S 985 9.26 5.94 2390 

 
calculated main kinetic parameters are summarized in 
Table 5 and Figure 5 contains the dependencies 

. ( )Bt f t

It can be seen from Figure 5 that dependen-
cies ( )Bt f t are the straight lines for all the resins 

Purolite investigated and comply with criterion of gel 
kinetics, i.e. the whole sorption process is controlled by 
interdiffusion of the ions exchanged in a resin grain 
[29,30,33]. As for the main kinetic parameters, it should 
be noted that average rate of ion exchange process is 
higher on strong basic anion exchanger Purolite A 500 
(Table 5). Consequently, the value of average diffusion 
coefficient for this resin exceeds such values for the 
other sorbents and the half-exchange time is lesser. A 
comparison of kinetic process between anion exchangers 
Purolite S 985 and A 500 shows that such behavior of 
these sorbents is in good consistence with our above- 
mentioned assumptions about sorption mechanism. 
Since the palladium sorption on Purolite A 500 is not 
complicated by additional complexation (in contrast to 
Purolite S 985), the rate of this process is higher and 
diffusion coefficient values are also bigger, whereas the 
half-exchange times are lesser for this resin. However, it 
is interesting to note that the strong basic anion ex-
changer Purolite A 530, which is not practically distin-
guished from A 500 in its sorption properties (Table 3), 
compares much unfavorably with A 500 in its kinetic 
properties (Table 5). The average rate of ion exchange 
process on Purolite A 530 is about 5 times lower than on 
Purolite A 500. Also the average diffusion coefficient 
values for A 530 are by one order smaller and the 
half-exchange time is by one order greater (Table 5). 
Such behavior of anion exchanger Purolite A 530 in 
comparison with also strong basic resin A 500 can be 
probably explained by its exchange capacity, which is 
less by half than this value for A 500, and by its lesser 
swelling as well (Table 1). Moreover, it can be assumed 
that the sorbed complex ions of palladium (II), which 
possess a square spatial configuration [42], have not 
enough time to reach the active centers of the sorbent A 
530, where the anion exchange occurs, because of its 
small exchange capacity (there are few available ex-
change centers on a resin surface). Certainly this phe-
nomenon requires a special study, but from the practical 
point of view the anion exchanger Purolite A 500 is 
preferable than sorbent Purolite A 530 for recovery of 
palladium (II) from nitrate solutions. 

3.6. Sorption of Palladium from Nitrate  
Solutions of Spent Catalysts 

Further we have studied the sorption recovery of palla-
dium (II) from solutions of spent catalysts on some an-
ion exchangers chosen on the basis of their good sorp-
tion and kinetic properties. The results are summarized 
in Table 6. 

It can be seen from these data that the anion exchang-
ers in general possess good sorption ability to  

ions, but this characteristic is slightly lower in compari-

( )Pd II

 

0

5

10

15

20

25

30

0 10 20 30 40 50 60 70 80 90 100

EC·10-3,  
mmol/g 

CPd·10-6, mol/L 

1

2

3

 

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0 1000 2000 3000 4000 5000 6000 7000

Bt

t, s 

1

2

3



O. N. Kononova et al. / Natural Science 1 (2009) 166-175 

SciRes Copyright © 2009                                    Openly accessible at http://www.scirp.org/journal/NS/ 

173

son with the data obtained for model solutions, exclud-
ing anion exchanger AV-17-8 (Table 3). Partly the de-
crease in  recovery from real solutions can be 

explained by complex composition of initial solution of 
spent catalyst (Table 2), where a number of ions produce 
a competing effect on palladium sorption process.  

( )Pd II

( )Pd II

HNO

In order to determine the form of palladium in con-
tacting solution of spent catalyst as well as in the phase 
of strong basic anion exchanger, we have obtained the 
diffuse reflectance spectra presented in Figure 6. It can 
be seen from these data that the maximum in diffuse 
reflectance spectra is located at 410 nm. It corresponds 
with the maximum in absorption spectrum at 390 nm 
(Figure 1), since the bathochromic shift of maximum in 
diffuse reflectance spectra is observed during sorption 
concentration of noble metal ions in view of matrix ef-
fect of solid phase [43,44]. Therefore, the prevailing 
form of  existence in nitrate weak acidic solu-
tions of spent catalysts is its complex  2[ ( )Pd H O

3 3( ) ]NO   

It is known [2-5,15] that the desorption of noble 
metals from highly selective ion exchangers is hardly 
achievable process because of strong retention of ad-
sorbed metal ions by functional groups of resins. Due 
to that, for the successful regeneration of these sor-
bents it is necessary to use the elution agents which 
form more stable complexes with the recovered metal 
ions than the complexes of these metals existing in the 
resin phase. From this point of view, the acidic or ba-
sic thiourea solutions are widely applied as eluting 
agent [1,15,19,22-24,27]. We have also used in the 
present work the thiourea solutions for palladium de-
sorption after its sorption recovery. The results are 
shown in Table 7. It can be seen from the presented 
data that the palladium (II) elution degrees after its 
recovery from model solutions reach the level of 
78-82% – the result which is considered quite satis-
factory. However, the palladium desorption after its 
recovery from solutions of spent catalysts proceeds on 
the level of 22–25%. When carrying out this process, 
we have changed thiourea concentration and used its 
solutions in  or , but the best result we 

could reach was ~ 25% by palladium elution with 1 M 
thiourea solution in 1 M 

3 NaOH

NaOH . It should be noted 
that the recovery of noble metals from industrial solu-
tions after their sorption on highly selective ion ex-
changers is often carried out by burning of such resins, 
since the value of noble metals exceeds the costs of ion  
exchange materials, even selective ones [2,4,24,45]. 
Therefore, it is necessary to continue the research for 
improving the palladium recovery after its sorption on 
selective ion exchangers from solutions of spent cata-
-lysts. 

 
 
 
 
 
 
 
 
 
 

 
Figure 6. Diffuse reflectance spectra of anion exchangers’ 
samples AV-17-8 (1) and Purolite A 500 (2) saturated with 
palladium (II) from nitrate solutions of spent catalysts. 

 mol/L;  mol/L; 

 mol/L F(R) – diffuse reflectance coefficient. 

-4
0C (Pd)= 5.0×10

0 3C (KNO )= 1.0
0 3C (HNO )= 0.01

 
Table 6. Sorption recovery of palladium (II) from nitrate 

solutions of spent catalysts  mol/L; 

mol/L;  mol/L. 

-4
0C (Pd)= 5.0×10

0 3(KNO )= 1.00 3C (HNO )= 0.01 C

 
Trade name log  D (%)R  

Purolite A 500 2.31 65 

Purolite S 985 2.86 88 

AV-17-8 2.72 84 

 
Table 7. Elution of palladium from anion exchangers in-
vestigated by thiourea solution (1.0 mol/L) in 0.01 M 

 after palladium sorption from nitrate weak acidic 

model solutions. 
3HNO

 
Trade name Desorption degree (%) 

Purolite S 985 78 

Purolite A 500 82 

4. CONCLUSIONS 

Sorption recovery of palladium (II) from nitrate weak 
acidic model solutions and solutions of spent catalysts 
on some ion exchangers with different physical and 
chemical structure was investigated. Based on electron 
absorption spectra, it was determined that complexes 

2 3 3[ ( )( ) ]Pd H O NO   prevail in contacting solutions. It 

was shown that ion exchangers investigated possess 
good sorption and kinetic properties. 

The mechanism of palladium sorption recovery on 
strong and weak basic anion exchangers from nitrate 
weak acidic solution was outlined by means of 
FT-IR-spectroscopy. It was shown that strong basic an-
ion exchangers sorb palladium according to anion ex-
change, whereas weak basic resins recover  ( )Pd II
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complexes not only by anion exchange, but also by 
means of additional coordination with nitrogen atoms of 
functional groups. 

The palladium (II) desorption after its recovery on se-
lective ion exchangers from model solutions and solu-
tions of spent catalysts was carried out using thiourea 
solutions. It was shown that the degree of palladium 
elution by 1 M thiourea solution in 0.01 M 3HNO  after 

its sorption from model solutions is on the level of 78 – 
82 %, whereas this value does not exceed 25% after 

 sorption from solutions of spent catalysts. The 

improvement of this process should be a subject for fur-
ther research.  

( )Pd II

Based on results of present investigation, the anion 
exchangers AV-17-8 as well as Purolite S 985 and A 500 
can be recommended for selective recovery of palladium 
(II) from nitrate weak acidic solutions. 
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ABSTRACT 

Two-dimensional (2D) periodic TiO2 pillar arrays, 
applicable to photonic crystals and micro-
channels, were fabricated by direct patterning 
of a TiO2-organic hybrid material by multi-beam 
laser interference lithography and calcination of 
hybrid patterns. 2D periodic pillars of a TiO2– 
organic hybrid material were prepared by irra-
diation with the interference pattern of femto-
second laser beams and removal of the non- 
irradiated portions. Two types of periodic pillar 
arrays, standing pillars and top-gathering pillars 
(four pillars gathered at the top), were obtained, 
depending on laser irradiation conditions. After 
calcination of TiO2–organic hybrid pillars, TiO2 
pillar arrays were obtained without collapse. 

Keywords: Lithography, Capillary Force, Assembly 

1. INTRODUCTION 

Two-dimensional (2D) periodic arrays of dielectric ma-
terials with submicrometer to micrometer repetitions 
have great potential in various applications, such as dif-
fraction gratings [1], photonic crystals (PCs) [2,3], and 
molecular separation in a microchannel [4,5]. Most of 
these arrays are fabricated by lithography, in which di-
electric materials are coated with photoresists, the photo- 
resist patterns are fabricated by beams such as electron 
beams, lasers, and beams of UV light, and the patterns of 
the dielectric material are chemically etched in the area 
not covered by the photoresist. The patterns of the di-
electric materials do not feature a high aspect ratio (pat-
tern height to pitch), and complex patterns, e.g.,three- 
dimensional (3D) patterns, cannot be obtained easily, 
because dielectric materials are generally stable for 
chemical etchants. 

However, patterns such as pillars [6,7], waveguides [8, 
9,10], and diffraction gratings [11], can be fabricated in 
organic–inorganic hybrid materials by direct lithography. 

Organic–inorganic hybrid materials prepared by the    
sol–gel method are composed of inorganic networks 
modified with photosensitive organic molecules such as 
unsaturated hydrocarbons or β-diketonato ligands. When 
the hybrid films are exposed to UV light or a laser, pho-
tosensitive organic groups react, and the solubility of the 
exposed parts in alcohol decreases. Removing the unex-
posed portions produces the patterns of hybrid materials. 

Hybrid materials are generally more flexible than in-
organic materials due to the characteristics of the organic 
groups; therefore, they have been used to fabricate many 
types of thick films with thickness greater than 1 μm. 
Most thick films are prepared by the sol–gel method, 
using organosiloxanes, in which one or two alkoxyl 
groups of the silicone alkoxide change to functional or-
ganic groups. However, it is known to be difficult to 
fabricate thick films without using organosiloxane. 

In our previous work, different types of photosensitive 
TiO2–organic hybrid films were prepared by the sol–gel 
method [12,13,14]. TiO2 hybrid films were prepared 
from a Ti alkoxide, and modified with a β-diketone and/ 
or an unsaturated hydrocarbon. Two types of TiO2 hy-
brid dot arrays, with a pitch spacing of 1.3 μm and a 
height of about 250–300 nm, were directly fabricated by 
multi-beam laser interference (MLI) lithography. In this 
method, photosensitive materials are exposed to the in-
terference light pattern and developed in an appropriate 
solvent [13,14]. One type was fabricated by multi-pho-
ton absorption (MPA) of a femtosecond laser at 800 nm, 
while another was fabricated by a nanosecond laser at 
351 nm. Hybrid films with a thickness of about 1 μm 
were used for the lithography; however, the light for 
photopolymerization was absorbed in the film, and 
moreover, photopolymerization did not occur over the 
entire film. Both types of TiO2–organic hybrid dot arrays 
were calcined, and TiO2 arrays were fabricated without 
collapse or exfoliation; however, patterns with a high 
aspect ratio could not be produced. 

MPA is a well-known method of fabricating complex 
patterns by photopolymerization of organic compounds 
[15,16]. If MPA was used for producing patterns in 
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Figure 1. Flowchart of experimental procedure. 
 

thick organic-inorganic hybrid films by lithography, 
fabrication of 3D patterns with a high aspect ratio would 
be possible. The hybrid materials could be easily chang- 
ed to ceramics by calcination, resulting in complex cera- 
mic patterns. 

In this study, 2D periodic pillar arrays of TiO2 with a 
high aspect ratio were fabricated directly from TiO2– 
organic hybrid films with a thickness greater than 1 μm, 
using the MLI technique and by calcination of the or-
ganic groups. 
 
2. EXPERIMENTAL PROCEDURE 
 
A flowchart of the experimental procedure is shown in 
Figure 1. A TiO2–organic hybrid gel film with a thickness 
greater than 1 μm was prepared by the sol–gel method 
[14]. Titanium tetra-n-butoxide (Ti(O-nBu)4, Kishida 
Chemical Co.) was reacted with 2-(methacryloyloxy)ethyl 
acetoacetate (MEAcAc, Acros Organics); the molar ratio 
between Ti(O-nBu)4 and MEAcAc was 1:1. After stirring 
the solution for 15 min at room temperature, H2O was 
poured into the solution; the molar ratio between H2O and 
Ti(O-nBu)4 was 2:1. The solution was stirred for 3 hat 
room temperature. The sol was then spin-coated at 1000 
rpm for 20 sec on glass substrates. The hybrid film was 
baked at 80°C for 10 min. 

The film was then exposed to the interference pattern 
of femtosecond laser pulses. The optical setup has been 
described previously [17]. In brief, a diffractive beam 
splitter (G1023A, MEMS Optical Inc.) divided the input 
laser beam into four beams, which were then collected 
on the film using two lenses. The femtosecond pulses 
were produced by a Ti:sapphire regenerative amplifier 
(800-nm wavelength, 150-fs pulse duration, 1-kHz repe-
tition rate). The single-pulse energy (sum of all beams) 
was 20–35 μJ. After laser irradiation for 1–10 min, the 
films were developed in 2-ethoxyethanol for 1 min to 
remove the non-irradiated portions. After dryingthe 
2-ethoxyethanol, the TiO2–organic hybrid arrays re- 

 
Figure 2. UV-VIS spectrum of TiO2–organic  
hybrid film. 

mained on the substrates. The hybrid arrays were cal-
cined at 450 °C for 1 h, finally producing TiO2 arrays. 
The periodic arrays before and after calcination were 
imaged by ascanning electron microscope (SEM; JSM- 
6700FT, JEOL). 

A UV-VIS spectrum of the prepared hybrid film was 
measured by a spectrometer (JASCO, V-570). The hy-
brid film was calcined at 120–750 °C for 1h, and refrac-
tive indices of the film after calcination were measured 
at 632.8 nm with a Metricon 2010 prism coupler. 
 
3. RESULTS & DISCUSSIONS 
 
Figure 2 shows the UV-VIS spectrum of the TiO2–or-
ganic hybrid film. In the spectrum, the increase in ab-
sorption around 400 nm might be assigned to the dike-
tonate chelate between MEAcAc and Ti(OBu)4 [14]. As 
seen in Figure 2, the laser light at 800 nm was not ab-
sorbed by the hybrid film. 

Typical SEM images of the TiO2–organic hybrid pil-
lar arrays are shown in Figure 3. In Figure 3a, 3b, and 
3c, the pillar arrays were obtained by irradiation with a 
30-μJ single-pulse for 100, 140, and 300 sec, respec-
tively. In the pillar arrays of Figure 3a, all pillars are 
gathered at the top, and top-gathering units composed of 
four (2 × 2) pillars are arranged periodically. In Figure 
3b, all pillars are standing vertically on the substrate, 
and are arranged tetragonal, which corresponds to the 
light distribution. In Figure 3c, many pillars are gath-
ered without any empty space between pillars, and have 
adhered to each other. The pillar diameter increased with 
increased laser irradiation time. When the laser irradia-
tion time increases, the photopolymerization of the hy-
brid film proceeds, leaving a wider area on the substrate 
after development, resulting in thicker pillars. In Figure 
3, the pillar arrays were fabricated on 1.4-μm thick films, 
and the height of the pillars was 1.4 μm. The height of 
pillars were improved from previous ones [14] and as-
pect ratio of the pillars became high. This represents that  
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(a) 

 
(b) 

 
(c) 

Figure 3. SEM images of typical TiO2–organic  
hybrid pillar arrays fabricated by 30-μJ irradiation  
for (a) 100, (b) 140, and (c) 300 sec. 
 

the photopolymerizaion occurred in the whole film by 
the two-photon absorption of the laser light, which were 
not absorbed by the hybrid film. 

Figure 3 shows that the pillars gathered at the top 
when their diameter was either too small or too large. 
The gathering phenomenon is explained by the balance 
between the cohesive and restoring forces, which works 
on the pillars during the drying of 2-ethoxyethanol. 
When 2-ethoxyethanol dries after the development, a 
cohesive force is induced by the capillary force among 
the pillars, causing the pillars to approach each other. 
For periodic pillar arrays, in which pillars of height lz 

and radius R are arranged with distance ly between pillar 
centers, the capillary force P is expressed as [18]  

2 cos

(1 / )
zRl

p
D d

 





               (1) 

where σ is the surface tension, θ is the contact angle of 
the developer, and D = ly −2R is the gap size. The pro-
jection distance d (along the capillary force) corresponds 
to the distance between the liquid–pillar contact point 
and the pillar edge [d → 0 at non-wetting condition (θ = 
π/2), and d → R at full wetting condition (θ = 0)]. When 
the pillars bend due to capillary force, the restoring force, 
F, operates. Assuming that the pillars are regarded as an 
elastic beam supported at one end, the force F can be 
expressed as [19] 

4

4

2

z

R
F E

l
                 (2) 

where the E is the Young’s modulus of the pillars, and is 
the sway value. 

When the pillar is excessively thin, the gap D is larger 
and R is smaller than those of the thick pillars. Thus, the 
capillary force is smaller, according to Eq.1. From Eq.2, 
the restoring power is also smaller than that for thick 
pillars. However, a comparison between Eqs.1 and 2 
indicates that the diameter might affect the restoring 
force more than the capillary force. Therefore, the pillars 
gather at the top, as shown in Figure 3(a). On the other 
hand, the capillary force between thick pillars (from Eq. 
1) is larger than that between thin pillars because of the 
smaller gap size, D, and larger radius, R. Thus, from Eq. 
2, the restoring force increases. As shown in Figure 3(c), 
the neighboring pillars seem to adhere to each other. 
This means that the laser irradiation time was too long to 
photopolymerize a wide area similar to the area filled 
with pillars; therefore, the pillars gather and adhere to 
each other. 

Although the films had many cracks after calcination, 
the refractive index of the film is plotted as a function of 
calcination temperature in Figure 4. The refractive index  
of the film increases with an increase in calcination 
temperature. The highest value achieved by calcination 

 
Figure 4. Refractive indices of film for  
different calcination temperatures. 
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(a) 

           
(b) 

Figure 5. SEM images of TiO2 pillar arrays  
fabricated by irradiation at 30 μJ for (a) 100 and  
(b) 140 sec followed by calcination at 450 °C for 1h. 

 
at 750 °C was 2.31-smaller than the refractive index of 
anatase (2.55) [20]. Since the films had cracks, the re-
fractive indices might be assumed to be smaller than 
those of a dense TiO2 film. 

To investigate changes in morphology, SEM images 
of the periodic pillars calcined at 450 °C are shown in 
Figure 5. Figure 5(a) and (b) were calcined at 450 °C 
the TiO2–organic hybrid arrays which were shown in 
Figure 3(a) and (b), respectively.The top-gathering pil-
lars in Figure 5(a) were calcined, after which they re-
tained the top-gathering structure, although the size be-
came smaller. Figure 5(b) shows that the pillar size de-
creased after calcination. The several kinds of organic 
compounds were remained in the hybrid pillars before 
calcination, and those were decomposed by the heating 
and removed. Thus, the pillars shrunk after the calcina-
tion. As shown in Figure 5, the pillars did not collapse. 
Generally, films without patterns were restricted by the 
substrate and subjected to large stresses during the cal-
cination, resulting in the many cracks. In this case, the 
pillars were small not to restrict by the substrate and 
could shrink without stress during calcination. 

XRD patterns of the periodic array after calcination at 
450 °C are shown in Figure 6. All the peaks can be as-
signed to anatase. Figure 4 shows that the refractive 
index of the film calcined at 450 °C was 2.04, which is 
smaller than the reported value of anatase (2.55) [20]. 
However, the refractive index of the pillars might be 

 
Figure 6. XRD pattern of TiO2 pillar arrays. 

 
larger than that of the film, since the pillars appear 
dense. 

These results indicate that patterning of photosensitive 
hybrid materials by lithography and calcination of hy-
brid materials are excellent methods of creating fine 
patterns with high aspect ratios in ceramics. Generally, 
the preparation of the photosensitive hybrid films with 
chelate compounds are useful to obtain patterns of such 
as ZrO2 [21] and PbZr0.52Ti0.48O3 (PZT) [22]. If thick 
organic-inorganic hybrid films are obtained, complex 
ceramic patterns can be easily produced by direct li-
thography of hybrid films and calcination of hybrid pat-
terns. 
 
4. CONCLUSIONS 
 
We produced TiO2 pillar arrays with a high aspect ratio 
by MLI lithography and calcination. Pillars with a high 
aspect ratio were successfully fabricated by the mul-
tiphoton absorption of a femtosecond laser. TiO2–or-
ganic hybrid pillar arrays were fabricated by MLI, and 
two types of patterns, a periodic pillar array and a top-
gathering pillar array, were obtained, depending on the 
laser irradiation time. The laser irradiation time affected 
the balance between the cohesive and restoring forces 
during the drying of the developer in lithography. After 
calcination of the hybrid patterns, TiO2 patterns were 
obtained without collapse. This suggests that direct li-
thography of organic–inorganic hybrid materials and 
calcination can be applied to fabrication of complex pat-
erns in ceramics. t    
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ABSTRACT 

Recent research has considered DNA an inter-
esting medium for long-term and ultra compact 
information storage and a stegomedium for hid-
den messages. Artificial components of DNA 
with encoded information can be added to the 
genome of living organisms, such as common 
bacteria. With this approach, a medium for very 
height densities information storage, water-
marks for protection patents of genetically mo- 
dified organisms (GMOs) and secure public 
keys for decrypting hidden information in stega- 
nocryptography, can be obtained. In this paper, 
we have selected a Bacillus subtilis gene (tatAD) 
and use the specific properties of silent muta-
tions to obtain a biologically innocuous product. 
An adapted code for the message insertion in 
this gene is proposed. 
 
Keywords: DNA; Genome; Coding; Steganography; 
Living Organism 

1. INTRODUCTION 

There has been growing interest in using DNA to store 
information, one the main reasons being the very high 
storage densities that can be achieved. The durability 
of DNA would make it particularly useful for preserving 
archival material over extensive periods of time (long- 
term storage). Message DNA has been used in computa-
tions in biologic mathematics, in steganography and as a 
mean of short-term trademarks. These different fields 
use the specific properties of genetic code and the pos-
sibilities to encode artificial information. 

However, the artificial introduction of a new gene or the 
modification of an existing gene in the DNA of a living 
organism, can involve prejudicial deterioration of the beha- 
vior and the reproduction of this species. The solution sug-
gested must thus notably allow a great computer security, 
but also the genetic consequences of their implementation. 

2. THE GENETIC CODE  
 

The genetic code is the biochemical basis of heredity and 
nearly universal in all organisms (eukaryotes or pro-
karyotes): humans, animals, plants, bacteria and vi-
ruses.  

DNA (deoxyribonucleic acid) is a long molecule, 
with two strands rolled up in a double helix. Each strand 
is formed by sugar phosphate backbone, connected with 
single molecules called bases, which contain carbon, ni-
trogen and cyclical structures. The four bases are known 
as adenine A, thymine T, guanine G and cytosine C.Any 
strand of DNA adheres to its complementary strand, in 
which T substitute for A, G for C, and vice versa. The 
links between pairs of bases are responsible for binding 
together two stands together to form the double helix.  

The genetic information in DNA is found in the 
ordered sequence of these four bases (the double helix 
structure of DNA introduces redundant information, 
resulting in complementary nitrogenous base links). 

Unlike DNA, RNA (ribonucleic acid) is a single 
stranded molecule and does not form of double helix. 
The bases are the same that DNA, except U (uracil), 
which replaces T. The complementarily becomes:  

U ↔ A and G ↔ C 

Messenger RNA (mRNA) carries all the genetic infor-
mation to ribosome for proteins synthesis by the cell.  

A codon is a triplet of three bases (T,C,A and G). With 
these four letters, 43═64 combinations are possible. With 
three exceptions, each codon encode for one of the 20 
amino acids, used in the proteins synthesis (the three ex-
ceptions are TAA, TAG and TGA: codons STOP).  

ATG correspond at methionine within the gene; at the 
beginning of the gene, ATG is also a signal START. Ribo-
some assembles individual amino acids into peptide chains. 
Peptides are short chains of amino acids that are linked 
together. If the number of amino acids in the chain reaches 
around ten or more, such substances are called polypep-
tides and large polypeptides are called proteins. 
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Figure 1.1. The genetic code (DNA). 

 
1) In yellow: The eight blocks with a single amino acid. 
2) Blocks repaired with only two first bases.  

Figure 1.2. Simplified code. 

 
3. DEGENERACY OF GENETIC CODE 

 
Many codons are degenerate, or redundant, meaning two 
or more codons (synonymous codons) may code for the 
same amino acid. See Figure 1.1. Degenerate codons 
typically differ in their third position. (e.g.: GAA, GAC for 
glutamine). See Figure 1.2.  

The degeneracy of the genetic code is what accounts for 
the existence of “silent mutations”. A mutation occurs 
when a DNA gene is damaged or changed. A silent muta-
tion is a mutation that does not alter the amino acid of a 
gene, usually because of codon ambiguity.  

4. STATE OF ART, PROPOSED CODE 
AND SPECIFIC PROPERTIES  

The first paper on hiding messages in DNA was published 
by T. Clelland and al (ref 1) in 1999 and involved the in-
sertion of a brief message in a sample of human DNA. In 
2001, these same authors published a paper showing of 
possibilities of long-term storage of information in DNA 
and used a classical codon encoding for the English al-
phabet. In 2003, C. Smith and al (ref 3) described a possi-
ble code for encrypting data.  

In DNA and Boris Shimannovsky and al (ref 4) pro-
posed an interesting and original arithmetic code. Pak 
Chung Wong and al (ref 5) presented new potential appli-
cations for DNA organic data memory.  

The advantages of these approaches in production keys 
were presented by Masanori Arita (ref 6) and Tanaka and 
all, in 2005 (ref 7). Recently, Nozomu Yachie and al (ref 8) 
presented a very complete methodology, simple, flexible 
and robust of data storage based on sequence alignment of 
genomic DNA of living organism. D. Heider and al publish, 
in 2007, a program called DNA Crypt whose use is centred 
on the patent protection of genetically modified organisms 
(GMOs) (ref 9).  

In this work we propose a method of coding that satis-
fies two conditions:  

Limitation of changes in the gene marker  
Possibility to transfer the encrypted message in a key, 

made with a polypeptide chain. 
 
5. CHOICE OF SITE 
 
Bacillus subtilis is a non-pathogenic bacterium, which 
form pores that can survive in extreme conditions. This 
bacterium is a model which has already been chosen as 
storage of information by several teams. 

To illustrate our proposed code, we have selected a 
component of this genome: the gene tatAD (alternate name 
ycbz). See Figure 1.3. This gene is very short; its length is 
210 base pairs, which correspond to 70 amino acids. It is a 
protein classified stable.  

 
Figure 1.3. Bacillus subtilis. 
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The following table lists the genetic code of these 70 
amino acids 
ATG TTT TCA AAC ATT GGA ATA CCG GGC  
TTG ATT CTC ATC TTC GTC  
ATC GCC ATT ATT ATT TTT GGC CCT TCC AAG 
CTG CCG GAA ATC GGG   
CGT GCC GCG AAA CGG ACA CTG CTG GAA TTT 
AAC AGC GCC ACA AAC  
TCA CTT GTG TCT GGT GAT GAA AAA GAA GAG 
AAA TCA GCT GAG CTG 
ACA GCG GTA AAG CAG GAC AAC AAC GCG GGC  

A short list concern only the underlining codons: TCA 
GGA CCG GGC CTC ……, codons-owned blocks of 
the Table 2, in yellow mark. 

6. IMPLEMENTATION 

6.1. Encryption 

By example, we consider the message “CODING”. After 
translation with ASCII code (with 8 bits per character), this 
message requires 48 bits.  
● C 0 1 0 0 0 0 0 1  
● O 0 1 0 0 1 1 1 1  
● D 0 1 0 0 0 1 0 0  
● I 0 1 0 0 1 0 0 1  
● N 0 1 0 0 1 1 1 0  
● G 0 1 0 0 1 1 1 1  
With the rate of 2 bits per codon, this message requires 

24 codons. For his implementation, only 35 codons are 
selected (codons underlined).The beginning and the end of 
this message necessarily belongs to these 35 codons, so 
that only two 6 bits numbers (two times three codons) are 
needed for their localization. 

If we assume that the beginning is located at the 9th 
codon, and is 48 bits long (24 codons), the end of the mes-
sage will be located at 32 th codon. 

Beginning at 9→ 00 10 01 
End at 32→ 01 00 00 

Six codons are needed for their localization. 
/1 2 3/-//4 5 6//7 8///9 10 11 12 13 14 15 16 17 18 19 20 21 
22 23 24 25 26 27 28 29 30 31 32///33 34 35. 

The coding consists in replacing the 3rd base of these 
codons by A, C, G, T according this table: 

A if 00 C if 01 
G if 10 T if 11 

Before coding we, in the first line have 
ATG TTT TCA AAC ATT GGA ATA CCG GGC TTG 
ATT CTC ATC TTC GTC  

After coding we obtain:  
ATG TTT TCA AAC ATT GGG ATA CCC GGG TTG 
ATT CTA ATC TTC GTA 

The first 24 codons selected on the short list are:  
CCT TCC CTC CCG GGG CGT  
GCC GCC CGG ACA CTG CTG 

GCC ACA TCA CTT GTG TCT 
GGT TCA GCT CTG ACA GCG 

After coding, we obtain:  
CCC TCA CTA CCT GGC CGA  
GCT GCT CGC ACA CTC CTA 
GCC ACA TCG CTC GTC TCA 
GGT TCG GCC CTA ACC GCT 
4 codons (underlined) are not modified by the coding. 
Only 25 codons of the original gene’s 70 codons (tatAD) 
are modified. All the mutations are particular missense 
mutations: silent mutations; with its location, the encryp-
tion of this message requires 60 bits and 25 mutations. 
Thus, on average, each silent mutation can insert slightly 
more than 2 bits of hidden message.  

6.2. Decryption 

Decryption is particularly easy. After obtaining the begin-
ning and the end of the message from the first 6 codons of 
the shortlist, it is sufficient to replace, in the sequence of 
codons corresponding to the message, the last base of each 
codon by its equivalent in bits:  

(A→00, C→01, G→10, T→11)  
In this example, a very short gene is used for demonstra-

tion purposes, but this method can be applied to longer 
genes, that are more than 10000 base pairs long (such as 
the gene srfAA de Bacillus subtilis) which then allows the 
insertion of messages 50 that are time longer (~2400 bits 
and therefore 300 ASCII characters).  

 

7. MATERIALISATION OF THE KEY, 
COMPLEMENTS  

7.1. Producing the Key 

It is possible to replace the list of 30 codon, which can be 
synthesized and materialized in the form of a polypeptide, 
as in the preceding example, with a new list of 60 amino 
acids. Indeed, if we consider the beginning of the Short list 
(after coding):  

TCA GGG CCC ……..We have the possibility to intro-
duce a peptide chain: 

Ser (TCA) Gly (GGG) Pro (CCC) …. 
But it is not possible, with only this chain, to redis-

cover the different codons of the short list in reason of 
the redundancy of the genetic code. 

Ser correspond to TCT TCC TCA TCG 
Gly to GGT GGG GGA CGG and 
Pro to CCT CCC CCA CCG 
For resolve this difficulty we propose the following 

connections: 
T C A  G G G  C C C 

/\  /\  /\ 
T C X  C A X’  G G X  G G X’  C C X  CCX’ 

If X =A and X’=C we obtain: 
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8. CONCLUSIONS  T C A  C A C  G G A  G G C  C C A  C C C 
Ser  His  Gly  Gly  Pro  Pro 

new peptidic chain. With the chain we can retrieve the 
three codons of the short list 

The use of the degeneracy of the genetic code and, in par- 
ticular, the silent mutations, produces coding that does not 
practically alter the properties of the inserted gene, nor the 
characteristics of the host genome (very important condi-
tions when we working with the live organisms). Memori-
zation of the key information and the production of the 
hidden message in the form of a physical polypeptide pro-
vide additional data transfer security, while the coding 
protocol is being implemented).  

For this, it is sufficient to conserve uniquely two 
bases/in each codon. 

T C  C A  G G  G G  C C  C C  and to regroup: 
T C  G G  C C 

C A  G G   C C 
     
T C A  G G G  C C C 

DNA is a storage medium extremely effective: it is com-
pact and his signature is innocuousness and secrecy. In the 
spore form, Bacillus subtilis is resistant to extremes terres-
trial and extraterrestrial environment during the interstellar 
travel, for example (ref 10). In the nearly future, this bio-
engineering method can be used in routine, for protection 
of the gene patents, digital copyrights and tool for the 
marking in biodiversity 

for obtain the three original codons. 

7.2. Complements  

It is possible to associate this encryption method with 
a binary encryption algorithm (AES, RSA, Blow-
fish). In this case, the inserted message is not the clear 
version, but a secure version after using these specific al-
gorithms.  

7.3. Simplified Version 
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ABSTRACT 

Synthesis of two lignin derivatives, lignophenol 
and lignin-aminophenol, were presented in this 
article. The chemical structure and the func-
tional groups of lignin derivatives were charac-
terized through FT-IR analysis. The immobiliza-
tion of three proteases (papain, trypsin and 
pepsin) on lignin and lignin derivatives was 
carried out using adsorption technique. The 
influence of contact time and pH on the enzyme 
adsorption by different adsorbents was inves-
tigated. Furthermore, enzyme activity recovery 
was also evaluated. Results showed that lignin 
and lignin derivatives could adsorb proteases 
effectively and the adsorption capacity of lingo- 
phenol and lignin-aminophenol was higher than 
that of pure lignin. Meanwhile, the activity re-
covery of papain and pepsin immobilized on 
lignin derivatives was very high. This pheno- 
menon suggested that there is a supramole- 
cular interaction between enzymes and lignin 
derivatives which do not inhibit enzyme activity. 
Therefore, lignophenol and lignin-aminophenol 
are both promising adsorbents for enzyme im-
mobilization under acid and neutral conditions. 
 
Keywords: Lignin Derivative; Papain; Trypsin; 
Pepsin; Adsorption 

1. INTRODUCTION 

Papain, trypsin and pepsin are all of proteases found in 
plant and animal cells that break down proteins or pep-
tides by catalyzing the hydrolysis of peptide bonds. 
These enzymes, after being immobilized, offer several 
advantages over their free form equivalent. Examples 
include better stability, possible reuse, greater sensitivity 
and greater reproducibility of effectiveness. The immo-
bilization technology of enzyme has been playing an 

important role in biological industry, medicine and 
clinical diagnosis, chemical analysis, environmental pro- 
tecttion and energy exploitation. Apart from recycling 
the biocatalyst, immobilization yields further advantages, 
such as the easy removal of the biocatalyst from the re-
action mixture and thus, simplified product purification. 
Different immobilization techniques have been devel-
oped including covalent coupling [1,2], enzyme cross- 
linking molecules [3], adsorption on a carrier [4] and the 
encapsulation in polymeric gels or membranes [5,6]. 

Support material is a key factor in enzyme immobili-
zation and considerable attention has been paid to the 
searching for ideal support materials, which may give 
the best combination of high remaining activity, low cost 
and friendly to human health and environment. Lignin 
(EH-lignin) isolated from the residue of enzymatically 
hydrolyzed cornstalks (a by-product of fuel ethanol in-
dustry) is a novel organosolv lignin developed in recent 
years [7]. Making use of this biomaterial will not only 
enhance economic benefits of bioindustry but also di-
minish potential environmental pollutions. 

Lignin is a totally renewable aromatic polymer noted 
for its versatility and applicability in a variety of uses. 
Since they are safe to human consumption and environ-
ment, some lignin derivatives can even been used as 
food additives which has been permitted by EPA and 
FDA. Due to the unique isolation procedures, the content 
of polar functional groups, such as carbonyl, hydroxyl 
and phenolic hydroxyl, is very high in EH-lignin. This 
characteristic makes it possible to utilize EH-lignin, after 
mild modification, as enzyme immobilization supports. 
Furthermore, the crosslink structure of modified lignin is 
helpful in improving the chemical and structure stability 
of support materials. Enzymes immobilized on lignin 
derivatives are advantageous because of the capability of 
transferring active compounds to heterogeneous reac-
tions and the easy separation of them from the reaction 
mixture subsequently.  

The adsorption of endotoxin and bromelain on lignin 
and lignin derivatives has been reported in our previous 
works [8,9]. It has been found that lignin derivatives, 
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prepared through phenol or amino modification, are 
ideal supports for enzyme immobilization with good 
adsorption capacity and high remaining activity. In this 
work, we present the synthesis of two lignin derivatives 
(lignophenol and lignin-aminophenol) and their applica-
tion as protease adsorbents. The immobilization of three 
proteases (papain, trypsin and pepsin) on EH-lignin and 
lignin derivatives was evaluated by measuring the en-
zyme adsorption capacity and the activity recovery. The 
influence of contact time and pH on the enzyme adsorp-
tion was discussed in detail. 
 
2. EXPERIMENTAL 

 
2.1. Materials 

EH-lignin was isolated from the residue of enzymati-
cally hydrolyzed cornstalks and purified in laboratory 
according to the procedures described in literature [7]. 
Papain, trypsin and pepsin as well as 4-aminophenol and 
4-cresol were purchased from Sinopharm Chemical Re-
agent Co., Ltd, China. All other reagents were of ana-
lytical grade. 

2.2. Preparation of Reagents 

The papain, trypsin and pepsin solutions with different 
pH were prepared by dissolving a certain amount of sol-
ute in 0.1mol/l phosphate buffer, 0.05mol/l Tris-HCl 
buffer and 0.05mol/l lactic acid and sodium lactate 
buffer respectively. Thermo Orion 828 (Orion, U.S.) pH 
meter was employed in determining pH values of the 
solutions. 

2.3. Preparation of Lignophenol and  
Lignin-Aminophenol 

Lignophenol was prepared by modifying EH-lignin in a 
two-phase system composed of p-cresol and 72% sulfu-
ric acid. The preparation procedures and the characteris-
tics of lignophenol were introduced in our previous 
works [10]. 

Synthesis of 4-aminophenol modified EH-lignin (lig-
nin-aminophenol) was carried out in a jacketed reactor 
flask equipped with a stirrer and a reflex condenser. 
0.5mol/l 4-aminophenol solution was prepared by add-
ing 3g 4-aminophenol into 55ml distilled water in the 
reactor and dissolved at 80 . 5g EH℃ -lignin and 35ml 
glyoxal was then added into this solution with stirring. 
After 1h reaction at 80 , the precipitates were filtered, ℃
washed with distilled water and ethanol repeatedly and 
then dried in a vacuum oven at 50  until a constant ℃

weight was obtained. Spectrum 2000 FT-IR spectrometer 
(Perkinelmer, U.S.) was employed in FT-IR analysis of 
the derivatives. 

2.4. Adsorption of Enzyme on Lignin and 
Lignin Derivatives 

50mg support material (EH-lignin, lignophenol and lig-
nin-aminophenol) was incubated with 5ml enzyme solu-
tion in a shaker at 25  for a period of time, the initial ℃
enzyme concentration C0 was varied depending on ex-
periments. At the end of this period, the supernatant was 
separated by centrifuging at 3000 rev/min and then di-
luted with buffer to 25mL. Meanwhile, the precipitate 
was collected and vacuum dried for enzyme activity as-
say. The amount of immobilized enzyme was determined 
by measuring the concentration of the free enzyme in the 
supernatant before and after adsorption with Cary50 
UV/VIS spectrophotometer (Varian, U.S.). Reference 
samples were prepared according to identical procedures 
described above by adding 5mL buffer instead of en-
zyme solutions. 
 

2.5. Enzyme Activity Assay 

The activities of free enzymes were determined by 
measuring the tyrosine amount produced by enzyme- 
catalyzed hydrolysis of casein according to Chinese drug 
standards: papain [11]. One unit of enzyme activity is 
defined as the amount of enzyme that produces 1μg ty-
rosine from casein per min at 40 . The conce℃ ntration of 
tyrosine was determined at 275nm using UV/VIS spec-
trophotometer. The activity of enzymes immobilized on 
EH-lignin and its derivatives was measured using the 
same method as above, except that the enzyme solutions 
were replaced by a given amount of immobilized en-
zymes. 

3. RESULTS AND DISCUSSIONS 

3.1. Characteristics of Lignin and Lignin 
Derivatives 

EH-lignin is a kind of organosolv lignin isolated from the 
residue of enzymatically hydrolyzed cornstalks. Com-
pared with traditional lignin derivatives, such as lignosul-
fonate, EH-lignin possesses some valuable characteristics 
such as high content of functional groups, less impurities 
and narrow molecular weight distribution [12].  

In the 4-cresol concentrated acid system, lignin frac-
tions contact with acid for a short time may give reactive 
carbocations (α C+), which are stabilized quickly by 4- 
cresol and results in the formation of diphenyl-methane 
type materials (lignophenol) presented in Figure 1. Pre-
liminary studies show that lignophenol is a kind of 
cross-linked polymer with lots of phenolic hydroxyl 
groups [10]. 

Lignin-aminophenol was prepared by modifying EH- 
lignin with 4-aminophenol, glyoxal act as cross-linking 
agent. By introducing amino and phenolic hydro- xyl 
groups into EH-lignin, the enzyme adsorption capacity 
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and the molecular structure of lignin- aminophenol were 
of great difference to that of native EH-lignin. FT-IR 
spectra of EH-lignin, lignophenol and lignin-aminophenol 
are presented in Figure 2. It can be found in the spec-
trum of lignin-aminophenol that, compared with EH- 
lignin, the relative intensity of the adsorption bands at 
3200-3600cm-1 (assigned to –OH and –NH2 stretching 
vibration) and 1637cm-1 (assigned to N–H bending vi-
bration) increase significantly while the intensity of 
other bands remain nearly unchanged. Similar pheno- 
menon can be observed in the spectrum of lignophenol 
at 3200-3600cm-1 (assigned to –OH stretching vibration). 
Therefore, it can be tell from FT-IR analysis that the 
content of –OH on lignophenol and the content of –OH 
and –NH2 on lignin-aminophenol have been greatly en-
hanced after modification. 

3.2 Adsorption of Enzymes on Lignin and 
Lignin Derivatives 

The influence of contact time (t) and initial pH of en-
zyme solution on the adsorption amount of different en-
zymes on EH-lignin, lignophenol and lignin- aminophe-
nol were studied in this paragraph.  

For initial pH studies, the papain solutions were pre-
pared with phosphate buffer, pH vary form 5.0 to 8.0; 
the trypsin solutions were prepared with Tris-HCl buffer, 
pH vary form 7.0 to 9.0 and the pepsin solutions were 
prepared with lactic acid and sodium lactate buffer, pH 
form 2.5 to 5.0. The initial concentration of enzyme was 
C0=5.0 mg/ml and the contact time t=50 min. For 
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Figure 1. Molecular structure of lignophenol. 
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Figure 2. IR spectra of (a) EH-lignin; (b) ligno-
phenol; (c) lignin-aminophenol. 

contact time studies, the papain solutions were prepared 
with phosphate buffer pH 8.0, the trypsin solutions were 
prepared with 0.05mol/L Tris-HCl buffer pH 9.0 and the 
pepsin solutions were prepared with 0.05mol/L lactic 
acid and sodium lactate buffer pH 3.0. The initial con-
centration of enzyme was 3.0 mg/ml. All the adsorption 
experiments were performed at 25  according to pr℃ o-
cedures mentioned in 2.5. 

3.2.1. Effect of pH 
The influence of pH on the adsorption amount of papain, 
trypsin and pepsin on lignin and lignin derivatives is 
presented in Figure 3. Figure 3a shows the papain ad-
sorption by different support materials at pH 5.0, 6.0, 7.0 
and 8.0. In these cases, the adsorption of papain in-
creased with increasing pH. The maximum adsorption 
amount 265 mg.g-1 was reached at pH 8.0 by lig-
nin-aminophenol and 193 mg.g-1 at pH 8.0 by lignophe-
nol. Similarly, the adsorption amount of trypsin on three 
adsorbents (Figure 3b) increased with the rising of pH 
until equilibrium was reached at pH 8.0-9.0. The maxi-
mum adsorption amount 233 mg.g-1 was reached at pH 
9.0 by lignin-aminophenol and 171 mg.g-1 at pH 9.0 by 
lignophenol. The variation of adsorption amount of pep-
sin (Figure 3c) was a little different from that of papain 
and trypsin. With increasing pH, three peaks of adsorp-
tion amount on different adsorbents appeared at pH 3.0 
simultaneously. Further increase of pH led to the de-
crease of enzyme adsorption amount. The largest ad-
sorption amount was 361 mg.g-1 by lignin-aminophenol 
and 344 mg.g-1 by lignophenol. 

It has been reported that the isoelectric point of papain 
is pH 8.6 [13]. Meanwhile, we noticed that the adsorp-
tion amount of papain on three adsorbents increased with 
the rising of pH value, especially when it was close to 
the isoelectric point of papain. Similarly, the adsorption 
amount of trypsin and pepsin reached the maxima when 
the pH values were closed to their isoelectric point, i.e. 
about 8.2 and 2.8 respectively [14,15]. 

This phenomenon may be related to induce polarization 
that the variation of pH leads to a corresponding change in 
the relative abundance of positive and negative sites on 
the adsorbents and enzymes, thus modulating the strength 
of the electrostatic interactions between them. 

3.2.2. Effect of Contact Time 
The influence of contact time on the adsorption amount 
of papain, trypsin and pepsin on three different adsorb-
ents is shown in Figure 4.  

It can be seen in Figure 4a that the adsorption of pa-
pain by lignin and lignin derivatives was rapid in the 
first 30 min and a contact time of only 1h was required 
to attain the equilibrium adsorption. The adsorption 
amounts of papain on lignophenol and lignin-aminophenol 
increased up to the highest level i.e. 189 mg/g-1 at 50 
min and 259 mg/g-1 respectively at 70 min respectively, 
and then remained almost constant. Similar adsorption 
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Figure 4. Influence of contact time on the 
adsorption amount of three proteases. 
Co=3.0 mg/ml, T=25℃ (a) papain at pH 8; 
(b) trypsin at pH 9; (c) pepsin at pH 3. 

Figure 3. Influence of initial pH of enzyme 
solution on the adsorption amount of three 
proteases. Co=5.0 mg/ml, t=50min,T=25℃ 
(a) papain; (b) trypsin; (c) pepsin. 

 
the higher adsorption capacity of lignin derivatives un- behavior can be seen in Figure 4b. The adsorption of 

trypsin reached a maximum value of 158 mg/g-1 by 
lignophenol and 224 mg/g-1 by lignin-aminophenol at 
50min. The adsorption of pepsin (Figure 4c) increased 
steadily with extending contact time and the highest ad-
sorption amount was 211 mg/g-1 at 70min by lignophenol 
and 351 mg/g-1 at 70min by lignin-aminophenol. In all 
these studies, the sequence of enzyme adsorption amount 
goes as follows: lignin-aminophenol > lignophenol > 
EH-lignin. 

der acid condition are both possible reasons. 
Despite the variation of contact time and initial pH, 

the sequence of enzyme adsorption amount of three 
support materials goes unchanged as follows: lig-
nin-aminophenol > lignophenol > EH-lignin. Therefore, 
it is clear that the enzyme adsorption capacity of lignin 
derivatives increase significantly after modification. On 
considering the chemical structure, as has been men-
tioned in 3.1, the content of phenolic hydroxyl groups 
was increased in lignophenol and both of amino and 
phenolic hydroxyl groups were enriched in lig-
nin-aminophenol after modification. These polar func-
tional groups, which may interact with amino and car-

o yl groups on enzymes, will favor the enzyme adsorp- 

It can be found from Figure 3 and Figure 4 that the 
adsorption amount of pepsin on lignin derivatives is 
higher than that of papain and trypsin, which may indi-
cated stronger interactions between lignin derivatives 
and pepsin. The features of their chemical structure and b x 
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Table1. The activities of three proteases before and after adsorption. 

Proteases Adsorbent 
 Before adsorption 

/U·mg- 1  
After adsorption 

/U·mg- 1  
Activity recovery 

/％  

EH-lignin 1.68×103 0.19×103 11.3 
lignophenol 1.16×103 0.65×103 55.7   Papain 

lignin-aminophenol 0.96×103 0.51×103 53.1 
EH-lignin 6.98×103 0.52×103 7.5 

lignophenol 1.37×104 0.13×104 9.6   Trypsin 
lignin-aminophenol 1.42×104 0.31×104 21.5 

EH-lignin 5.15×103 0.65×103 12.6 
lignophenol 6.62×103 5.00×103 75.5   Pepsin 

lignin-aminophenol 5.20×103 3.65×103 70.3 

 
tion through the formation of hydrogen bonding [16,17]. 
Furthermore, due to their hydrophilic characteristic, the 
introduction of amino and hydroxyl groups into support 
materials will lead to a better contact between lignin 
derivatives and free enzymes suspended in aqueous so-
lution and thus, a larger quantity of enzymes become 
linked.  

3.3. Remaining Activity Analysis 

The remaining activities of immobilized enzymes were 
evaluated and the results were compared to that of free 
enzymes. Since we have already investigated the influ-
ence of adsorption time and pH value on enzyme adsor- 
ption, the optimum conditions mentioned in 3.2.1 were 
used in the activity recovery experiments. The activities 
of free and immobilized enzymes were determined fol-
lowing the method mentioned in 2.6.  

Table 1 shows the activities of papain, trypsin and 
pepsin before and after adsorption by lignin and lignin 
derivatives. It can be seen in Table 1 that the activities 
recovery of all three proteases immobilized on ligno-
phenol and lignin-aminophenol is higher than that of 
proteases adsorbed by native EH-lignin. Compared with 
EH-lignin, the larger enzyme adsorption capacity of lin-
gophenol and lignin-aminophenol is an important factor 
that leads to higher activity recovery which has been 
discussed in 3.2. Another factor, the interaction between 
enzymes and support materials, also makes a contribu-
tion to this outcome. Enzyme immobilization can causes 
changes in the tertiary structure of the protein which in 
turn may influence the activity under specific conditions. 
Therefore, the activity decrease after immobilization can 
be explained by the intermolecular interaction between 
enzymes and support materials that change the confor-
mation of the enzymes. The high activity recovery of 
papain and pepsin adsorbed on lignophenol and lig-
nin-aminophenol indicates a supra-molecular interaction 
between enzymes and lignin derivatives which has little 
side-effect on the activity of the enzymes. Modified EH- 
lignin is a high molecular composed of phenylpropane 
skeleton as the hydrophobic group and amino, hydroxyl 
and carboxyl as the hydrophilic groups. Therefore, the 
supramolecular interaction may be a combination of hy- 

drogen bonding and hydro- phobic interaction [18]. 
Another phenomenon that deserves our attention is the 

significant difference of the activity recovery between 
three enzymes adsorbed on the same adsorbent. Despite 
the variation of support materials, the sequence of activ-
ity recovery of three enzymes goes unchanged as follows: 
pepsin > papain > trypsin. The variation of adsorption 
amount of three enzymes is a factor that will affect the 
activity recovery. However, as was shown in 3.2, the 
adsorption amount of different enzymes on the same 
support material do not differ a great deal, which means 
that other influencing factors should also be taken into 
account.  

From the standpoint of the physical characteristics, 
this phenomenon may be ascribed to the influence of pH 
on the dissolution of lignin and lignin derivatives in 
aqueous solutions. It has been pointed out in some stud-
ies that as the pH of the solution increases, the dissolva-
bility of lignin and lignin derivatives will increase si-
multaneously [19]. It was also found in our research that 
when the buffer turned to alkaline, the dissolvability of 
lignin and lignin derivatives increased rapidly. The ad-
sorption of pepsin, papain and trypsin was carried out 
under the optimum conditions at pH 3.0, 8.0 and 9.0, 
respectively. The dissolution of support materials under 
alkaline condition decreased the stability and the yield of 
immobilized enzymes, which in turn reduced the activity 
recovery of trypsin remarkably. These analyses indicate 
that lignin and lignin derivatives are more suitable for 
papain and pepsin immobilization under acid or neutral 
conditions. 

 
4. CONCLUSIONS 
 
The preparation and characteristics of two lignin deriva-
tives, lignophenol and lignin-aminophenol, was pre-
sented in this article. Compared with native lignin, the 
content of amino and phenolic hydroxyl groups was 
greatly enhanced after modification.  

The results received from adsorption experiments 
show that three proteases (papain, trypsin and pepsin) 
can be adsorbed by lignin and lignin derivatives effec-
tively. The adsorption capacity was affected by contact 
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time and pH depending on the feature of enzymes. De-
spite the variation of enzymes, the sequence of enzyme 
adsorption capacity goes as follows: lignin-aminophenol 
> lignophenol > EH-lignin, which is attributed to the 
enrichment of polar functional groups, such as –OH and 
–NH2, in lignin derivatives after modification. 

The activity recovery of pepsin and papain immobi-
lized on lignin derivatives under acid and neutral condi-
tions was very high which indicates a combination of 
hydrogen bonding and hydrophobic interaction between 
enzymes and lignin derivatives. These intermolecular 
interactions greatly enhance enzyme adsorption and 
hardly inhibit enzyme activity. Therefore, lignophenol 
and lignin-aminophenol are promising support materials 
for enzyme immobilization under acid and neutral con-
ditions. 
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ABSTRACT 

The ion exchange resin Amberlite IRA-400 in 
iodide and bromide form where equilibrated 
separately with the respective labeled iodide 
and bromide ion solution of different concen-
trations varying from 0.005M to 0.100M in the 
temperature range of 32.0 ºC to 48.0 ºC. The dis-
tribution coefficient Kd values calculated for 
iodide and bromide ion exchange increases 
with rise in ionic concentration of the external 
solution, however with rise in temperature the 
Kd values calculated where found to decrease. 
Also the Kd values calculated where higher for 
iodide exchange than bromide exchange. 
Among the different alternative techniques 
available for obtaining the Kd values, the radio-
active tracer technique used in the present ex-
perimental work offers high detection sensitivity. 
It is expected that the distribution coefficient 
data obtained from such experimental work will 
significant in environmental impact assessment 
on the disposal of radioactive waste. 
 
Keywords: Ion Exchange Resin; Amberlite 
IRA-400; Distribution Coefficient; Temperature 
Effect; Concentration Effect; 131 I; 82 Br; Radioactive 
Tracer Isotope 

 

1. INTRODUCTION 

There are number of liquid processes and waste streams 
at nuclear power plants, fuel reprocessing plants and 
nuclear research centers that require treatment for re-
moval of radioactive contaminants. One of the most 
common treatment methods for such aqueous streams is 
the use of ion exchange, which is a well developed tech-
nique that has been employed for many years in nuclear 
industries [1,2]. The ion exchange process is very effec-

tive at transferring the radioactive content of a large 
volume of liquid into a small volume of solid. Efforts to 
develop new ion exchangers for specific applications are 
continuing. In spite of their advanced stage of develop-
ment, various aspects of ion exchange technologies have 
been continuously studied to improve the efficiency and 
economy of their application in radioactive waste man-
agement. The selection of an appropriate ion exchange 
material for the liquid radioactive waste treatment is 
possible on the basis of information provided by the 
manufacturer. However since the selection of the appro-
priate ion exchange material depends on the needs of the 
system, it is expected that the data obtained from the 
actual experimental trials will prove to be more helpful. 
Generally the selected ion exchange materials must be 
compatible with the chemical nature of the radioactive 
liquid waste such type and concentration of ionic species 
present as well as the operating parameters notably tem-
perature. Also while designing an ion exchange process-
ing system it is desirable to have an adequate knowledge 
of the distribution coefficient values of the ion exchange 
resin towards different ions present in radioactive liquid 
waste. These distribution coefficients are very important 
parameter for environmental impact assessment on the 
disposal of radioactive waste arising from research in-
stitutes [3].  

Although there are different alternative methods 
available to know the distribution coefficient values, but 
radioactive isotopic technique is expected to be the most 
appropriate method as it offer several advantages such as 
high detection sensitivity, capability of in-situ detection, 
and physico-chemical compatibility with the material 
under study [4-8]. Attempts where made by the previous 
researchers to study the concentration and temperature 
effect on cation exchange systems for computing the 
distribution coefficient values [9-15]. However very 
little work was done to study the distribution coefficient 
values in anion exchange systems [16]. Therefore, in the 
present investigation, attempts where made to study the 
effect of external ionic concentration and temperature on 
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distribution coefficient, for which radioactive tracer 
technique was used. 
 
2. EXPERIMENTAL 
 
Ion exchange resin Amberlite IRA-400 (by Rohm and 
Haas Company, USA), was a strongly basic anion ex-
change resin in chloride form. The resins where con-
verted in iodide and bromide form by eluting with 10 % 
KI and KBr solution in a conditioning column. The 
1.000 g (m) of conditioned resins in iodide and bromide 
form was equilibrated separately with labeled 250 mL (V) 
of 0.005 M iodide and bromide ion solution respectively 
under continuous and uniform mechanical stirring. The 
solution was uniformly stirred using the mechanical 
stirrer for 3h at a constant temperature of 32.0 0C so as 
to attain equilibrium. 

The ion exchange reaction taking place can be repre-
sented as follows: 

R-I + I*- (aq.) R-I* + I- (aq.)          (1) 

R-Br + Br*- (aq.) R-Br* + Br- (aq.)      (2) 

where I*- (aq.) and Br*- (aq.) represent aqueous solution of 
iodide and bromide labeled with radioactive isotope 131 

I
 

and 82 Br respectively. 
The initial activity (Ai) and final activity (Af) in counts 

per minutes (c.p.m.) of the labeled solutions was meas-
ured on γ-ray spectrometer having Na (I) Tl scintillation 
detector. From the knowledge of Ai and Af, the Kd value 
was calculated by the equation  

Kd = [(Ai - Af) / Af ] x V / m          (3) 

The experimental sets where repeated in the same 
manner by increasing the ionic concentrations up to 
0.100 M and the temperature varying up to 48.0 0 C. The 
Kd values for different sets where calculated by Eq.3.  

The 82 Br isotope used was an aqueous solution of 
ammonium bromide in dilute ammonium hydroxide hav-
ing activity 5mCi, γ- energy 0.55 MeV, and t1/2 36h. The 
131 I isotope used was an aqueous solution of sodium 
iodide in dilute sodium sulfite, having activity 5mCi, γ- 
energy 0.36 MeV, and t1/2 8.04d [17]. 
 
3. RESULTS AND DISCUSSIONS 
 
In the present research work the ion exchange resin in 
iodide and bromide form where equilibrated for 3 h with 
labeled iodide and bromide ion solution respectively of 
known initial activity. From the results of previous work 
[4-8,18-24]; it was observed that this time duration was 
sufficient to attain equilibrium. Due to ion isotopic ex-
change reactions taking place the activity of the solution 
decreases with time. The decrease in activity of the solu 

 
 
Figure 1. Variation of distribution coefficient with ionic 
concentration and temperature. 

 
Table 1. Effect of ionic concentration on distribution coeffi-
cients. Temperature = 32.0 0C, amount of resin= 1.000 g, vol-
ume of solution = 250 mL. 

Log Kd Concentration 
(M) 

Iodide ions Bromide ions 

0.005 3.58  3.08  

0.010 3.97  3.23  

0.020 4.25  3.55  

0.100 4.50  3.80  

 
Table 2. Effect of temperature on distribution coefficients. 
Concentration of labeled ionic solution = 0.005M, amount of 
resin= 1.000 g, volume of solution = 250 mL. 

 
tion was measured after 3h which represent the final 
activity exchanged on the resin. From the knowledge of 
initial and final activity, the Kd values where calculated 
by Eq.3 to study the effect of temperature and concen-
tration. Heumann et al. [16] in the study of chloride dis-
tribution coefficient on strongly basic anion-exchange 
resin observed that the selectivity coefficient between 
halide ions increases at higher electrolyte concentrations. 
Adachi et al. [9] observed that the swelling pressure of 

Log Kd Temperature 
0 C 

Iodide ions Bromide ions 

32.0 3.58  3.08  

43.0 3.23  2.85  

48.0 2.99  2.76  
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the resin decreased at higher solute concentrations re-
sulting in larger distribution coefficient values. The tem-
perature dependence of the distribution coefficient on 
cation exchange resin was studied by Shuji et al. [11], 
they observed that the distribution coefficients increased 
with decreasing temperature. The present experimental 
results also indicates that the distribution coefficient Kd 
values calculated for iodide and bromide ions increases 
with increase in ionic concentration of the external solu-
tion (Table 1), however with rise in temperature the Kd 

values calculated where found to decrease (Table 2). 
Also the Kd values calculated where higher for iodide 
ions as compared to that for bromide ions (Tables 1 and 
2). The variation of Kd values for iodide and bromide 
ions with temperature and concentration of external 
ionic solution is graphically represented in Figure 1. 
 
4. CONCLUSIONS 
 
In heavy metal removal processes the rate of removal is 
considered to be important factor from the practical as-
pect of reactor design and process optimization [25]. 
Earlier research was performed demonstrating the feasi-
bility of using the bioresin in a continuous system for 
decontaminating pool water of 60 Co [26]. It is important 
here to note that in all the above decontamination proc-
esses, distribution coefficient Kd values plays a very 
prominent role in deciding about proper selection of 
resins. The work carried out in the present experiment is 
a demonstration showing application of radioactive ac-
tive tracer technique to study the parameters affecting 
the distribution coefficient. The same technique can be 
extended further to study the Kd values of different ion 
exchange resins for various ions in liquid radioactive 
waste. The data base so obtained on Kd value will serve 
as a very important parameter for environmental impact 
assessment on the disposal of radioactive waste [3]. 
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ABSTRACT 

This paper describes a single fluidized bed by 
the two-step gasification of the working method, 
process and biomass and coal co-gasification 
by a certain proportion of the results of a typical 
run. The results show that the biomass gasifi-
cation technology for raw materials has a wide 
adaptability, the tar content in the gas is less 
than 10mg/m3,component in it ,the H2+CO>70%, 
H2/C ≈1~2,especially suitable for biomass from 
hydrogen, synthetic alcohol fuel, is a promising 
approach.  
 
Keywords: Fuidized Bed; Double Bed; Biomass; 
Synthesis Gas; Co-Gasification; Steam Gasification 

1. INTRODUCTION 

In the growing depletion of traditional fossil fuel, man-
kind is facing increasing environmental pollution cases, 
countries around the world are actively developing re-
newable energy sources. And other types of biomass 
energy have unparalleled advantages, it can be stored 
and is the only low-carbon renewable energy, with lower 
sulfur and nitrogen, small environmental pollution and 
zero emissions of greenhouse gases, it is mature tech-
nology and can be made of the excellent transport liquid 
fuel alternative energy, automobile and caused consum-
ers a wide range of great importance, as well as a major 
agricultural country, Brazil, the United States, Europe, 
China and other areas of the development of biomass 
energy in the walk in the world. At present, the produc-
tion of bio-ethanol and bio-diesel used as a substitute for 
gasoline and diesel is a hot research and development, 
the process mainly through the use of bio-fermentation 
starch or sugar of biomass into ethanol. 

Brazil, mainly use sugar cane as raw material, while 
the United States and China, with corn as the main raw 
material. With the development of biomass fuel and ex-

pansion, as well as international food prices, the interna-
tional community to the best alternative to new energy 
sources of oil-bio-fuel ethanol opposition is growing. 
Causing people to question the professionals to reflect 
on the current bio-fuel ethanol production is the vast 
majority of food crops as raw materials, in the long run 
with the scale of restrictions and non-sustainability of 
lignocellulose raw materials to the second generation of 
bio-fuel ethanol is the future key to large-scale alterna-
tive to oil. The Chinese government approval in 2006 no 
longer agree the grain as raw materials to fuel ethanol 
production companies, shifting to second-generation 
bio-fuels research and development. The United States 
and the European Union has drawn up development 
plans, increase the second- generation bio-fuel ethanol 
technology, the pace of study. However, current tech-
nology development, fuel cellulosic ethanol technology 
in the pretreatment of raw materials and reduce the cost 
of a major breakthrough in enzyme takes time. U.S. De-
partment of Energy is expected to cellulose ethanol fuel 
in 2012 may be about to get a major breakthrough, and a 
number of research institutions in Europe think that in 
2015 to 2020. In addition to fuel ethanol, some compa-
nies have chosen to research and development of bio-
mass gasification production of alcohol fuel, biodiesel, 
Fischer-Topsch synthesis of diesel and other key issues 
of technology, the application of reserves for the future 
technology, laying the foundation for the market to seize 
the future. The use of biomass gasification method to 
high-quality biomass into fuel, and bio-technology com- 
parison with a broad range of sources of raw materials 
(agriculture, forestry, waste, garbage, etc.) into efficient, 
production intensity, and almost no waste, easy to mass 
production, the production process of the environmental 
impact of small, less greenhouse gas emissions. At pre-
sent, biomass gasification system for synthesis gas from 
the basic approach is to use non-N2 gasification agent or 
change the way the heating biomass pyrolysis and gasi-
fication, gas composition obtained for H2, CO, CH4 and 
CO2, the specific methods of oxygen gasification, steam 
gasification and fluidized-bed gasification method dou-
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ble. Gasification as a result of oxygen-free N2 gas in the 
gas, a higher calorific value gas, the CO, H2 with a high 
level, CH4 low, due to oxygen gasification free to adjust 
the reaction temperature, the reaction completely and 
higher gas production, gasification higher efficiency, the 
technology is mature, simple, stable operation and suit-
able for large- scale production, as a result of oxygen 
equipment, investment and operating costs are higher, it 
is difficult to adapt to storage and transportation of bio-
mass resources, the high cost of dispersed and difficult 
to mass production characteristics. The water vapor is a 
strong endothermic reaction gasification, biomass pyro-
lysis and gasification temperature above 800℃ need to 
have a higher reaction rate, it is generally difficult to 
achieve this temperature steam requirements, so less gas 
production, gasification and low efficiency. The advan-
tage is to form H2, CH4 more, CO2,CO and other content 
in a relatively small amount of synthesis gas in favor of 
simplifying the follow-up process. The using of steam 
gasification process in the world is very few, mainly 
used in laboratory research. The last century 80's, Pro-
fessor Kunii, D. first dual fluidized bed gasification 
technology methods [1-3]. Packages are equipped with a 

 

 
Figure 1. The gasifier of two fluidized beds of biomass. 
 

 

Figure 2. Single fluidized bed gasification two-step working 
principle, 1-1 Air control valve, 1-2 Flue control valve, 2-1 
Steam Control Valve, 2-2 Gas Control Valve. 

fluidized bed gasifier and the composition of fluidized 
bed combustion furnace (Figure 1). Burner for heating 
air combustion of coke particles in the gasifier heating 
inert particles, while for the steam gasifier and high 
temperature so that biomass particles in the flow of inert 
state pyrolysis reaction occurs to produce hydrogen-rich 
synthesis gas. This method does not require external heat 
source, and therefore do not require oxygen equipment 
and low cost operation. However, due to the volume and 
temperature of heat carrier restrictions, not more than 
gasifier temperature of 800℃, resulted in lower gasifica-
tion efficiency, on the other hand, un-time as a result of 
coke and the heat carrier are at a high temperature cycle, 
it is difficult to quantitatively control, temperature easy 
to change, it is difficult to stable operation, restrictions 
on use of the fact that, at present there is no practical 
case of industrialization. Professor Wang Tongzhang, 
Jiangsu University, at the conclusion of the research 
team based on previous experience, in 1990 put forward 
a single fluidized bed by two-step gasification method. 
Synthesis gas was prepared with steam gasification 
agent. And obtained a patent in China [4,5]. Principle of 
the work of this process known as fluidized-bed water 
gas gasifier (FWG). The equipment with coal as raw 
materials has industrialized. With biomass as raw material 
the equipment being promoted in this paper technological 
processes of the gasification process, the scope of appli-
cation and the moving results are introduced. 

 
2. A SINGLE FLUIDIZED BED 

TWO-STEP GASIFICATION PROCESS 
AND DEVICE [6] 

 
Water vapor and carbon for the gasification agent of raw 
materials to form H2, CO, CH4 and CO2, the main reac-
tion is:  

C + H2O → CO + H2    -162.3 MJ      (1) 
C + 2H2O → CO2 + 2H2    -75.2 MJ      (2) 

CO + H2O → CO2 + H2    -43.56 MJ      (3) 

C + 2H2 → CH4    +87.36 MJ      (4) 

C + O2 → CO2       +408.86 MJ     (5) 
Endothermic reaction is basically, in order to enable 

the reaction can be carried out, it is necessary to provide 
the necessary reaction heat. To this end will be in the 
same fluidized bed biomass gasification process is di-
vided into two processes: First, the combustion process 
(the heating process); First, the process of pyrolysis and 
gasification. To the gasifier for combustion into the air 
and raw materials, so that flow of raw materials in a state 
of combustion heat release style (5), so that the material 
layer gasifier rapid increase in temperature is expected 
when the temperature rise to the scheduled (scheduled  
for 1000℃), to stop for air, the end of the combustion 
process; gasifier turn to pyrolysis and gasification proc- 
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1 Fluidized bed biomass gasifier, 2 High-temperature cyclone, 3 Superheater, 4 Waste heat boile, 5 Scrubber, 6 Bell 
type gasholder, 7 Air preheater, 8 Precipitator(dust collector ), 9 Chimney, 10 Setting pond, 11 Roots blower, 12 
Reserve gray box, 13 Feed back, 14 Air, steam nozzle, 15 Spiral feeding machine with biomass bunker, 16 Wind 
Room, 17 Spiral feeding machine with coal bunker. 

Figure 3. The process flow of the water gas gasifier of fluidized bed of biomass. 

 
ess, into the steam for the gasifier and biomass to bio-
mass and the original high-temperature materials in the 
water vapor layer of the under the conditions in the flow 
of pyrolysis and gasification reaction occurred, resulting 
in the synthesis of H2-rich gas, because the process is 
endothermic reaction, the rapid temperature decline in 
bed when the bed temperature dropped to predetermined 
temperature (scheduled for the 900℃), gasification proc-
ess is over. The gasifier gets into the combustion process. 
The two processes repeated conversion to achieve the 
production of synthesis gas purpose. Two processes in 
the fluidized bed gasifier through imports and exports of 
two pairs of control valves: air control valve 1-1, vapor 
control valves 2-1 and Flue control valves 1-2, gas con-
trol valves 2-2 to achieve (see Figure 2) flue and gas, 
respectively, into the flue system and gas system, the 
gate valve by the furnace temperature control. 

Figure 3 Biomass fluidized bed water gas gasifier 
(BFWG) process. Fluidized bed biomass gasifier (1) 
with two feeders, screw feeder biomass (15) and coal 
screw feeder (17) for the conduct of the total biomass 
and coal gasification, gasifier start when run-time, water 
vapor control valve 2-1 and gas control valve 2-2 to 
close,air control valve 1-1 and flue control valve 1-2 
open when the combustion channels in working condi-
tion, when Roots blower (11 ) through the air control 
valve 1-1 at the bottom of the wind from the gasifier 
chamber (16) for the first time into the air, at the same 
time coal screw machine (17) adding coal to the furnace 
(0~6mm), to enable complete combustion of fuel in the 

heater do, in the furnace equipped with a secondary air 
nozzle (14), secondary air jet from the nozzle to increase, 
so that paragraph into the suspension of particles of in-
complete combustion of carbon and the gas composition 
to continue to burn, so that the furnace temperature the 
rapid increase in high-temperature combustion gas from 
the gasifier cyclone export to high temperatures, (2) after 
the beginning of dust into the superheater (3) and waste 
heat boiler (4) heat exchanger, the flue gas temperature 
to about 400℃ below the flue control valve 1-2 to enter 
the air preheater (7), flue gas temperature to 200℃ the 
following into the dust collector (8), purified by the 
chimney (9) into the atmosphere. Under the high tem-
perature cyclone separation carbon dust by the return 
feeder (13) returns to re-combustion gasification gasifier. 
When the furnace temperature up to set temperature 
(1000℃), the end of the combustion process, when the 
air control valves, flue control valves 1-1 and 1-2 fol-
lowed by self-closing, steam control valve2-1 and gas 
control valve 2-2 automatically open one after another, 
from the waste heat boiler (4) water vapor generated by 
the steam superheater (3), the steam control valve 2-1 by 
the wind Room (16) into the gasifier, while biomass 
feeder (15) to adding biomass furnace (0~10mm), then 
high-temperature material layer and adding biomass 
state in the flow of pyrolysis and gasification reaction 
occurred, resulting in hydrogen-rich gas. Since the reac-
tion is endothermic reaction, the furnace temperature 
dropped quickly when the high temperature gas gener-
ated by cyclone (2) after the separation of carbon dust by 
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the return under the feeder (13) into the re-gasification 
furnace, after the separation of crude gas into the waste 
heat boiler (4) for heat exchange cooling to below 400
℃,the gas control valves, 2-2 to enter the scrubber tower 
(5),by the washing water after the cooling device into the 
gas cabinet (6),for users. When the furnace temperature 
down to set temperature(900℃),the gasification process, 
steam control valves 2-1 and gas control valve 2-2 auto-
matically shut down one after another, the air control 
valves1-1andflue control valves 1-2 followed by open, 
into the gasifier and the combustion process, alternating 
back and forth these two processes to work, production 
of the H2-rich syngas. Since the fluidized bed gasifier 
with a uniform temperature characteristic, temperature 
control in bed for two processes is not only conducive to 
the stability of production quality, and temperature can 
be arbitrary in order to obtain the synthesis gas compo-
nents of satisfaction. General low-temperature limit de-
termined by the reaction rate of raw materials, high 
temperature limit determined by the ash melting point of 
raw materials. Two waste heat recovery processes can be 
generated by steam gasification to meet their own needs. 

 
3. BIOMASS FLUIDIZED BED WATER 

GASIFIER IS RUNNING RESULTS 
AND ANALYSIS 

 
Biomass feedstock to 0~10mm smash into the furnace, 
due to the shape of biomass particles of diversity, so that 
net flow of biomass is more difficult biomass powder 
usually include a certain amount of inert particles such 
as sand, to improve the Health the flow of material per-
formance, as a result of China's coal-dominated energy 
structure, the authors selected coal (0~6mm) in place of 
the inert particles, such coal to improve the flow of not 
only played the role of performance, because coal is a 
hot body, together with the biomass total gasification, 
coal and biomass in the physical and chemical properties 
of many complementary aspects, such as the coal density 
high, fixed carbon content high, ash melting point high, 
chemical activity low; and biomass density low, fixed 
carbon contentlow, ash melting point low, high volatile, 
highchemical activity and easy to gasification, gasifica-
tion of the two were complementary to each other will 
receive such good results. Therefore this section will be 
a comprehensive discussion of this technology to coal, 
biomass gasification and the two kinds of co-gasication 
were the result of the operation [6]. 

3.1. The Operation of Coal as Raw Materials 
Results 

Table 1 shows the results of the operation in the type 
FWG 1.6 gasifier. 

The three kinds of coal in the long-term continuous 
operation, results showed that regardless of coal for the 

weak or strong adhesive bonding of all long-term stable 
operation and good results. The strong bond not only of 
coal coking phenomenon did not happen, and gas indi-
cators are generally better than the weak bonding of coal, 
mainly air and water vapor at 950℃ and above the turn 
of coal particles for combustion and gasification reac-
tions, so that caking coal rapid destruction of the gluey 
layer, the strong bond of coal can be a smooth operation. 
Fluidized bed water gas gasifier is automatically adjust-
able, the results in Table 1 is a coal gasification process 
of running the results can be seen from the gas composi-
tion, gas composition in the H2 high,CH4 content is gen-
erally 5~7%. The CO content of less than 20%,which is 
due to the process of coal gasification, when there are 
complex reaction mechanism, when the water vapor and 
carbon bed water-gas reaction to produce high gas mix-
tures containing H2, has just joined the Fan coal in such 
a high temperature pyrolysis atmosphere makes reaction 
CH4 and H2 gas in a marked increase in the content, and 
some scholars believe that the main CH4 from the hy-
drogenation reaction (4). 

Table 2. Different ways of coal feeding have an effect 
on gas composition. Coal feeding in different ways, from 
changing in gas composition obviously. In the process of 
coal gasification, coal is fed, the component of the H2 
and CH4 in the gas increased obviously, while reducing 
CO, for high volatile coal, the greater difference. This 
factor is a gasifier to provide a more convenient, that is, 
through different ways to increase coal output is suitable 
for the requirements of different gas components. 

3.2. Biomass as Raw Materials Moving  
Results 

Water fluidized bed biomass gasifier (BFWG) set up two 
feeders: biomass and coal screw feeders. Generally the 
gasifier was fed with biomass powder(0-10mm) in the 
gasification process(0~10mm), coal combustion process 
by adding(0~6mm), this study used corncob, rice husk, 
wood chips as raw material, high in the inner diameter 
300×4000mm bed water-gas gasifier in operation results 
(Table 3). 

3.3. Discussion and Analysis of the Results 

From the corn cob, sawdust, rice husk three experiments 
show that the agricultural and forestry waste (Table 4)，
The diversity of the types of biomass does not affect the 
performance of their gasification, the gas composition, 
calorific value, the efficiency of gasification, tar and 
other parameters in the same operating conditions, the 
results were similar. The results from Table 5 show that 
the impact of gasification temperature gasification gas 
production rate and efficiency of key parameters, (the 
technology can easily adjust the parameters), with the in- 
crease in transition temperature, gas production rate and 
a corresponding increase in efficiency gasification, 
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Table 1. The results of three coal.  
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Table 2. Gas components under different coal feed ways. 
 

 

 

 

 

 

Table 3. The industrial materials analysis and elemental analysis of the materials. 

Industry Analysis/% Elemental analysis/%  Calorific value 
Types of raw 

materials 
Mt Aar Var FCar Car Har Nar Oar  Q KJ/Kg 

Corncob 5.6 6.24 76.92 11.24 47.63 4.91 0.85 46.61  17245 

Sawdust 13.44 1.42 75.91 9.23 46.18 6.28 0.14 47.4  15672 

Rice husk 7.4 11.01 73.78 7.81 45.13 5.04 0.76 49.07  14557 

Test Coal 4.7 26.5 7.94 60.86 62.31 2.86 1.02 1.9 23120 

Item                       The type of coal       Lean coal Coke Semi-anthracite 

Industry Analysis wt%    

Total Moisture 8.11 7.8 3.37 

Inherent moisture 0.8 0.42 0.77 

Fixed carbon 65.37 53.94 56.42 

Volatile 13.66 14.53 18.62 

Ash 12.86 23.67 21.24 

Sulfur content 0.32 0.3 0.35 

Calorific value of coal KJ/Kg 25103 23268 23040 

Characteristics of coke residue 3 6 4 

Roca Index Non-bonded 75 Weak bond 

Ash melting point（℃）    

Deformation temperature 1470 ＞1400 ＞1200 

Softening temperature 1500 ＞1400 ＞1200 

Operating Temperature 950~1000 950~1000 950~1000 

Gas composition vol%    

CO2 10.6 8.4 9.4 

CO 15.3 19.5 19.4 

H2 61.12 59.5 58.81 

CH4 6.83 6.9 6.92 

O2 0.3 0.1 0.14 

N2 5.58 5.7 5.63 

H2S(mg/m3) 120 120 120 

tar content（mg/m3） 3.3 3.3 3.3 

Gas calorific value（KJ/m3） 11201 11453 11227 

Water gas production rate（m3/Kg） 1.2 1.2 1.19 

Gasification efficiency （%） 52 59 58 

Thermal efficiency（%） 85 85 85 

Gas composition 
Operation Mode 

CO2 O2 CO CH4 H2 N2 

Calorific value
（KJ/m3） 

Combustion process feed coal 17.5 0.3 17.9 2.06 58.13 4.11 9207 

Gasification process feed coal 10.6 0.3 15.3 6.83 61.12 10.12 10120 
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Table 4. Moving results of biomass. 

Item Corncob Sawdust Rice husk 

The amount of biomass kg/h 140 140 140 

The amount of coal kg/h 35 35 35 

Biomass/Coal 4/1 4/1 4/1 

Air for combustion stage 270 270 270 

For the amount of water vapor gasification stage kg/h 110 110 110 

Steam/Biomass (S/B) 0.79 0.79 0.79 

Operating temperature range ℃ 900-950 900-950 900-950 

Gas composition（Vol %）    

H2 38.87 37.78 38.6 

CO 32.29 30.23 32.70 

CH4 11.62 9.43 7.73 

CO2 13.7 14.88 13.41 

O2 0.2 0.8 0.4 

N2 7.32 6.88 7.7 

Gas calorific value KJ/m3 12579 11766.3 11496.24 

content of tar oil mg/m3 ＜10mg ＜10mg ＜10mg 

Gas production rate m3/kg daf 1.15 1.17 1.1 

Gasification efficiency  % 84 88 86.80 

The thermal efficiency of gasifier  % 85 85 85 

Gasification intensity kg/(m2 h) 3000 

 
Table 5. Corncob interval at different temperatures of the test results. 
. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Temperature range（℃） 
Item 

850－900 900－950 950－1000 

The amount of biomass kg/h 120 120 120 

The amount of coal kg/h 30 30 30 

Biomass/Coal 4/1 4/1 4/1 

Air for combustion stage m3/h 286 286 286 

For the amount of water vapor gasification 
stage kg/h 

108 108 108 

Steam/Biomass（S/B） 0.9 0.9 0.9 

Gas composition（Vol %）    

H2 28.70 38.30 46.30 

CO 26.10 29.40 28.30 

CH4 19.7 11.20 8.40 

CO2 18.20 13.70 10.50 

O2 0.4 0.2 0.4 

N2 6.0 7.20 6.1 

content of tar oil mg/m3 1.20 0.9 0.7 

Gas production rate m3/kg daf 1.00 1.20 1.25 

Gas calorific value KJ/m3 14315 12414 12043 

Gasification efficiency ％ 83 86.4 87.3 
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Table 6. The current production methods of medium-heating value compared with the technique. 

Item                   Methods 
Steam  
gasification 

Oxygen  
gasification 

Dual fluidized 
bed gasification 

Two-step  
gasification 
method 

Gasification  
conditions 

Gasification medium 
Gasification  
temperature /℃ 
The main auxiliary 
equipment 
Gasifier type 
Gasification  
efficiency /% 
Gasification yield 
/m³/kg 
Gasification calorific 
value /MJ/m³ 
Gasification intensity 
/kg/(m³·h) 

 
Steam 
 
550~750 
 
Steam generator
Fluidized bed 
 
~55 
 
~0.46 
 
20 
 
1000 
 

 
O2 
 
850~950 
 
Oxygen  
generator 
Fluidized bed 
 
80 
 
1.0 
 
13.0 
 
3000 
 

 
Steam 
 
600~800 
 
Waste heat  
recovery unit 
Fluidized bed 
 
65 
 
~0.55 
 
16 
 
1500 
 

 
Steam 
 
900~1000 
 
Waste heat  
recovery unit 
Fluidized bed 
 
85 
 
~1.1 
 
14 
 
3000 
 

Gas composition 

CO2 

CO 
CH4 
CnHm 
H2 
N2 
O2 

24.0 
27.0 
20.0 
8.0 
20.0 
1.0 
0.3 

28.0 
30.0 
13.0 
4.0 
25.0 
2.0 
0.5 

15.0 
44.0 
16.0 
5.5 
18.0 
1.0 
0.5 

15.0 
30.0 
10.0 
 
40 
5.0 
0.4 

Technical and 
economic  
evaluation 

Technical difficulty 
Stability 
One-time investment 
Running costs 
 
Content of tar oil 
 
Application of 
 

General 
 
General 
General 
 
General 
 
More 
 
Little 
 

General 
 
Better 
Higher 
 
Higher 
 
Less 
 
More 
 

Higher 
 
Poor 
Higher 
 
Lower 
 
More 
 
Less 
 

General 
 
Better 
General 
 
Low 
 
Trace 
 
Application 
 

 
Table 7. 10,000 tons / year to estimate the scale of investment in manufacturing plant (equipment). 

Serial number Item Total（Million） 

1 
Part of biomass gasification（prepare feed、Gasifier、Purification 
Storage cabinets,Counter to the gas purification） 

1000 

2 Fine desulfurization 、Dechlorination 95 

3 Compression Section 130 

4 Synthesis of dimethyl ether 210 

5 Distillation of dimethyl ether 50 

6 Electrical instrumentation 130 

7 Other 100 

Total  1715 

 
and gas heat values increase with the transition tem-
perature decreased. H2 is mainly expressed in the incr- 
ease as the temperature increases, and decreases due to 
CH4. S/B is the impact of gas composition, gas yield and 
gas calorific value of the important parameters in Figure  

 
4 that the gas temperature of 900-950℃, corn cob/coal  
ratio of 4/1,gas H2,CH4,CO content and S/B relationship.  
As well as gas production rate and the S/B relationship 
(Figure 5), gas heat value and the S/B relationship. (Fig-
ure 6). 
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Table 8. Estimates of consumption of fixed costs (per ton of DME). 

Serial number Name Units Amount Units（yuan） Amount（yuan） 

1 Straw t 4.4 200 880 

2 Coal t 1 400 400 

3 Electricity Kwh 600 0.5 300 

4 Water t 300 0.2 60 

5 Steam t 1.5 60 90 

6 Catalyst Kg 2.5 40 100 

7 Subtotal    1830 

8 Other    500 

9 Cost of sales t   2330 

 
As can be seen from the chart, in the experimental 

conditions, the gas content in H2 increases with the S/B 
increasing, and CH4, CO content both reduces with the 
S/B increasing.  
 
4. CONCLUSION AND OUTLOOK 
 
4.1. Conclusion 

Fluidized bed biomass gasifier water and put into service, 
after a long-term operation test, indicating that the sta-
bility of the furnace is running, convenient operation, 
stable performance. In this paper, biomass and coal ratio 
under different experimental results show the feasibility 
of gasification technology and economic advantages 
(Table 6). The results from the pilot to see in biomass 
synthesis gas preparation methods, this technology has 
the following characteristics. 

1) Applies to a wide range of raw materials: agricul-
tural and forestry waste and organic solid waste can be 
used effectively. Biomass as a result of agriculture, for-
estry, raw material suppliers subject to seasonal changes, 

 

 
Figure 4. The influence to the H2, CH4 and CO per-
cents of the product gas by the value of S/B. 

 
can be adjusted to ensure that the coal to security of en-
ergy supplies. 

2) This technology is particularly applicable to a total 
of coal and biomass gasification. A result of coal in the 
combustion process can be quickly obtained by adding 
the necessary high-temperature gasification process and 
heat conditions. So the process of biomass gasification 
 

 
Figure 5. The influence to the yield of the product gas 
by the value of S/B. 

 

Figure 6. The influence to the heat value of the 
product gas by the value of S/B. 
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has been transformed into efficient. Due to high tem-
perature, the role of water vapor in the gas under very 
low tar content, so easy to deal with gas purification, 
resolved biomass gasification gas with high tar prob-
lems. 

3) High levels of H2 gas, H2 + CO>70%, H/CO = 1~2, 
is a synthetic alcohol fuel components suitable for the 
synthesis of alcohol fuel, the preparation of H2 technol-
ogy to provide a viable route. 

4.2. Outlook 

The development and utilization of oil alternatives and 
renewable sources of energy is the world's largest energy 
development trends and hot, renewable energy, the bio-
logical resources into liquid fuels to replace oil with other 
types of energy unparalleled advantage. At present, many 
countries in the corn to sugar cane as raw material, 
through the biological alternative fuel ethanol into gaso-
line has been noticed, as the existing technology of pow-
dered sugar to starch-based, people struggle with food 
concerns, has been transferred to wood cellulose as raw 
materials on behalf of the Section 2 the development of 
biomass fuels. Due to technical and economic reasons, 
the second generation of fuel ethanol industry takes time. 
Even cellulose as raw materials process technology, the 
future level of industrialization can be achieved. Due to 
the diversity of straw cellulose, in the production process 
we also need to deal with the residue. In this paper, the 
biomass gasification technology is more perfect to deal 
with these types of materials technology. Biological fer-
ment and gasification methods both integrated develop-
ment, to make the development and utilization of bio-
mass energy achieve better results. Technology is now 
under the operation of indicators, the production of 1 ton 
each of dimethyl ether (DME), the need for 4.4 tons of 
straw and 1 ton of coal. China based on the current mar-
ket price, 200 yuan per ton of straw,400 yuan per ton coal, 
it is estimated the technology ton DME production plant 
of economic indicators. (Table 7, Table 8) 

Taking into account the cost of capital, a total invest-
ment of about 3000 million, at current market price of 
DME 5,000 yuan per ton, production of 1~2 years to 
recover their investment. The technology of biomass for 
hydrogen production, due to purification, separation 
technologies are mature technologies [7-9], 1 kg of hy-
drogen to be consumed 12kg of straw plus 3kg of coal. 
renewable energy technology in the economic advantage. 
As a result of this two-step technique, in the production 
process, about half the time the combustion process will 
be used to provide heat for the gasification process, the 

line considerable. The calorific value of hydrogen is the 
fuel units 3 times, which can be seen the application of 
The resulting hydrogen can be projected cost per ton of 
about 4,000~5,000 yuan. This is the current cost of gaso 
same-size models of fluidized-bed gasifier for gasifica-
tion than oxygen for gasification agent law, and its pro-
duction capacity will be less 1/2. However, due to the 
biomass distribution of a wide set shipped difficulties 
and is not suitable for large-scale production. This 
small-scale production plant, built near the highway to 
the highway for the trunk to form a supply network, so 
that raw materials can be extensive and products com-
bine the mobility of, do the local sales of local produc-
tion.  

A wide range of biomass distribution of a large 
amount of earth each year, the total biomass (dry) of 
about 1400-1800 billion tons, equivalent to the annual 
world energy consumption 10 times the biomass wish 
for the adoption of this technology to do economic de-
velopment of mankind a contribution. 
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ABSTRACT 

Neural networks have been shown to be pow-
erful tools for solving optimization problems. In 
this paper, we first retrospect Chen’s chaotic 
neural network and then propose several novel 
chaotic neural networks. Second, we plot the 
figures of the state bifurcation and the time 
evolution of most positive Lyapunov exponent. 
Third, we apply all of them to search global 
minima of continuous functions, and respec-
tively plot their time evolution figures of most 
positive Lyapunov exponent and energy func-
tion. At last, we make an analysis of the per-
formance of these chaotic neural networks. 
 
Keywords: Wavelet Chaotic Neural Networks; 
Wavelet; Optimization 

 

1. INTRODUCTION 

Hopfield and Tank first applied the continuous-time, 
continuous-output Hopfield neural network (HNN) to 
solve TSP [1], thereby initiating a new approach to op-
timization problems [2,3]. The Hopfield neural network, 
one of the well-known models of this type, converges to 
a stable equilibrium point due to its gradient decent dy-
namics; however, it causes sever local-minimum prob-
lems whenever it is applied to optimization problems. 
M-SCNN has been proved to be more power than 
Chen’s chaotic neural network in solving optimization 
problems, especially in searching global minima of con-
tinuous function and traveling salesman problems [4].  

In this paper, we first review the Chen’s chaotic neural 
network. Second, we propose several novel chaotic neu-
ral networks. Third, we plot the figures of the state bi-
furcation and the time evolution of most positive 
Lyapunov exponent. Fourth, we apply all of them to 
search global minima of continuous functions, and re-
spectively plot their time evolution figures of most posi-

tive Lyapunov exponent and energy function. At last, 
simulation results are summarized in a Table in order to 
make an analysis of their performance.  
 
2. CHAOTIC NEURAL NETWORK 

MODELS 
 
In this section, several chaotic neural networks are given. 
And the first is proposed by Chen, the rest proposed by 
ourselves. 

2.1. Chen’s Chaotic Neural Network 

Chen and Aihara’s transiently chaotic neural network [5] 
is described as follows:  

( ) /

1
( ) ( ( ))

1 ii i y t
x t f y t

e  


           (1) 

( 1) ( ) ( )( ( ) )i i ij j i i i
j

y t ky t W x I z t x t I
 

      
 
 0

i

 (2) 

( 1) (1 ) ( )iz t z t                (3) 

where ( )ix t

j

is output of neuron ; denotes internal 

state of neuron ;W describes connection weight from 

neuron  to neuron , ;

i

jiW W

( )iy t

i

i ij

i ij  I is input bias of 

neuron , a a positive scaling parameter for neural in-
puts, damping factor of nerve membrane, 0≤ ≤1, 

self-feedback connection weight (refractory 

strength) ≥0, 

i
k k

( )iz t

 damping factor of , 0<( )iz t  <1,  

a positive parameter,
0I

  steepness parameter of the out-
put function,  >0. 

2.2. Morlet Wavelet Chaotic Neural Network 
(MWCNN) 

Morlet wavelet chaotic neural network is described as 
follows: 

2( ( )) /2( ) ( ( )) (5 ( ))iuy t
i i ix t f y t e cos uy t       (4) 
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( 1) ( ) ( )( ( ) )i i ij j i i i
j

y t ky t W x I z t x t I
 

      
 
 0

i

 (5) 

( 1) (1 ) ( )iz t z t              (6) 

where ( )ix t ,  ,  , ( )iy t ijW   ,  , k iI  ,  , ( )iz t 0I  

are the same with the above. And the Eq.4 is the Morlet 
wavelet function.  is a steepness parameter of the 
output function which is varied with different optimiza-
tion problems. 

u

2.3. Mexican Hat Wavelet Chaotic Neural 
Network (MHWCNN) 

Mexican hat wavelet chaotic neural network is described 
as follows: 

2( ( )) / 222
( ) ( ( )) (1 ( ( )) )

3

iuy t
i i ix t f y t uy t e


    (7) 

( 1) ( ) ( )( ( ) )i i ij j i i i
j

y t ky t W x I z t x t I
 

      
 
 0

i

 (8) 

( 1) (1 ) ( )iz t z t                  (9) 

where ( )ix t ,  ,  , ( )iy t ijW   , k  ,  ,  , iI ( )iz t 0I , 

 are the same with the above. And the Eq.7 is the 
Shannon wavelet function. 
u

 
3. RESEARCH ON CONTINUOUS  

FUNCTION PROBLEMS 
 

In this section, we apply all the above chaotic neural net- 
works to search global minima of the following three 
continuous functions. 

The three continuous functions are described as foll- 
ows [6]: 

2 2 2
1 2

1 1 2 2 2 2
1 2

sin 0.5
( , ) 0.5

[1 0.001( )]

x x
f x x

x x

 
 

 
 100ix    (10) 

2 4 6 2
2 1 2 1 1 1 1 2 2 2( , ) 4 2.1 / 3 4 4 4f x x x x x x x x x      5ix   

(11) 

2 2
4 1 2 1 1 12

5.1 5 1
( , ) ( 6) 10(1 )cos 10

84
f x x x x x x

 
      

1 25 10,0 15x x                           (12) 

The minimum value of Eq.10, 11, 12 respectively are -1, 
-1.0316285, 0, 0.398 and its responding point are (0, 0), 
(0.08983, -0.7126) or (-0.08983, 0.7126), (-3.142, 2.275) 
or (3.142, 2.275) or (9.425, 2.425). 

In order to make comparison conveniently, we set 
some parameters such as the annealing speed  , the 

self-feedback and the initial value of internal state 

as follows: 

)0,0(z

(0,0)y  =0.002, =[0.8, 0.8], 

=[0.283, 0.283]. Meanwhile, we set the iteration 

as large as 5000 so as to get stable state of a global 
minimum. 

(0,0)z

(0,0)y

3.1. Chen’s Chaotic Neural Network 

1) Simulation on the First Continuous Function 
The rest parameters are set as follows: 

k =1, =0.5,  =1/10, =0.85. 0I

The time evolution figures of the biggest positive 
Lyapunov exponent and energy function of Chen’s in 
solving the first continuous function are shown as Fig-
ure 1, Figure 2. 

The global minimum and its responding point of the 
simulation are respectively -0.99989 and (0.0073653, 
0.0073653). 

2) Simulation on the Second Continuous Function 
The rest parameters are set as follows: 

k =1, =0.02,  =1/20, =0.85. 0I

The time evolution figures of most positive 
Lyapunov exponent and energy function of Chen’s in  

 

 
Figure 1. Time evolution figure of Lyapunov 
exponent. 

 

 
Figure 2. Time evolution figure of energy 
function. 
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Figure 3. Time evolution figure of 
Lyapunov exponent.  
 

 

Figure 4. Time evolution figure of en-
ergy function. 

solving the first continuous function are shown as Fig-
ure 3, Figure 4. 

The global minimum and its responding point of the 
simulation are respectively -1 and (0, 0.70712). 

3) Simulation on the Third Continuous Function 
The rest parameters are set as follows: 

 

 
Figure 5. Time evolution figure of 
Lyapunov exponent. 

 
Figure 6. Time evolution figure of energy 
function. 

k =1, =0.2,  =1, =0.5. 0I

The time evolution figures of most positive Lyapunov 
exponent and energy function of Chen’s in solving the 
first continuous function are shown as Figure 5, Figure 
6. 

The global minimum and its responding point of the 
simulation are respectively 0.39789 and (9.4246, 
2.4747). 

3.2. Morlet Wavelet Chaotic Neural Network 
(Mwcnn) 

1) Simulation on the First Continuous Function 
The rest parameters are set as follows: 

k =1, =0.5, u =0.5, =0.65. 0I

The time evolution figures of most positive Lyapunov 
exponent and energy function of MWCNN in solving the 
first continuous function are shown as Figure 7, Figure 8. 

The global minimum and its responding point of the 
simulation are respectively -0.99997 and (0.0038638, 
0.0038638). 

2) Simulation on the Second Continuous Function 
The rest parameters are set as follows: 

k =1, =0.05, u =0.7, =0.2. 0I

The time evolution figures of most positive Lyapunov 
exponent and energy function of MWCNN in solving the 
first continuous function are shown as Figure 9, Figure 
10. 

 

 
Figure 7. Time evolution figure of Lyapunov 
exponent. 

 

 
Figure 8.Time evolution figure of energy 
function. 
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Figure 9. Time evolution figure of 
Lyapunov exponent. 

 
Figure 10. Time evolution figure of en-
ergy function. 

 
Figure 11. Time evolution figure of 
Lyapunov exponent. 

 
Figure 12. Time evolution figure of en-
ergy function. 

The global minimum and its responding point of the 
simulation are respectively -1.0021 and (-0.074007, 
0.76863). 

3) Simulation on the Third Continuous Function 
The rest parameters are set as follows: 

k =1, =0.02, u =0.09, =0.2. 0I

The time evolution figures of most positive Lyapunov 
exponent and energy function of MWCNN in solving the 
first continuous function are shown as Figure 11, Figure 
12. 

The global minimum and its responding point of the 
simulation are respectively 0.39789 and (3.1413, 
2.2733). 

3.3. Mexican Hat Wavelet Chaotic Neural 
Network (MHWCNN) 

1) Simulation on the First Continuous Function 
The rest parameters are set as follows: 

k =1, =0.5, =0.2, =0.8. u 0I

 
Figure 13. Time evolution figure of 
Lyapunov exponent. 

 
Figure 14. Time evolution figure of energy 
function. 

 
Figure 15. Time evolution figure of 
Lyapunov exponent. 
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Table 1. the simulation results of the chaotic neural networks. The time evolution figures of most positive Lyapunov 
exponent and energy function of MHWCNN in solving  

Fu

n 

 
Model
 

 
GM/ER 

Chen’s MWCNN MHWCNN 

TGM -1 -1 -1 

PGM -0.99989 -0.99997 -0.99996 
1f  

ER 0.00011 0.00003 0.00004 

TGM -1.0316285 -1.0316285 -1.0316285 

PGM -1 -1.00021 -1.0316 2f
 ER 0.0316285 0.031418

5 
0.0000285 

TGM 0.398 0.398 0.398 

PGM 0.3789 0.3789 0.3789 4f

 ER 0.0191 0.0191 0.0191 

AVE AVER 0.01270962 0.01263712 0.00479212 

the first continuous function are shown as Figure 13, 
Figure 14. 

The global minimum and its responding point of the 
simulation are respectively -0.99996 and (0.0043259, 
0.0043259). 

2) Simulation on the Second Continuous Function 
The rest parameters are set as follows: 

k =1, =0.05, u =2.8, =0.05. 0I

The time evolution figures of most positive Lyapunov 
exponent and energy function of MHWCNN in solving 
the first continuous function are shown as Figure 15, 
Figure 16. 

The global minimum and its responding point of the 
simulation are respectively -1.0316 and (-0.089825,  

 

 
0.71263). 

3) Simulation on the Third Continuous Function.  
The rest parameters are set as follows: 

k =1, =0.05, =0.3, =0.2. u 0I

The time evolution figures of most positive Lyapunov 
exponent and energy function of MHWCNN in solving 
the first continuous function are shown as Figure 17, 
Figure 18. 

Figure 16. Time evolution figure of en-
ergy function. 

 

The global minimum and its responding point of the 
simulation are respectively 0.39789 and (3.1415, 
2.2743). 
 
4. ANALYSIS OF THE SIMULATION 

RESULTS 
 
Simulation results are summarized in Table 1. The col-
umns “GM/ER”, “TGM”, “PGM” and “AVER” repre-
sent, respectively, global minimum/error rate; theoretical 
global minimum; practical global minimum; average 
error. 

Figure 17. Time evolution figure of 
Lyapunov exponent. 

 

Seen from the Table 1, we can conclude that the 
wavelet chaotic neural networks are superior to Chen’s 
in AVER 
 
5. CONCLUSIONS 
 
We have introduced Chen’s and wavelet chaotic neural 
networks. We make an analysis of them in solving con-
tinuous function optimization problems, and find out that 
wavelet chaotic neural networks are superior to Chen’s 
in general. 

Figure 18. Time evolution figure of en-
ergy function. 

Openly accessible at  
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ABSTRACT 

Xylose is the second major fermentable sugar 
present in lignocellulosic hydrolysates, so its 
fermentation is essential for the economic con- 
version of lignocellulose to ethanol. However, 
the traditional ethanol production strain Sacch- 
aromyces cerevisiae does not naturally use xy-
lose as a substrate. A number of different ap-
proaches have been used to engineer yeasts to 
reconstruct the gene background of S. cerevi- 
siae in recent years. The recombinant strains 
showed better xylose fermentation quality by 
comparison with the natural strains. This review 
examines the research on S. cerevisiae strains 
that have been genetically modified or adapted 
to ferment xylose to ethanol from three aspects 
including construction of xylose transportation, 
xylose-metabolic pathway and inhibitor toler-
ance improvement of S. cerevisiae. 
 
Keywords: Sacchromyces cerevisiae; Xylose; 
Ethanol; Metabolic Engineering 

1. INTRODUCTION 

Rising concerns over the cost of petroleum and the 
prospect of global warming are driving the development 
of technologies for the production of alternative fuels 
such as ethanol [1]. Cellulosic biomass is an attractive 
feedstock for fuel ethanol production since it is readily 
available, e.g., as a waste from the pulp and paper or 
agricultural industries, and also due to the fact that it is 
renewable with cycles many orders of magnitude shorter 
compared with those of fossil fuels. Hydrolysates of 
cellulosic biomass will contain mixtures of sugars, inclu- 
ding glucose, galactose, mannose, xylose and arabinose, 
and other constituents in variable proportions depending 
on the source [2]. Successful industrial production of 
ethanol from lignocellulosic hydrolysate depends on the 
quantitative conversion of carbon present in the biomass. 

It is well known that one of the most effective etha-
nol-producing organisms for hexose sugars is Sac-
charomyces cerevisiae, which shows high ethanol pro-
ductivity, high tolerance to ethanol, and tolerance to in-
hibitory compounds present in the hydrolysate of ligno-
cellulosic biomass [3-5]. However, S. cerevisiae does not 
naturally use xylose as a substrate. Only a few yeasts 
such as Pichia stipitis [6] and Pachysolen tannophilus [7] 
are able to ferment xylose. Genetic engineering can be 
used to enable S. cerevisiae to transport and ferment 
xylose including modeling, mutation, deletion and so on. 

The pentose phosphate pathway (PPP) [8] is a process 
that serves to generate NADPH for reductive biosynthe-
sis reactions within cells and the synthesis of pentose 
(5-carbon) sugars for the synthesis of the nucleotides and 
nucleic acids. There are two distinct phases in the path- 
way. The oxidative phase converts the hexose, D-glucose 
6P, into the pentose, D-ribulose 5P, plus CO2 and 
NADPH. The non-oxidative phase converts D-ribulose 
5P into D-ribose 5P, D-xylulose 5P, D- sedoheptulose 7P, 
D-erythrose 4P, D-fructose 6P and D- glyceraldehyde 3P. 
D-Xylose and L-arabinose enter the PPP through 
D-xylulose (Figure 1) 

In bacteria, xylose is directly isomerized to xylulose 
by xylose isomerase (XI) before entering pentose phos-
phate pathway. In xylose-fermenting yeasts, xylose is 
first reduced to xylitol by xylose reductase (XR) and 
then oxidized to xylulose by xylitol dehydrogenase 
(XDH) [9]. Xylulokinase (XK) phosphorylates xylulose 
to xylulose 5-phosphate, which is then metabolized 
through the PPP and glycolysis (Figure 2). S. cerevisiae 
is not able to metabolize xylose due to the lack of XR 
and XDH activity, but it can utilize the isomeric form 
xylulose. 
 
2. ENGINEERING YEASTS FOR XYLOSE 

METABOLISM 

2.1. Xylose Uptake 

Xylose is not readily fermentable in wild-type strains of 
S. cerevisiae. To circumvent this problem, different  
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Engineering pentose metabolism in yeasts. The pentose phosphate pathway (PPP) in yeasts contains the oxidative phase, which 
consists of glucose 6-phosphate dehydrogenase (ZWF1) and 6-phosphogluconate dehydrogenase (GND1), and the 
non-oxidative phase, which is carried out by D-ribulose-5-phosphate 3-epimerase (RPE1), ribose-5-phosphate ketol-isomerase 
(RKI1), transketolase (TKL1) and transaldolase (TAL1). 
Figure 1. The pentose phosphate pathway. 

metabolic engineering strategies have been applied to 
enable xylose metabolism, and pentose-fermenting str- 
ains of S. cerevisiae have been created principally by 
engineering the pathways for converting xylose to xylu-
lose-5-phosphate [10,11]. However, fermentation of xy-
lose still remains significantly less efficient than that of 
glucose by these strains. The uptake of xylose into the 
cell is one of the reasons. 

The S. ceresiave genome contains 20 genes that en-
code for hexose transporters but does not contain genes 
for xylose-specific transport system like natural xy-
lose-utilizing yeasts [12]. Uptake of xylose by S. cere-
visiae has been proposed to be mediated more or less 
unspecifically by its hexose-transport system. This is 
composed of a large family of 18 related transporter 
proteins called Hxts and additional sugar transporters 
with broader substrate specificity [13,14]. 

Hamacher et al. [12] found that after deletion of all of 
the 18 hexose-transporter genes, the ability of S. cere-
visiae cells to take up and to grow on xylose was lost. 
Re-introduction and constitutive expression of individual 
HXT genes in strain TMB3201 revealed that at 2% xy-
lose concentrations, high- (Hxt7 and Gal2) and interme-
diate-affinity (Hxt4 and Hxt5) glucose transporters are 
required for xylose uptake.  

Several studies have indicated that in S. cerevisiae  
glucose and xylose appear to share the same transport  
facilities and competitively inhibit their mutual transport  

 
[15,16]. Competition with glucose restricts xylose as-
similation, so heterologous expression of a specific xy-
lose transporter could be very useful. 

Researchers have tried to identify genes target for im-
proved xylose assimilation. Two genes (GXF1and GSX1) 
encoding xylose/glucose transporters from Candida in- 
 

 
XR: Xylose reductase; XDH : xylitol dehydrogenase; XK : Xylulo-

kinase 

Figure 2. The metabolism of xylose in bacteria. 
 
termedia were isolated by Leandro et al. [17], and ex-
pressed in S. cerevisiae. Gsx1 is the first yeast xy-
lose/glucose–H+ symporter to be characterized in 
Arabidopsis thaliana at the molecular level. Except 
GSX1, xylose transporters from Arabidopsis thaliana 
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(At5g59250) and Escherichia coli (xylE) were also ex-
pressed in S. ceresiave TMB3120 and failed to support 
vigorous growth of the recipient S. cerevisiae strain on 
xylose. Even though, the results warrant further investi-
gations for the development of efficient bioethanol pro-
duction processes from lignocellulosic materials. 

The presence of three sugar transporters in P. stipitis, 
Sut1, Sut2 and Sut3 has been reported. Although all 
three transporters have a higher affinity for glucose than 
for xylose, the Sut1 transporter has a higher Vmax for 
xylose uptake compared to other two Sut transporters 
and for hexose transporters [18,19]. Satoshi Katahira [20] 
et al. introduced SUT1 into a xylose-assimilating S. cer-
evisiae strain that expresses xylose reductase, xylosede-
hydrogenase and xylulokinase. The results showed that 
expression of Sut1 in xylose-assimilating S. cerevisiae 
increased both xylose uptake ability and ethanol produc-
tivity during xylose fermentation. Also, the enhancement 
of xylose uptake enables to accelerate the ethanol pro-
ductivity during xylose/glucose co-fermentation. How-
ever, there are researchers with different opinions. Gár-
donyi et al. [21,22] concluded that xylose transport in S. 
cerevisiae strains has low control over the rate of xylose 
utilization, unless the xylose pathway is significantly 
improved. In-depth study of the transporters’ mechanism 
along with new modeling should continue to drive this 
field forward. 

2.2. Construction of Recomnant S.  
Cerevisiae Strains with  
Xylose-Fermenting Ability  

2.2.1. Recombinant S. cerevisiae Expressing XR, 
XDH, and XK 

Researchers have engaged in the development of engi-
neered yeast strains capable of xylose fermentation by 
introducing XR and XDH into S．cerevisiae. Both of 
these enzymes have been isolated and characterized due 
to the central role they play in xylose metabolism.  

The purified monomeric XR was NADPH-dependent 
with an apparent MW of 37 kDa, which was firstly puri-
fied and characterized by Kuhn et al. [23] XDHs also 
have been purified and characterized from various xy-
lose-fermenting yeasts. 

Kötter et al. [24] first reported the construction of a S. 
cerevisiae strain expressing the XR- and XDH-encoding 
genes XYL1 and XYL2 derived from the xylose-utilizing 
yeast P. stipitis. Walfridsson et al. [25] also genetically 
engineered S. cerevisiae to utilize xylose by introducing 
the XYL1 and XYL2 genes on either multicopy plas-
mids or by integrating them into the chromosome.  

Although these strains can ferment xylose to ethanol, 
the excretion of xylitol occurs unless a co-metabolizable 
carbon source such as glucose is added. One of the most 
important reason is intercellular redox imbalance due to 
a different coenzyme specificity of xylose reductase 

(with NADPH+) and XDH (with NAD+) [26]. Protein- 
engineering of NADPH+-preferring XR and/or NAD+- 
dependent XDH is an alternative approach to solve the 
problem.  

Anderlund [27] constructed four chimeric genes en-
coding fusion proteins of XYL1 and XYL2 with different 
orders of the enzymes and different linker lengths. These 
genes were expressed in S. cerevisiae. The fusion pro-
teins exhibited both XR and XDH activity when XYL1 
was fused downstream of XYL2. The results showed 
that the xylitol yield was lower in these strains than in 
strains expressing only native XR and XDH monomers, 
0.55 and 0.62, respectively, and the ethanol yield was 
higher. 

By analyzing the amino acid of coenzyme-binding 
domain of XDH, Watanabe [28] modified XDH from P. 
stipitis by three- and four-site direct mutagenesis. The 
triple mutant (D207A/I208R/F209S) and quadruple mu-
tant (D207A/I208R/F209S/N211R) showed more than 
4500-fold higher values in kcat/Km with NADP+ than 
the wild-type enzyme, reaching values comparable with 
kcat/Km with NAD+ of the wild-type enzyme.  

In recent years, the research group introduced these 
mutated PsXDHs with the PsXR WT to S. cerevisiae and 
estimated effect(s) of the functional modification(s) of 
PsXDH on fermentation of xylose to ethanol in recom-
binant S. cerevisiae [29]. The results showed that re-
combinant yeast strains gave the highest ethanol produc-
tion and the lowest xylitol excretion. 

Zeng et al. [30] altered the coenzyme specificity of P. 
stipitis XR via rational design based on the 3D structure. 
Lys21, the only one amino acid that has hydrogen bind-
ing interaction with NADP+ but not with NAD+ in the 
binding pocket, were changed to Ala and Arg respec-
tively. The results showed that the coenzyme depend-
ence of K21A was completely reversed to NADH+. 

2.2.2. Recombinant S. cerevisiae Expressing 
Xylose Isomerase 

Xylose isomerase (XI), encoded by the xylA gene, cata-
lyzes the isomerization of xylose to xylulose in bacteria 
and some fungi [31]. xylA has been cloned into S. cere-
visiae from several bacteria. However the XI produced 
by the recombinant S. cerevisiae strains was inactive. 
Improper protein folding, postranslational modifications, 
inter- and intramolecular disulfide bridge formation, and 
the internal pH of yeast have been suggested as possible 
reasons [32]. 

In 1996, Walfridsson et al. [33] cloned the Thermus 
thermophilus xylA gene encoding xylose (glucose) 
isomerase and successfully expressed in S. cerevisiae 
under the control of the yeast PGK1 promoter. The re-
combinant xylose isomerase showed the highest activity 
at 85  with a specific activity of 1.0 U/mg. It was the ℃
first successful attempt to express the procaryotic gene 
xylA for the enzyme XI in the eucaryote S. cerevisiae, 
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which could be due to the relatedness between the two 
organisms. The recombinant strains could not covert 
xylose to ethanol efficiently because the temperature and 
pH optimum for the recombinant enzyme are high.  

The XylA gene from the anaerobic fungus Piromyces 
sp. E2 (ATCC 76762) was functionally expressed in S. 
cerevisiae by Marko Kuyper et al. [34]. After prolonged 
cultivation on xylose, a mutant strain was obtained that 
grew aerobically and anaerobically on xylose. The an-
aerobic ethanol yield was 0.42 g ethanol /g. xylose and 
also by-product formation was comparable to that of 
glucose-grown anaerobic cultures.  

In 2009, Brat et al. [35] cloned and successfully ex-
pressed a highly active new kind of xylose isomerase 
from the anaerobic bacterium Clostridium phytofermen-
tans in S. cerevisiae. The recombinant yeast cells with 
heterologous expression got the ability to metabolize 
D-xylose and to use it as the sole carbon and energy 
source. The new enzyme has low sequence similarities to 
the XI Thermus thermophilus and Piromyces sp. E2, 
which were the only two xylose isomerases previously 
functionally expressed in S. cerevisiae. Importantly, the 
new enzyme is far less inhibited by xylitol, which ac-
crues as a side-product during xylose fermentation. The 
findings provided an excellent starting point for further 
improvement of xylose fermentation in industrial yeast 
strains. 

 
3. OPTIMIZATION OF DOWNSTREAM 

METABOLIC PATHWAYS 
 
3.1. Xylulokinase 

Although recombinant strains containing genes cod-
ing for XR and XDH from the xylose-utilizing yeast 
P. stipitis have been reported, such strains ferment 
xylose to ethanol poorly. One reason for this may be 
the low capacity of xylulokinase, the third enzyme in 
the xylose pathway [36,37]. 

Xylulokinase is an enzyme that catalyzes the 
chemical reaction: ATP + D-xylulose ADP + 
D-xylulose 5-phosphate. In 1989, Ho et al. [38] 

cloned the xylulokinase (xks1) gene from S. cere-
visiae and firstly overexpressed in S. cerevisiae. 
Toivari et al. [39] also overexpressed the endogenous 
gene for xylulokinase (xks1) in S. cerevisiae along 
with the P. stipitis genes for XR and XDH. The me-
tabolism of this recombinant yeast was further inves-
tigated in pure xylose bioreactor cultivation at various 
oxygen levels. The results clearly indicated that 
overexpression of xks1 significantly enhanced the 
specific rate of xylose utilization. In addition, the 
XK-overexpressing strain can more efficiently con-
vert xylose to ethanol under all aeration conditions 
studied. These two studies represented an important 

step in efforts to improve xylose metabolism in S. 
cerevisiae, as their results strongly indicated that na-
tive XK activity was insufficient for xylose or xylu-
lose fermentation, and overexpression was required to 
obtain high ethanol yields. 

 
3.2. Transketolase and Ransaldolase 

Transketolase and transaldolase catalyze transfer of 
2-C and 3-C molecular fragments respectively, in 
each case from a ketose donor to an aldose acceptor. 
The two enzymes have been implicated as being 
rate-limiting for xylose and xylulose fermentation.  

The TKL1 and TAL1 genes encoding transketolase 
and transaldolase were overexpressed individually and 
together in the S. cerevisiae strain containing XYL and 
XYL2. The strain overexpressing TAL1 showed consid-
erably enhanced growth on xylose compared with a 
strain containing only XYL1 and XYL2. Overexpression 
of only TKL1 did not influence growth. The results in-
dicated that the transaldolase level in S. cerevisiae is 
insufficient for the efficient utilization of pentose phos-
phate pathway metabolites [40]. Bao et al. [41] also 
found that the S. cerevisiae strain overexpressing the 
TAL1 and TKL1 showed considerably good growth on 
the xylose plate. 
 
4. IMPROVEMENT OF TOLERANCE TO 

INHIBITORS 
 
The growth of S. cerevisiae and ethanol production were 
limited by multiple inhibitors, including furan deriva-
tives, 5-hydroxymethylfurfural (HMF), weak acids, and 
phenolic compounds produced during biomass-to-ethanol 
processing. The PPP is an important pathway incarbo-
hydrate metabolism, and a lot of previous studies have 
shown a correlation between several PPP genes and spe-
cific stresses such as oxidative [42], sorbic acid [43], and 
osmotic [44]. 

To improve production of fuel ethanol from renew-
able raw materials, laccase from the white rot fungus 
Trametes versicolor was expressed under control of the 
PGK1 promoter in S. cerevisiae to increase its resistance 
to phenolic inhibitors in lignocellulose hydrolysates [45]. 
To identify target genes involved in furfural tolerance, 
Gorsich [46] screened a S. cerevisiae gene disruption 
library for mutants with growth deficiencies in the pres-
ence of furfural. As a result, more than 62 genes were 
found to be associated with sensitivity to furfural. They 
also further showed that overexpression of ZWF1 in S. 
cerevisiae allowed growth at furfural concentrations that 
are normally toxic, which demonstrated a strong rela-
tionship between PPP genes and furfural tolerance. 

Adapting strains is also an alternative to improve the 
performance of microorganisms. Liu [47] improved bio-
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transformation by newly developed strains adapted to 
tolerate the challenges of furfural and HMF in batch 
cultures compared with the parental strains. The results 
suggest a possible in situ detoxification of the inhibitors 
for bioethanol fermentation using improved yeast strains. 
Although they have not been tested against inhibitor 
complexes such as those in a biomass hydrolysate, the 
development and study of such strains provided neces-
sary materials for further studies of the mechanisms of 
the stress tolerance at molecular and genomic levels. 
 
5. CONCLUSIONS 
 
The bioconversion of cellulose and hemicellulose to 
biofuels and chemicals is being actively researched with 
the aim of developing technically and economically vi-
able processes. D-Xylose is the major product of the 
hydrolysis of hemicellulose and considerable research 
efforts has been focused on the development of xylose- 
fermenting recombinant S. cerevisiae. Significant im-
provements in ethanol productivity from xylose have 
been achieved through metabolic engineering. However, 
there are still unidentified limiting steps in the xylose 
metabolism of metabolically engineered S. cerevisiae, 
such as lower ethanol yield, more byproducts, the suit-
ability of these recombinant strains and so on. There are 
still many tasks that left in the xylose-metabolic engi-
neering. So far the recombinant S. cerevisiae were con-
structed base on the laboratory strains, which are less 
complex in genetic background, growth characters, and 
physiological characters comparing with the industrial 
yeast strains. To get strains easy to be industrialized, 
more emphasis should be focused on the reconstruction 
of the wild type yeasts. Further improve the expression 
and stability of the heterogenous genes in yeasts can be 
expected for higher ethanol yield. 
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ABSTRACT 

A organic nonlinear optical material, L-alanine 
maleate (LALM) was synthesized. Bulk Single 
crystals of LALM have been grown by slow 
cooling method with a solution pH of 5. The 
solubility of L-alanine maleate has been deter-
mined for various temperatures. Large size sin-
gle crystal of 2.0 x 1.2 x 0.8 cm3 has been grown 
with reasonable growth rate along the three 
crystallographic directions by optimizing the 
growth parameters. The structure of LALM crys- 
tal was studied by single-crystal X-ray diffrac-
tion analysis. The presence of functional groups 
was confirmed by Fourier transform infrared 
spectroscopy. The LALM crystal was analysed 
for its thermal and mechanical behaviours. The 
grown crystals have also been subjected to 
linear and non-linear optical property studies. 
From these studies, it is inferred that the LALM 
crystals exhibit better thermal and mechanical 
stabilities with improved optical properties. 
Thus satisfies the essential requirements for 
optical device fabrication. 
 
Keywords: Organic; LALM; Crystal Growth; Bulk 
Single Crystals; Non-Linear Optical Crystal 

1. INTRODUCTION 

Recently, there is considerable interest in the synthesis 
of new nonlinear optical (NLO) material, both organic 
and inorganic, with large second-order optical nonlin-
earities, as these materials have a significant impact on 
laser technology, optical communication and optical 
storage technology etc. Over the years many organic and 
inorganic materials have been developed [1-4] to cover 
the potential applications in ultra-violet, near-and far- 
infrared wavelength regions. Amino acid nonlinear opti-

cal materials are often formed by weak van der Waals 
and hydrogen bonds and hence possess high degree of 
delocalization. The basic structure of organic NLO ma-
terials is based on the  bond system. Due to the over-
lapping of  orbital, the delocalization of electronic 
charge distribution leads to a high mobility of electrons. 
Functionalization of both ends of the  bond system with 
appropriate electron donor and acceptor groups can en-
hance the asymmetric electronic distribution in either or 
both ground and excited states, this leads to an increased 
optical nonlinearity. All these favourable properties 
paved the way for the development of amino acid crys-
tals like L-arginine phosphate (LAP) [5], L-histidine 
dihydrogen phosphate (LHP) [6], L-arginine tetrafluo- 
roborate (L-AFB) [7], L-alanine tetrafluoroborate 
(L-AlFB) [8], L-alanine [9], L-arginine acetate [10], and 
L-alanine acetate [11]. LAP crystal was reported to have 
promising NLO properties comparable to that of the 
well-known inorganic crystal of KDP. L-alanine crystal 
shows Type II phase matching, for doubling the Nd:YAG 
fundamental, by propagating the pump beam nearly 
normal to the {12 0} and {011} faces. 

The growth of single crystals of L-alanine which is 
the simplest acentric member of the amino acid family 
has already been little investigated. In order to widen the 
properties of L-alanine and to develop new crystals with 
better NLO properties, L-alanine complexes with car-
boxylic acids have been tried. Maleic acid, a dicarbox-
ylic acid with relatively large pi-conjugation has at-
tracted much attention. Though the L-alanine maleate 
crystal was already grown by slow evaporation method 
[12], in the present study, bulk single crystals of 
L-alanine maleate (LALM) single crystals have been 
grown by the slow cooling method with optimized 
growth conditions first time. The grown crystals were 
subjected to various characterization studies. The im-
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proved optical transmittance, NLO efficiency and the 
mechanical stability of the grown crystals were realized. 
 
2. EXPERIMENTAL PROCEDURE 

2.1. Crystal Growth 

High purity (99%) L-alanine and analar grade maleic 
acid were taken in equimolar ratio and dissolved in 
de-ionized water. The solution was slightly heated and 
kept in undisturbed conditions. Three days later, trans-
parent seed crystals were obtained. The synthesized salt 
was used to prepare the growth solution according to the 
following reaction. 

 3 2CH CH NH COOH COOH CH CH COOH      

L-alanine + Maleic acid  

3 3( )CH CH NH COOH OOC CH CH COOH       
L-alanine maleate (LALM) 

The amount of L-alanine maleate dissolved in 10 ml 
of water at 30 ºC was estimated from the saturated solu-
tion. The solubility was estimated for different tempera-
tures and the solubility of L-alanine maleate at 40 ºC is 
estimated to be 33 g/100 ml. Crystals were grown from 
aqueous solution prepared from the recrystallized salt of 
LALM saturated at 40 ºC. In order to reproduce the su-
persaturation conditions, the solution was tested by 
checking the dissolution of a probe crystal over a period 
of one week. Then the solution was cooled down at a 
rate of 0.1 C/day over a period of 25 days. Optical 
quality single crystal elongated in c-axis was obtained. 

2.2. Characterization 

The structure of the crystals was examined by sin-
gle-crystal X-ray diffraction analysis and the lattice pa-
rameter values were determined. Powder X-ray diffrac-
tion analysis was also carried out using a Rich Seifert 
diffractometer with CuK ( = 1.5418 Å) radiation to 
verify the correctness of lattice parameter values. FTIR 
spectrum was recorded by the KBr pellet technique us-
ing a Perkin–Elmer 783 spectrophotometer in order to 
confirm the presence of functional groups in the crystal 
lattice. Optical transmittance spectrum was recorded at 
room temperature using Shimadzu 1601 (UV-VIS) spec-
trophotometer. Optical second-harmonic generation was 
measured for the grown crystalline sample using Kurtz 
and Perry technique. Thermo gravimetric (TG) and Dif-
ferential thermal analysis (DTA) for L-alanine maleate 
dihydrate crystals were carried out by ZETZSCH–Ger-
atebau GmbH Thermal Analyzer. Etching studies were 
carried out on the {011} face of L-alanine maleate crys-
tal using different etchants like water, methanol and 
ethanol, in order to investigate the growth mechanism 
and surface features. Microhardness studies were carried 
out on the {011} face of the L-alanine maleate crystals.  

3. RESULTS AND DISCUSSIONS 
 

As-grown crystal of L-alanine maleate (LALM) is 
shown in Figure 1. The crystals possess well defined 
morphology with reasonable growth rate along all the 
three crystallographic directions. The molecular struc-
ture with the numbering scheme is shown in the Figure 
2. The cationic alanine molecule exists with a positively 
charged amino group and an uncharged carboxylic acid 
group. The maleic acid molecule exists in the monoion-
ized state (i.e. as a semimaleate). The semimaleate ion is 
essentially planar and the intramolecular hydrogen bond 
between atoms O3 and O5 is found to be asymmetric, as 
in the crystal structure of maleic acid [13]. The single 
crystal X- ray diffraction studies confirm the orthorhom-
bic structure with space group P212121. The lattice pa-
rameter values of LALM were calculated as given in the 
Table 1. 

Figure 1. Bulk single crystal of LALM grown in opti-
mizedgrowth condition. 

Table 1. The single crystal X-ray data for LALM single crystal. 

Molecular formula C3H8O2N
+. C4H3O4

- 

Molecular weight 
205.17 

System Orthorhompic 

Space group P212121 

Lattice parameter a = 5.5873 Å,  
b = 7.3864 Å,  
 c = 23.688 Å 

Volume (V) 977.6 Å3 

Number of atom in  unit cell (Z) 4 

Density   1.394 Mgm-3 
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a

b

The FTIR absorption spectrum of LALM is shown in 
Figure 3. A broad, strong absorption in the 3300–2300 
cm-1 range, including the absorptions at 3205 cm-1 cor-
responds to the stretching bonds of the NH3 

+ ion of the 
amino acid. This region is due to superimposing of O–H 
and NH3 

+ stretching bonds. Absorption in this region 
was also characterized by multiple fine structures on the 
lower wave number side of the bond and the weak ab-
sorptions due to COO- ions. The prominent absorption 
band is relatively strong due to symmetric NH3

+ bending 
bond at 1569 cm-1. A strong band arising from C–COO - 
stretching is observed at 1219 cm-1. Further strong car-
bonyl absorption at 1722 cm-1 confirms the COOH and 
COO- groups of the compound. The C=O stretch of car-
boxylic acid was observed to produce its peak in the 
same region of asymmetrical NH3

+ bending vibration. 
The CH3 bending modes were assigned to the peak at 

1374 cm-1. O–H bending of the COOH group was ob-
served at 1333 cm-1. The peaks between 918 and 1106 
cm-1 were assigned to asymmetrical coupled vibration of 
maleic acid and alanine. 

This analysis also indicates that the protonation of 
carboxyl group in alanine takes place by maleic acid. 
The absorptions of LALM have been compared with 
those of the L-alanine [14] in Table 2. The shifts in the 
positions of the characteristic peaks confirm the forma-
tion of the compound. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. The molecular structure of LALM with atom- 
numbering scheme and 50%probability displacement el-
lipsoids. 

 
Figure 3. FT-IR spectrum of LALM crystal. 

Table 2. FT-IR spectral band assignments of LALM. 

L-alanine LALM Assignments 

 
 
 

1506 
1361 

 
 
 

1114 
850 
772 
649 

3205 
2930 
1722 
1504 
1374 
1333 
1262 
1219 
1106 
862 
762 
661 
567 

NH3
+ asymmetric stretching 

C-H  stretching 
COO- stretching 
NH3

+ symmetric bending 
C-H deformation in CH3 

O-H plane deformation in COOH 

=C-H deformation (over tone) 
C-COO- stretching 
C-O stretching, NH3 rocking 
O–H out-of-plane deformation 
CH2 rocking 
O-C = O in plane deformation 
COO- wagging 

 
The transmission spectrum of LALM crystal was re-

corded in the range 200–1200 nm is shown in Figure 4. 
A sample of thickness 2mm was used to record the 
transmission spectrum. The crystal possesses 75 % tran- 
smittance and the lower cutoff is found to be as low as 
320 nm, allowing for frequency conversion down to 
UV-region which account for the suitability of this mate-
rial for optoelectronics applications and the second and 
third harmonic generation of Nd:YAG fundamental. 

The powder second harmonic generation (SHG) test 
was carried out for LALM using Kurtz and Perry tech-
nique. Powdered sample of LALM was tightly packed in 
the micro capillary tubes of uniform diameter (1.5 mm) 
and irradiated by an incident laser radiation 1064 nm of 
pulse width 8 ns and pulse energy of 10–800 mJ from a 
Q-switched quanta ray of Nd:YAG laser. KDP was used 
for calibrating the SHG intensity. The second harmonic 
nonlinearity of LALM was confirmed by the emission of 
green radiation (532 nm) by the crystal. The powder 
SHG efficiency of LALM was found to be 1.2 times that 
of the standard KDP. This confirms that the LALM has 
higher SHG efficiency than the relative efficiencies of 
L-alanine (0.2) and L-alanine acetate (0.3) with respect 
to KDP [15]. 
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Figure 4. Optical transmittance spectrum of LALM crystal. 

 
(a) 

 
(b) 

Figure 5. (a) TG / DTG curves of LALM; (b) DTA/ 
TG curves of LALM. 

 

(a) 

(b) 

(c) 

Figure 6. Etch patterns obtained on (011) of LALM-
crystal for different etchants. (a) Water; (b) Methanol ; 
(c) Ethanol. 

 

 

 

 

 

 

 

 

 

 

 
Figure 7. Load (P) Vs Hardness number (Hv) of 
LALM crystal. 
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Simultaneous thermo-gravimetric analysis (TG) and 
differential thermal analysis (DTA) were carried out for 
the as-grown LALM crystals to study the thermal stabil-
ity. The characteristic curves are shown in Figure 5a and 
5b. Finely powdered crystal was used for the TG/DTA 
analysis in the temperature range of 26 to 500 C with a 
heating rate of 5 C/min. The alumina (Al2O3) crucible 
was used as a reference for the sample. A weight loss of 
21% occur at 162 C in TGA corresponds to the decom-
position range of LALM. An endothermic peak observed 
at 160 C in DTA is attributed to the utilization of ther-
mal energy to overcome the valence bonding between 
the alaninium cation and the maleate anion, which hap-
pens during the initial stage of decomposition. As the 
temperature is increased further, maleic acid decomposes 
and becomes anhydride and results in the further release 
of CO2 and CO molecules at 205 and 258 C, which is 
evident from the DTG. The reactions of simplest amino 
acids induced by heating include the condensation reac-
tions of carboxyl and amino groups leading to the for-
mation of peptide bonds. In the dehydration at the initial 
stage, H2O molecule is not liberated immediately; in-
stead, it is absorbed by alumina, which acts as a catalyst, 
and then is released along with another water molecule 
obtained from the decomposition of alanine at 320C. 
Because of this, an endothermic effect is noted in DTA. 
CO and CH4 molecules are liberated at around 450C. 

The NLO efficiency of the grown crystals mainly de-
pends on their optical quality, because the segregated 
impurities and dislocations occurring during the growth 
results in the distortion of the optical beam to be proc-
essed. In the present investigation, grown crystal of 
LALM was subjected to chemical etching to study the 
microstructural imperfection or crystal defects in the 
grown crystal. A thin plates of 3 mm thickness parallel to 
{0 1 1} face were cut from the as grown crystal of 
LALM with the help of a wet thread. Polishing of the 
surfaces was carried out using soft felt-cloth wetted with 
ethanol and tertiary butanol mixture (3 : 1). Polished 
plates of 2 mm in thickness, free from visible inclusions 
or cracks were selected for etch pit study. Etchants em-
ployed to reveal dislocations are taken in homologous 
series of alcohols i.e. water, methanol and ethanol. 
Etching of the surfaces was carried out by dipping the 
plates in etchants for few seconds to few minutes at 
room temperature and then wiping them with dry filter 
paper. Etch patterns were observed and photographed 
under an optical (Carl-Zesis Jenavert) microscope in the 
reflected light. Elongated circular etch pits were ob-
served when LALM single crystal was etched with water 
for five seconds as shown in Figure 6a. There was no 
change in etch pit dimension and density with varying 
etching time (10–20 s). Trapezoid etch pits were ob-
served as shown in Figure 6b when LALM single crys-
tal was etched with methanol for five seconds. Rectan-

gular etch pits were observed when the crystal was 
etched with ethanol for fifteen seconds as shown in Fig-
ure 6c. From the results of etching behavior of different 
etchants on LALM crystals, it is inferred that all the or-
ganic solvents used in this experiment have successfully 
revealed the presence of dislocation in the crystal. The 
observed etch pits, due to layer growth, confirmed the 
two dimensional (2D) nucleation mechanism with less 
dislocations. Fast dissolving etchant like water produces 
better contrasting dislocation etch pits of all surfaces and 
hence it is intensive to surfaces orientation. 

Hardness value on the (011) of LALM crystal was es-
timated for different loads. The relation between hard-
ness number (Hv) vs load (P) for LALM is shown in 
Figure 7. At lower loads, hardness is relatively lower 
and it increases for higher loads and remains constant up 
to 40g. Above 40g, a significant cracking occurred due 
to the release of internal stress generated locally by in-
dentation. It has been observed that the hardness values 
of LALM are comparable with pure L-alanine. 

4. CONCLUSIONS 
 

A new organic optical material for second order NLO 
applications, L-alanine maleate (LALM) was synthe-
sized. Single crystals were grown and characterized by 
X-ray diffraction (single crystal XRD) to confirm the 
formation of the crystalline phase. FT-IR spectroscopic 
analysis confirms the presence of all the functional 
groups in the crystal lattice. Etching studies were carried 
out for LALM crystal using various etchants. Mechani-
cal behavior of grown crystal was studied on (011) using 
micro hardness measurement and the hardness values are 
found to be comparable with pure L-alanine. TG-DTA 
studies reveal that the material starts decomposing at 
162.2 oC. The UV-Vis spectrum establishes the good 
transmittance window and the lower cutoff are found to 
be as low as 320 nm, allowing for frequency conversion 
down to UV-region. From the Kurtz-Perry powder tech-
nique, the second harmonic generation efficiency of the 
grown LALM crystal was found to be 1.2 times that of 
KDP crystal. 
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ABSTRACT 

Dynamic Programming (DP) algorithm is used 
to find the optimal trajectories under Beijing 
cycle for the power management of synergic 
electric system (SES) which is composed of 
battery and super capacitor. Feasible rules are 
derived from analyzing the optimal trajectories, 
and it has the highest contribution to Hybrid 
Electric Vehicle (HEV). The methods of how to 
get the best performance is also educed. Using 
the new Rule-based power management strat-
egy adopted from the optimal results, it is easy 
to demonstrate the effectiveness of the new 
strategy in further improvement of the fuel 
economy by the synergic hybrid system. 
 
Keywords: Dynamic Programming; Control  
Strategy; Optimization; Synergic Electric System; 
HEV 

1. INTRODUCTION 

Hybrid Electric Vehicle (HEV) could improve fuel 
economy and exhaust emission using the electric system 
to adjust the load of engine and could make it work in 
high efficiency. But this depends on the performance of 
the electric system on board. Because of the low power 
density of battery, it’s hard to be competent for this pur-
pose. When it was combined with super capacitor to 
form a new electric system which was called the Syner-
gic Electric System (SES), could exert both merits, 
which is energy and power density [1,2].  

Rule-based or fuzzy logic control strategy was used to 
supervise the power flow between the two parts at pre-
sent [3,4]. For every state of the SES, each control will 
come to a new state，at the same time, we can get a loss 
of energy. With regard to a given cycle of motor power 
requirement, how to get the best control rate has been 
put to us which can achieve the optimal performance of 

the system. Dynamic Programming is a numerical 
methodology developed for solving sequential or multi- 
stage decision problems just like the SES. The algorithm 
searches for optimal decisions at discrete points in a time 
sequence. It has been shown to be a powerful tool for 
optimal control in various application areas [4,5,6,7]. 
The dissertation proposed the dynamic programming 
algorithm from optimum control theory which solve the 
problem of overall control rate for SES in the whole 
cycle and try to answer the question like what can SES 
do on energy-saving. 
 
2. BRIEF INTRODUCTION OF SES  

CONFIGURATION AND RULE-BASED 
CONTROL ALGORITHM 
 

A hybrid city bus was chosen as a researching flat, and 
the SES was made up of 280 Nickel-Hydrogen batteries 
units (1.2V\15Ah each) and 120 super capacitors (2.5V 
\2000F each). A Buck/ Boost DC/DC power converter 
whose Peak / rated power were 60/30kw was used in this 
system to coordinate the voltage of battery and capacitor, 
and to control the current of capacitor actively. Figure 1 
was the layout of SES in this research. 
Control objective of SES was as follow: ensure the vehi-
cle’s dynamic as the premise and give full play to the 
super capacitor’s “push and pull” role; decrease large 
current’s impact; extent battery’s service life; regenerate 
braking energy as much as possible to improve fuel  
 

 
Figure 1. Topology of Buck/Boost DC/DC Converter. 
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economy. The principle of the rule-based control strat-
egy is: During the operation, battery provides the aver-
age power requirement; capacitor will give a comple-
ment. The control rule was as follow:  

1) if Pm<0, and super capacity was not over charged, 
then Pbat=0； 

2) or if Pm <Pbat_max, and super capacity was not over 
discharged, then Pbat=Pfilter、Pscap=Pm-Pfilter； 

3) otherwise Pbat=Pm； 
4) when super capacity run out of energy, charge the 

capacitor from battery, Pbat =Pchg+Pbat. 
The variables’ meanings above are: Pm——the power 

required from motor, Pbat ——batteries’ power needed 
from motor, Pscap ——capacitor’s power requirement, 
Pfilter——filtering power, which is calculated by For-
mula (1). 

' '
m m 1

t

filter LPP P H P e 
 

     
 

 

'1
t t

loadP e e 
  

    
 

 

                    (1) 
In the formula: Pload——road resistance; HLP——filter 

function; τ、τ’——engine and battery’s low-pass filter 
time constant; t——acceleration time; Pm——motor 
power required; Pchg——charge power from battery 
when capacitor’s state of charge (CSOC) is low. It is the 
function of battery’s state of charge (SOC) and is equal 
to Pbat_max*（SOC-SOCmin）/ (SOCmax-SOCmin). 

The capacitor’s electrical-quantity shortage is deter-
mined by the demand. When the actual voltage of ca-
pacitor is lower than the ideal voltage, it is calculated out 
according to vehicle speed as Formula (2). The disserta-
tion provides that the ideal voltage limit is in a reverse 
proportion with vehicle speed. The object of setting this 
value is to develop a goal of electrical-quantity for ca-
pacitor, which could ensure that it could preserve 
enough energy for acceleration when vehicle speed is in 
the formula: Vscap——capacitor’s actual voltage of low 
and regenerate enough braking energy capacity. When 
vehicle speed is high. The speed requirement of the ve-
hicle, the current of single battery, current of SES’s bat-
tery and capacitor according to rule-based control strat-
egy are shown in Figure 2. 

2

max max

V
1scap car

scap car

v
k

V v

 
   

 
          (2) 

In the formula: capacitor; max
scapV ——capacitor’s 

maximum voltage; vcar——actual vehicle speed;  max
carv

——maximum vehicle speed; k——capacitor’s energy 
utilization rate in cycle, in value equivalent to 0.75； 

 

Figure 2. Simulation results under Beijing cycle. 

 

3. BRIEF INTRODUCTION OF DYNAMIC 
PROGRAMMING CONTROL  
ALGORITHM 

 
Dynamic programming is a kind of math method solving 
the optimal problem in process of multi-stage decision. 
It is proposed and established in the Fifties of 20th Cen-
tury by American mathematicians (Bellman) who claim 
the famous Optimum Theory and transmit the process of 
multi-decision into a serious of single-stage issue. Multi- 
stage problem is a kind of activities which could be di-
vided into several interrelated stages. Each stage needs a 
decision. The decision not only decides the benefit of 
this stage but also the initial state of next stage. A se-
quence of decisions would be created after every stage’s 
decision has been made. The multi-stage decision prob-
lem is to get a control strategy that can optimize the sum 
of every stage’s benefit [3]. Dynamic programming al-
gorithm can fully utilize the limited resources which is 
an important content of investment-determination. As 
for multi-stage determination problem, dynamic pro-
gramming method could be used to make sure the sum 
of benefit from every stage optimal [4].  

 
4. DESCRIPTION OF PROBLEM OF  

OPTIMIZATION CONTROL 
ALGORITHM 

 
The power requirement of motor at every moment is 
fulfilled by battery and ultra capacitor. However, be-
cause of the difference between the resistance and the 
efficiency of charge and discharge, every decision made 
by system at every moment will create impact on the 
whole control effect. For the power requirement of mo-
tor is consist of the power of battery and ultra capacitor 
at any proportion. So relationship of the power of battery 
and ultra capacitor is: 
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bat scap m P +P =P               （3） 

Figure 3. Recursive of system’s state and control object.as 
shown in Formula (6). 

Every moment, the battery and ultra capacitor in the 
SES have the corresponding SOC and CSOC which rep-
resent the state X of battery and ultra capacitor. When 
the power flow through battery and ultra capacitor, it can 
create an incentive to change the state of the two power 
source, at the same time can create power loss J. Ac-
cording to the experiment result of component’s charac-
ter, the resistances of battery and ultra capacitor are 
functions of SOC and CSOC and different system loss 
would be created under different control rate U. Thus, 
conclusions can be drawn that system’s power loss J, at 
the same time J is the function of state object X and con-
trol rate U. Recursive equation of X and power loss 
equation can be expressed by Formula (4).  

 
G +G

   = E ( ( 1) ( )) E ( ( 1)

( ))

G

SOC K SOC K CSOC K

CSOC K



  


bat Scap

bat Scap
max max   

              (5) 

 
5. OBJECT OF THE OPTIMIZATION 
     x(k+1)=f(x(k),u(k))    

    J ( ( ), ( )

   x(k),u(k) x(k),(1-u(k)) (1-u(k))

L x k u ksystem
loss

bat Scap DC/DC
loss loss loss=P （ ）+P ( )+P

 If every control rate in the cycle is given properly, the 
sum of power loss at every moment will decrease to the 
minimum. Under the same cycle power requirement, it 
can be seen as the best cycle power efficiency, the big-
gest regenerate of braking energy and the best perform-
ance of power. Consequently, optimal goal could be set  

                   (4) 

Under given driving cycle, the power requirement 
from motor can be drawn, then the system’s loss on this 
moment was only decided by the two parts’ state X and 
the chosen control rate U. From this moment on, differ-
ent power requirement Pm and control rate U will create 
different state X and confront with the problem of 
choosing a new control rate till the end of the cycle. Be-
cause the initial condition of vehicle simulation has been 
decided, the problem of optimum control rate on SES 
can be attributed to: Free optimal control issues on cer-
tain initial condition x(0)=x, as shown in Figure 3. 

 
1

0

    min min ( ( ), ( ))
k N

k

J L x k u k G
 



   
 
        (6) 

 
6. CONSTRAINTS 
 
In cycle, the charge and discharge power and the energy 
of batteries and capacitors must subject to the limitation 
of Formulas (7) and (8). 

It is considered that the changes of battery’s state will 
have a certain influence on the power loss effect. So, 
when calculating the value of J, battery and capacitor’s 
electrical-quantity state G should be fully considered. 
Calculation of G showed in Formula (5). 

P P ( ) Pbat min max

   ( ) [0, ]
min max

    tbat bat

E E t E tbat bat bat

 

    T
      (7) 
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Figure 4. Solving model of synergic system. 
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Table 1. Optimal solution of synergic system’s energy loss at the 126th sec of Beijing cycle J1* e+005. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table 2. Optimal control rate at the 126th sec of Beijing cycle U1. 

Soc 
csoc 

0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 

0.5 6 6 6 6 6 6 6 6 6 
0.55 5 5 5 5 5 5 5 5 5 
0.6 4 4 4 4 4 4 4 4 4 
0.65 3 3 3 3 3 3 3 3 3 
0.7 2 2 2 2 2 2 2 2 2 
0.75 1 1 1 1 1 1 1 1 1 
0.8 6 6 6 6 6 6 6 6 6 
0.85 6 6 6 6 6 6 6 6 6 
0.9 6 6 6 6 6 6 6 6 6 
0.95 5 5 5 5 5 5 5 5 5 
1 5 5 5 5 5 5 5 5 5 

 
Table 3. Optimal solution of synergic system’s energy loss at the 127th sec of Beijing cycle J1* e+005. 

Soc 
csoc 

0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 

0.5 9.9914 9.9318 9.8686 9.865 9.8617 9.8702 9.8787 9.9383 9.9964 

0.55 9.9866 9.9275 9.8645 9.8608 9.8574 9.866 9.8746 9.9342 9.9919 

0.6 9.9731 9.914 9.8514 9.8479 9.8447 9.8531 9.8616 9.9208 9.9784 

0.65 9.9618 9.9028 9.8403 9.8368 9.8322 9.8393 9.8465 9.906 9.964 

0.7 9.9478 9.887 9.8194 9.8135 9.808 9.8152 9.8224 9.8817 9.9395 

0.75 9.9361 9.9361 9.8046 9.7987 9.7933 9.8004 9.8076 9.867 9.9248 

0.8 9.9124 9.8491 9.782 9.7762 9.7708 9.7779 9.7851 9.8441 9.9015 

0.85 9.8888 9.825 9.7576 9.7518 9.7463 9.7535 9.7608 9.82 9.8777 

0.9 9.8731 9.8106 9.7444 9.7387 9.7333 9.7404 9.7476 9.8601 9.8629 

0.95 9.8572 9.7946 9.7283 9.7226 9.7173 9.7244 9.7315 9.79 9.8469 

1 9.8505 9.7882 9.7222 9.7166 9.7113 9.7183 9.7254 9.7838 9.8405 

 
Table 4. Optimal control rate at the 127th sec of Beijing cycle U1. 

Soc 
csoc 

0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 

0.5 8 8 8 8 8 8 8 8 8 

0.55 7 7 9 9 9 9 9 7 7 

0.6 7 7 7 7 7 7 7 7 7 

0.65 7 7 7 7 7 7 7 7 7 

0.7 8 8 8 8 8 8 8 8 8 

0.75 8 8 8 8 8 8 8 8 8 

0.8 7 7 7 7 7 7 7 7 7 

0.85 7 7 7 7 7 7 7 7 7 

0.9 6 6 6 6 6 6 6 6 6 

0.95 5 5 5 5 5 5 5 5 5 

1 5 5 5 5 5 5 5 5 5 

Soc 
csoc 

0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 
 

0.8 

0.5 9.9952 9.936 9.873 9.8693 9.8659 9.8745 9.883 9.942 10 

0.55 9.982 9.9229 9.8602 9.8567 9.8535 9.8619 9.870 9.929 9.98 

0.6 9.971 9.912 9.8495 9.846 9.8414 9.8485 9.855 9.915 9.97 

0.65 9.9574 9.8966 9.829 9.8232 9.8177 9.8248 9.832 9.891 9.94 

0.7 9.9464 9.86 9.7929 9.7871 9.7758 9.7829 9.790 9.849 9.90 

0.75 9.9233 9.86 9.7929 9.7871 9.7817 9.7888 9.796 9.855 9.91 

0.8 9.9175 9.8541 9.787 9.7812 9.7758 9.7829 9.790 9.849 9.90 

0.85 9.8935 9.8152 9.7489 9.7432 9.7378 9.7449 9.752 9.810 9.86 

0.9 9.8777 9.8152 9.7489 9.7432 9.7378 9.7449 9.752 9.810 9.86 

0.95 9.8615 9.7988 9.7325 9.7269 9.7216 9.7286 9.735 9.794 9.85 

1 9.8545 9.7922 9.7262 9.7206 9.7153 9.722 9.729 9.787 9.84 
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P P ( ) Pscap min max

    ( ) [0, ]
min max

    tscap scap

E E t E t Tscap scap scap

 

   
 

                  (8) 

In the Formula (7) and (8), P and E are the power re-
quire from battery and capacitor, the max and min are  
the maximum and minimum value respectively. 
 
7. ALGORITHM SOLVING 
 
1) Model for System Solving 

Figure 4 shows the solving model of SES under dy-
namic programming. From the initial moment according 
to the model established, the algorithm calculates out 
every moment’s system loss and stored them in memory. 
The code of this program is: 

table_x1_n(a,b,c)=Table_CSOC(2); table of CSOC 
table_x2_n(a,b,c)=Table_SOC(2); table of SOC  
table_u1_n(a,b,c)=u1_Theta_c; control rate table 
FC_inst(a,b,c)=Table_FC(2); power loss table 
2) Algorithm Solving 
Making use of the result in the last section, start from 

the terminal, calculate the value-added power loss of the 
current and the last moment in sequence and find out the 
minimum point according to the reverse deducing 
method using the min function of MATLAB language. 
Record every moment and state’s minimum value of J 
and the corresponding optimal control rate u and store 
them in matrix J1 and U1 respectively. The calculating 
program is: 

a=interp2(x2_SOC_grid,x1_We_grid,FC_interp,table
_x2_n(:),table_x1_n(:),'nearest'); %sum of the past b = 
reshape  

(FC_inst(:)+a,N_x1_We,N_x2_SOC,N_u1_Theta);  
%sum of the past and current 
%FC_inst(:) every moment’s power loss 
%find out the optimal solve from the first step to the 

current step using min function 
[J1(:,:),U1(:,:)] = min(b,[],3); %find the optimal solve 

and the corresponding u1 
%for J1: x represent SOC and y represent CSOC, 

volume is the system’s power loss 
%reverse calculation 
%U1 store the optimum control rate u1. 
Based on the object of optimization, the minimum 

power loss of any moment and the moment behind can 

 

     
(a)                                                      (b) 

       
 (c)                                                             (d) 

Figure 5. Optimum solution of synergic system’s dynamic programming under Beijing cycle（battery—ess、capacitor— 
ess2. (a) electrical-quantity state of battery and capacitor; (b) voltage process of battery and capacitor; (c) current distribu- 
tion of battery and capacitor; (d) power distribution of battery and capacitor. 
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be calculated out under the reverse method and stored in 
J1. At the same time, the optimum control rate is stored 
in U1.Under Beijing cycle, the electrical power require-
ment of the 126th sec and the 127th sec is -16859w and 
37467w. Table 1 to 4 list out the optimum solve J1 and 
optimum control rate U1, and from which, the trend and 
principle of controlling can be induced. 

As is shown from the data, if the SOC and CSOC of 
battery and super capacitor at some moment are known, 
then the optimum solution J1 and optimum control rate 
U1 can be checked up from tables above. After known  
about the point’s power demand Pm and the optimum 
control rate U1, the SOC and CSOC of battery and super 
capacitor on the next moment can be calculated out 
through every parts model, and then continue to look-up 
tables to find out the optimum solution and optimum 
control rate. Followed by analogy, on the situation when  
the forward calculation mode. Connect every moment’s  
optimal control rate, the optimum control rate of SES 
under Beijing cycle can be drawn approximately. During 
calculation, if the less interval of every component’s 
state and control rate were used, the closer the result to 
the synergic system’s optimal control rate. 

In this way, under Beijing cycle, divide the battery’s 
SOC from 0.4 to 0.8 into 9 parts. The interval of each 
calculation point is 0.05. Divide the capacitor’s CSOC 
from 0.5 to 1 into 11parts to ensure that the same inter-
val of calculation point is chose. After optimized calcu-
lation, the optimal control rate can be counted out shown 
in Figure 5. Figure 5a illustrates the SOC of battery and 
capacitor resulted from the optimized control under Bei-
jing cycle. Figure 5b shows the voltage process of bat-
tery and capacitor resulted from optimum control. Figure 
(c&d) illustrate the current and power distribution re-
sulted from the optimum control rate at every moment 
respectively. 

3) Improved Rule-based Control Strategy 
The result is based on cycle, so the Dynamic Pro-

gramming algorithm can be not directed applied to en-
gineering control. However, some enlightening can be 
drawn used as the guidance of actual control algorithm 
programming. For example, based on the result of pre-
vious section, the following four laws can be educed: 

a).During power assisting, if the motor required a low 
current, the battery would provide the power. 

b).During power assisting, the capacitor should 
provide more power when the motor is under high 
power demand. 

The two tips above are all induced by the low efficient 
of DC/DC under low load. 

c).If the capacitor is in high CSOC, and then it should 
share a greater proportion of discharge. However, as the 
CSOC drops, the discharge proportion of capacitor 
would diminish responsively, while battery’s proportion 
would increase gradually till the battery pack power the 

motor alone. 
d).When low-power braking, capacitor can recovery 

all the vehicle braking energy; While, with the increase 
of braking power, collaborative work mode of battery 
and capacitor would be taken by the optimized control 
algorithm to make the two both working on a high effi-
ciency and contribute to the balance of battery. Also the 
proportion of discharge from capacitor would increase as 
the braking power increase. This is different from the 
rule of rule-based control strategy that energy firstly go 
to the capacitor and it gives inspiration for the improve-
ment of control strategy. 

Based on the analysis above, this section proposed a 
modification on rule-based control strategy of SES when 
motor power assisting and braking energy regeneration. 
Details as follows: 

(1) When power assisting, if Pm>0，and Pm<Pset ，
then Pbat=Pm; 

(2) Otherwise, if Pm>Pset1，then Pscap=K1*Pm，but 
Pbat=(1- K1) *Pm；in the formula: K1 is the function of 
capacitor’s CSOC showed in table 5. Pset1=12.33kw. 

(3) When braking: if Pm<0 ， and Pm>Pset2 ，

capacitor is not over recharged, then Pbat=0；otherwise 
when Pm<Pset2，Pscap=K2*Pm, and Pbat=(1- K2) *Pm，K2 
increases as Pm decreases.Pset2=8.7kw. 

Figure 6 shows working process manipulate of SES’s 
control rate, battery and capacitor resulted from the 
simulation of rule-based control strategy, which is modi-
fied by applied optimal algorithm. Table 6 lists com-
parison of SES’s HEV simulation result under different 
control algorithm. Conclusions can be drawn from the 
various SES’s simulation results listed in the table, that 
HEV vehicle have optimum fuel economy under control 
of dynamic programming algorithm. Using the principle 
of optimized DP algorithm, designer could know the 
maximum energy-saving efficient contributed by SES 
and also could compile optimal control algorithm of SES, 
which can be used in actual engineering. Under this cir- 

Table 5. Relationship between Ki and CSOC. 

CSOC 0.5 0.6 0.7 0.8 0.9 1.0 

K1 0 0.2 0.4 0.6 0.8 1.0 

 
Table 6. Simulation result comparison of synergic system. 

Control strategy Rule-based 
Dynamic 

programming 
Improved 
rule-based 

Fuel economy
（L/100km） 

25.7 23.2 24.5 

Fuel economy 
improvement 

1 ↑2.1% ↑1.6% 

Power effi-
ciency 

87% 93% 91% 

Brake energy 
recovery effi-

cient  
8.34% 9.74% 9.35% 
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(a) 

 
(b) 

Figure 6. Simulation result based on the optimized 
rule-based control strategy under Beijing cycle; (a) 
SOC,current and voltage of battery; (b) CSOC, current 
and voltage of capacitor. 

 
cumstance,capacitor can keep appropriate power state at 
anytime and make vehicle fuel consumption a further 
reduction. All the advantages above can prove the sig-
nificance improvement by dynamic programming opti-
mization algorithm 

 
8. CONCLUSIONS 

 
1) Dynamic programming algorithm had been applied to 
SES to find out the optimum control rate using off-line 
simulation. 

2) Rule-based control algorithm was established based 
on the optimum control rate. The simulation results 

demonstrated that the method is practical and effective.  
3) Based on the control rules of overall optimized al-

gorithm, the rule-based control strategy of the SES had 
been improved and the control effect had also been 
evaluated. The dissertation explicated the best perform-
ance and most efficient control method of SES which 
could make the best contribution to vehicle energy-saving. 

4) The overall optimized principle was suitable for the 
programming and optimizing of control algorithm for 
HEV vehicle with multi-energy power source. 
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ABSTRACT 

Focal shift of radially polarized Bessel-modu- 
lated Gaussian (QBG) beam by phase shifting is 
investigated theoretically by vector diffraction 
theory. The phase shifting distribution is the 
function of the radial coordinate. Calculation 
results show that intensity distribution in focal 
region can be altered considerably by the topo- 
logical charge of QBG beam and the phase pa-
rameter that indicates the vary degree of the 
phase shifting along radial coordinate. Topolo- 
gical charge induces the focal shift in trans-
verse direction, while phase parameter leads to 
the focal shift along optical axis of the focusing 
system. More interesting, the focal shift may be 
incontinuous in certain case. 
 
Keywords: Focal Shift; Bessel-Modulated  
Gaussian Beam; Vector Diffraction Theory 

1. INTRODUCTION 

Since Caron and Potvliege introduced a novel class of 
beam expressed in cylindrical coordinate system re-
cently, namely, the Bessel-modulated Gaussian beams 
with quadratic radial dependence (QBG beam) [1], 
QBG beam has attracted much attention [2-7]. It was 
shown that such class of beams has familiar collinear 
geometry of the Gaussian beam and also an interesting 
non-Gaussian features for certain values of its parame-
ters [1-3]. Belafhal and Dalil-Essakali studied the pro- 
pagation properties of QBG beams through a unaper-
tured optical paraxial ABCD system [4]. X. Wang, and 
B. Lü researched on the beam propagation factor 
(M2-factor), far-field distribution, and the kurtosis pa-
rameter of such type of beams [3,5,6]. And the Bes-
sel-modulated Gaussian light beams passing through a 
paraxial ABCD optical system with an annular aperture 
has also been studied [7]. On the other hand, in the 
investigation of the focusing properties of optical  

beams, tracing the movement of the point of absolute 
maximum intensity along optical axis has attracted  
many researchers for several decades [8-12]. It was 
found that the point of absolute maximum intensity 
does not coincide with the geometrical focus but shifts 
along optical axis. This phenomenon is referred to as 
focal shift. More interesting, the focal shift may be 
incontinuous in certain optical focusing systems. 

Almost all QBG beams in above previous papers are 
in scalar a form, which means the polarization property 
of optical field is not considered. In fact, the polariza-
tion is very important characteristics to alter propagat-
ing and focusing properties of beams. For example, 
laser beam with cylindrical symmetrical polarization 
have attracted many researchers recently because the 
electric field in focal region of such cylindrical vector 
beam has some unique properties [13-16]. The present 
paper is aimed at studying focal shift of radially polar-
ized QBG beam by vector diffraction theory. The prin-
ciple of the focusing radially polarized QBG beam with 
phase shifting is given in Section 2. Section 3 shows 
the simulation results and discussions. The conclusions 
are summarized in Section 4.  
 
2. PRINCIPLE OF THE FOCUSING  

RADIALLY POLARIZED QBG BEAM 
WITH PHASE SHIFTING 

 
In the focusing system we investigated, focusing beam is 
radially polarized QBG beam whose value of transverse 
optical field is same as that of the scalar QBG [1-3], and 
its polarization distribution turns on radially symmetric 
[13,14]. Therefore, in the cylindrical coordinate system 
 , ,0r   the field distribution E


f the radially 

polarized QBG beam at the plane is written as, 
 o, ,0r   

   0 0, ,0 , ,0 rE r E r n  
 

          (1) 

where rn


 is the radial unit vector of polarized direction. 

Term  , ,0E r


 is optical field value distribution and 

can be written in the from [1-5], 

 

mailto:xiumin_gao@yahoo.com.cn


230                               X. M. Gao et al. / Natural Science 1 (2009) 229-233 

SciRes Copyright © 2009                                    Openly accessible at http://www.scirp.org/journal/NS/ 

  
2 2

0 2 2 2
0 0

, ,0 exp expm

r r
E r B J im

  
 

   
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   
  (2) 

where 2mJ  denotes the Bessel function of order |m|/2, 

m is the topological charge of QBG beam, ω0 is the 
waist width of the Gaussian beam, and μ is a beam pa-
rameter which is complex-valued in general. B is a con-
stant. According to vector diffraction, the electric field in 
focal region of radially polarized QBG beam is [17], 

 , ,E z 


z zE e E e E e       
          (3) 

where e


, e


, and ze


 are the unit vectors in the radial, 

azimuthal, and propagating directions, respectively. To 
indicate the position in image space, cylindrical coordi-
nates  with origin   , , z 0z    located at the 

paraxial focus are employed. Eρ, Ez, and EΦ are ampli-
tudes of the three orthogonal components and can be 
expressed as. 

 
2

00 0
, , cos

iA
E z E

 

   



    sin cos cos      

  exp cos sin cosik z d d                  (4) 

 
2

00 0
, , cos

iA
E z

 

   



   E  

 sin cos sin    

  d d

 

exp cos sin cosik z                  (5) 

 
2 2

00 0
, , cos sinZ

iA
E z E

 
   


   

 exp cos sin cosik z d d                 (6) 

where θ and φ denote the tangential angle with respect to 
the z axis and the azimuthal angle with respect to the x  
axis, respectively. k is wave number. α=arcsin(NA) is 
convergence angle corresponding to the radius of inci-
dent optical aperture. In order to make focusing proper-
ties clear and simplify calculation process, after simple 
derivation, Eq.2 can be rewritten as, 

 0 , ,0E  
 2

2 2 2

sin
mB J

w NA

 
   

  
 

  
2

2 2

sin
exp exp im

w NA




 
   

  
         (7) 

where 
00 rw   is called relative waist width. The 

phase shifting of the radially polarized QBG beam is the 
function of radial coordinate and is in the from as, 

tan
cos

tan
C

 


   
 

               (8) 

where C is phase parameter that indicates the vary de-

gree of the phase shifting along radial coordinate. Sub-
stitute the Eq.7 and Eq.8 into Eqs.4-6, we can obtain, 
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 
2

0 0
, , cos sin cos

iAB
E z

 

   



    

 sin   
   2 2

2 2 2 2 2

sin sin
expmJ

w NA w NA

   
 


   

       
 

    tan
exp exp exp cos

tan
i im i C

  


            

  exp cos sin cosik z d d                 (10) 

   
2 2

0 0
, , cos sin expZ

iAB
E z i

 
   


      

     
2 2

2 2 2 2 2

sin sin
exp expmJ im

w NA w NA

 


   
      

       

tan
exp cos

tan
i C

 


          
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The optical intensity in focal region is proportional to 
the modulus square of Eq.3. Basing on the above equa-
tions, focusing properties of radially polarized QBG 
beam with phase shifting can be investigated theoreti-
cally. 
 
3. RESULTS AND DISCUSSIONS 
 
Without of loss of validity and generality, it was sup-
posed that NA=0.95, μ=5 and w=1. Firstly, the intensity 
distributions in focal region of the radially polarized 
QBG beam with phase shifting are calculated under 
condition of m=0 and different C, and are illustrated in 
Figure 1. It should be noted that the distance unit in all 
figures in this paper is k-1, where k is the wave number 
of incident beam. In addition, the coordinates are the 
radial distance and axial distance, and symmetric char-
acteristics should be paid attention to when see figures. 
It can be seen that there occurs one dark hollow focus in 
focal region for C=0.0. Dark hollow focus refers to those 
focuses whose optical intensity is weaker than that 
around it and is stable optical trap for those particles 
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whose refractive index is smaller than that of surround-
ing media, and this condition is very common, especially 
in life science optical trapping systems, so construction 
of dark focal spot is very important and attracts many 
researchers [18,19]. Therefore, radially polarized QBG 
beam can be used to construct dark hollow focus. On 
increasing C, this dark hollow focus shifts along optical 
axis away from the optical aperture of the focusing syst- 
em, as shown in Figure 1b. And the point of absolute 
maximum intensity also shifts along optical axis. The 
number of the absolute maximum intensity changes from 

two to one, namely, the on-axis intensity peak near to the 
optical aperture weakens on increasing C, as illustrated 
in Figure 1c. Increase C continuously, the shape of dark  
hollow focus goes on shifting along optical axis. How 
ever, the position of absolute maximum intensity becomes 
incontinuous, namely, jumps to one position near the 
optical aperture, and then also shifts far away from opti-
cal aperture. 

In order to understand the focal shift deeply, the de-
pendence of focal shift on C is calculated and shown in 

 

                
      (a)                                                                  (b) 

               

(c)                                                                 (d) 

               
(e)                                                               (f) 

Figure 1. Intensity distributions in focal region for m=0 and (a) C=0.0, (b) C=0.3, (c) C=0.6, (d) C=0.9, (e) C=1.2, and 
(f) C=1.5, respectively

Openly accessible at  
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Figure 2. It can be seen from this figure that when 
C=0.0 there are two absolute maximum intensity peaks 
on axis, and on increasing C, one absolute maximum 
intensity peaks weakens so that there is only one abso-
lute maximum intensity peak, and in the focal evolution 
process, the distance of focal shift increases on increas-
ing C. 

When C changes from 1.2 to 1.3, the position of ab-
solute maximum intensity peak jumps from on position 
to another position, then also shifts increases on increas-
ing C. Focal shift is incontinuous. 

Figure 3 illustrates the optical intensity distributions 
in focal region under condition of m=2 and different C. 

 

 
Figure 2. Dependence of focal shift on 
C for m=0.

                
(a)                                                                      (b) 

                 
(c)                                                                    (d) 

Figure 3. Intensity distributions in focal region for m=2 and (a) C=0.0; (b) C=0.3; (c) C=0.6, and; (d) C=1.5, re-
spectively. 
 

                 
(a)                                                                   (b) 

Figure 4. Intensity distributions in focal region for m=7 and (a) C=0.0; (b) C=1.5, respectively. 
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For C =0.0, there is two overlapping intensity rings in 
focal region, as shown in Figure 3a. On increasing C. 
one of these two intensity ring weakens, so that one fo-
cal ring comes into being and shifts in axial direction. 
From all above focal pattern evolution, we can see that 
Topological charge induces the focal shift in transverse 
direction, while phase parameter leads to the focal shift 
along optical axis of the focusing system. In order to 
show this point, optical intensity distributions in focal 
region under condition of m=7 are also calculated and 
illustrated in Figure 4. Ring intensity distribution can be 
used to construct a ring optical trap that is stable for 
those particles in focal region whose refraction index is 
bigger than that of their surrounding medium. 

4. CONCLUSIONS  

Focal shift of radially polarized QBG beam by phase 
shifting is investigated theoretically by vector diffraction 
theory in this paper. The phase shifting distribution is the 
function of the radial coordinate. Simulations results 
show that intensity distribution in focal region can be 
altered considerably by the topological charge of QBG 
beam and the phase parameter that indicates the vary 
degree of the phase shifting along radial coordinate. 
Dark hollow focus can be obtained in focal region of 
radially polarized QBG beam, which is very desirable in 
optical tweezers technique. Particularly, topological 
charge induces the focal pattern evolution in transverse 
direction, while phase parameter leads to the focal shift 
along optical axis more significantly. 
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