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Abstract

Spectrum sharing is an essential enabling fundiiyrta allow the coexistence between primary ugtd)

and cognitive users (CUs) in the same frequencyd.banthis paper, we consider joint rate and power
allocation in cognitive radio networks by using gatheory. The optimum rates and powers are obtdiged
iteratively maximizing each CU’s utility functiomyhich is designed to guarantee the protection iofigoy
user (PU) as well as the quality of service (QdS}ds. In addition, transmission rates of some Ghisuld

be adjusted if corresponding actual signal-to-fetence-plus-noise ratio (SINR) falls below they&rSINR.
Based on the modified transmission rate for each d@iributed power allocation is introduced totler
reduce the total power consumption. Simulation ltesare provided to demonstrate that the proposed
algorithm achieves a significant gain in power Bgvi

Keywords. Rate Allocation, Power Allocation, Cognitive Rad@®ame Theory

1. Introduction in such spectrum sharing model where CU operating i

the same frequency band with PU, these transmit
s Parameters should be adjusted to maintain interéere
introduced to PU within a given limit while satigfg the
quality of service (QoS) of CU. Therefore, integiece
introduced by multi-user or co-channel transmissibn
the same time or over the same frequency radiongtan
is inevitable.

In this paper, we consider applying game theory to

Conventional fixed spectrum allocation policy ha
recently resulted in the intense competition far tise of
radio spectrum due to the increasing number ofouari
bandwidth-consuming wireless services. Moreovers¢h
bands are not occupied or underutilized by licensssts
most of time. According to the study from Federal
Communication Commission (FCC) [1], the utilization ! . - :
of licensed bands ranges from 15% to 85%. In otder spectrum sharl_ng_ in_cognitive radio networks by
alleviate the problem of spectrum scarcity and owpr adjustln_g transmission rate and power. Relat_ed gvarte

the spectrum utilization, cognitive radio has beenShown in [56]. In [5] and [6], two different distributed
proposed as a flexible spectrum usage moded][2in power gllocatlon qlgonthms are mveshgatgd inaang

this technique, cognitive (unlicensed) user (CUp ar theoretic perspective, with regard to the idle gy
allowed to have opportunistic access to idle spexgror ~ SPectrum, respectively. However, these power diloca

to the busy ones without causing harmful interfeesto ~ @lgorithms are not effective in guaranteeing thes @b

the primary (licensed) user (PU). The major advgesf ~ CUS in bad channel conditions, due to the rigidyear
cognitive radio technology is its ability to search Signal-to-interference-plus-noise ratio (SINR) deaist.
available spectrums in its surrounding environmamd ~ Further studies are given in-{], in which joint rate and
adjust its transmit parameters accordingly to enbahe  power allocation has been considered by using game
system performance. The transmit parameters, fortheory. These works can be applied to the systehesev
example, include modulation scheme, beamformingonly CUs share the same frequency band with the
weight center frequency, transmit power and solon. absence of PU. Unfortunately, they can not be ebdén
this paper, we focus on the allocation of transimiss to the scenario of the co-existence of PU and pialti
rate and power in cognitive radio networks. In jcatar, CUs in the same frequency band, since they do not

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89



2 D.LI ET AL

e . g allowed to transmit at the same time and sharesainge
« . frequency band by adopting code division multiphexi
» ' access (CDMA). The transmission mode for each CU is

half-duplex in order to avoid self-interference J14
caused by one node simultaneously transmitting and
receiving. The channel propagation model is charac-
'S . o a terized by average path loss, which is given by [15

ﬁ(d):ﬁ(do)ﬂomogm(di)ds d=d, (1)

0

where d, and d are the reference and transmitter-

. o~ o receiver (T-R) distance, respectively. denotes path loss
® exponent, which depends on propagation circumstance

Then, the actual SINR for ith CU can be expressed a
Figure 1. System model with one PU in dashed line and N 5 G.P
CUsin solid line. SNR =—=—; i >y 2
z G,P +G,R+7n

j=1i#]

consider the protection of PU. While literature J[Hhd
[11] only consider the problem of joint rate andwmeo
allocation of a single CU in the presence of PUgwgh where B and P, denote power level of ith CU and
there is no competition for the available spectrum puy, respectively.B is the spectrum bandwidthR is
resource among multiple CUs. o B _

In this contribution, our goal is, therefore, taniy ~ the transmission rate an& R denotes the spreading
optimize the transmission rates and power levetwder . . .
to accommodate CUs as many as possible, Wh"egaln.G,i is the channel gain over CU G, and G,
guaranteeing the protection of PU and the QoS o$.CU represent the channel gain between CU j transmitte
In this paper, we first formulate the problem as aPU’s transmitter and CU i’ receiver, respectively. is
supermodular game [5] which is proved to have@itla  the background noise powey is the target SINR for
Nash Equilibrium (NE), and then give the solution b
maximizing the utility function for each CU. Aftehe ) )
adjustment of transmission rate, the improved SiR Q0S for ith CU. On the other hand, the total ireezhce
assured to converge to the predefined target SIotR f introduced to PU is given by
each CU. It will demonstrate that the distributemvpr N
allocation algorithm [12] based on the adaptive $o ZZG@F? ¢ ©)
transmission rate can further reduce the total powe =
consumption. The major advantage of our proposedwhere G; represents the channel gain between CU 1’

algorithm is that it is implemented in a totallystlibuted transmitter and PU’s receiver and denotes the
manner W'th(.)Ut the need (.)f access point (AP) [aa_h maximum tolerable interference introduced to PU.
its computat_lonal compl_eX|ty_|s low since the tnaits Throughout this paper, we make the following
powers require only few iterations to converge. assumptions: ’

The rest of this paper is organized as fQHOWSI'EBC. * The local information of channel gains and SINR
2 presents the system model and_ basic assumptions. measurements at the receivers of all CUs are sent t
Section 3 formulates the problem using game thglor_y. their respective transmitters via a dedicated faeklb
Section 4. we develop the proposed algorithm famtjo channel
rate and power aIIoc_ation in cognitive radio neMsor e Al CUS. are well synchronized, are assumed to be
Performance analysis of the proposed algorithm is immobile or move slowly so th:’;\t the corresponding

investigated in Section 5. Section 6 concludesphfzer. ) . )
Notation: All vectors and matrices are denotedatub channel gain remains constant during the convergenc
of transmit powers.

letters. |, stands for NxN identity matrix. A,

all CUs and the constrain8NR = y guarantee the

denotes the(i, j) thelement of the matrixA . 3. Game Formulation

2. System Model The objective of this algorithm is to assign coaisted
transmit powers and available transmission rateallto
The cognitive radio network under consideration is CUSs, in order to minimize the total power consumpsi
composed of one PU and N CUs, which are modeled as while satisfying the target SINR constraint of CUs.
collection of separate (N+1) transmit-receive paiith a Besides, we should also consider maintaining the
single channel, as illustrated in Figure 1. All Chie interference introduced to the PU within a givetein

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89



GAME THEORETIC ANALYSIS OF JOINT RATE AND POWER ALQCATION

IN COGNITIVE RADIO NETWORKS

ference limit, since CUs coexist with the PU in fane
frequency band. Therefore, we can formulate tHeviahg
constrained optimization problem.

N
minimize > P 4
i=1
subject to SNR 2y (5)
$=¢ (6)
where P O[O,R,, ] and P, is the maximum transmit
power.

In what follows, we start with introducing threesim
elements in this game, and then prove the existefce
Nash Equilibrium (NE). Finally we will give the sgilon
to this game based on the above analysis.

3.1. Elementsof the Game

In normal form, a game consists of three elemantbé
following way.

G={NA{U} o}
where N ={,2,---,N} the
A=A xA x{x A, denotes action space for all players
with A presenting the set of action of player i, while
{U;} ion={U,U,, MU} is the set of utility functions.

More specifically in this game, the set of playNsis
given by the set of CUs. The action for each plaper
CU) is denoted asA =P . In order to capture each CU’s
satisfaction with both the constraints (5) and (@)
utility function of player i N is expressed as

(7

is set of players,

U,(P.P,)=—(y~10log, SNR § —(%c ~G,RY

={y-1000g, EGP)+ 10008, (3. G +G P+
_%(_ P)?
“an
®

2

where @ = —2—

2.G;

i=1
represents the actions for all players except iteNbat
the utility function in [7] only considers the Qa® CUs

without guaranteeing the protection of PU. In Edrat
(8), B =1is a constant, and the interference constrain

of PU can be easily satisfied by increasing theievaif
3, because the powers allocated to all CUs are &ept

low level. However, it does not mean that larfe might
not satisfy the target SINR requirement for all CUs

is the weighted coefficient and®,

Copyright © 2009 SciRes.

3.2. Existence of Nash Equilibrium

Nash Equilibrium is the steady state in the game&ytiich
no player can increase its utility function fromilaterally
deviating its action. Mathematically speaking, NEan
action-tuple &', which satisfies the following property

U(a,a;)2VU(a,a;), a OA 9

However, it does not follow that there is a NE &R
in every game. Therefore, it becomes necessamgstiyt
the existence of NE.

Theorem1: G=[N,A{U;}ion] is a supermodular
game.

Proof: The action space is compact since it is both
closed and bounded. In addition, the utility fuootiof
player i0N is twice differentiable.

ouU, (P) 10 B
aR R XlnlO(y Oglo ER (IR )+ OgO
(10)
N wé
( Z G,P, +G R, +17)) +2G; (—--G,R)
J=Li%] B
U. G,
6U|(P)= i 10 . >0 (11)
dOROP, R x(InL0)

N
Z _Giij +G,R,+7n

j=Li#]

According to the definition and property of game
modes in [7], this game is a supermodular gametizare
must be at least one NE in this supermodular game.

3.3. Solution to the Game

Since the existence of NE in this game has beevedro
we consider the problem of how to identify it. The
optimum transmit power or NE can be obtained irhsaic
way that each CU maximizes its corresponding wtilit
function iteratively, which is assured to converge
assuming each CU acts in its own interest. Mathieadikt
speaking, the process can be expressed in theviogo
way.

Fi>* =argmaxJ;, @ P, ), iON 12)

where P 0O[0,P,_.].
It should be noted that there is no sufficient gnéze

in this game with regard to constraint (5) and @@jst,
the protection of PU is not assured # is not set

appropriately. Second, due to the rigid SINR regmient
of each CU, the corresponding QoS of some CUs which
experience strong interference or deep path loBshwi
violated. In the next section, we will give detaissolve

tthese problems.

4. Joint Rate and Power Allocation Algorithm

In this section, we perform a two-stage processing

1. J. Communications, Network and System Sciences, 2009, 1, 1-89



4 D.LI ET AL

make sure that both the interference constraiftlbfand  should be adjusted according to the convergent péwe
SINR constraint of CUs are satisfied. The tranguiver each CU. Specifically, the adjusted transmisside s

is first allocated to each CU using Equation (1li), determined in such a way that the corresponding
which the transmission rate is the same for each IEU improved SINR is no less thay. In this case, there

the PU experience harmful interference, the valugfo  may be many available transmission rates whictsfyati
and transmit power in Equation (8) are both updated the above requirement, and the maximum one shaald b
the interference introduced to PU is kept at areptable  chosen from them in order to achieve the transonissi
level. If the QoS of some CUs are not guaranteleel, t rate as high as possible. If the improved SINR ftlls
transmission rate is adjusted so that the correpgn below y, the corresponding CU will be switched off,

will be demonstrated that the total power consuampls  target SINR constraint of all CUs can be satisfied.
greatly reduced by iteratively update powers based

the modified transmission rate and convergent power,
first allocated for each CU, while the constrais} and )
(6) can also be satisfied. The whole process can b
summarized as follows.

2. Power allocation

Since the constraint (5) and (6) are both satisfisd
discussed before, we consider further reducingtakbed
power consumption for all CUs. Then, the constréint

1. Initialize: P= (RY,,Pia. - ,Pha), B=2; can be expressed in the following way
2. Calculate P =argmaty, € P, ), iON; NG, G
i i 4 i i y( . P +/7)
3. If both the constraints (5) and (6) are satikfstop; R- Z KG P2 %0 (14)
. . . T j=li#]j i li
4. elseif constraint (5) is not satisfied .
5. evoke rate allocation process; Note that the tal’get SINR is not the same for &JBC
6. elseif constraint (6) is not satisfied in this stage. LetP =(p,, p,,-*+, Py )", rewrite (14) with
7. B-2*B,goto2 equality in the matrix form, we can obtain
8. end if _ (Iy,-F)P=U (15
9. evoke power allocation process
where F and U are given by
4.1. RateAllocation S T
— 1£],1,]=1,2;-- N
F . =1KG, (16)

Rate allocation enables the system to support vsudiata b

rates by varying the number of bits per second in 0, =]
accordance with the instantaneous SINR. In this,cé® U= (y(GlOp0+/7) V(G ,oPo+17)

G, P.+
actual SINR for ith CU can be rewritten in the doling ,'_.,y( v ot /1) ) (17)
Way Gll G22 GNN
B G,P The Equation (15) can be rewritten in the following
SINR =E N 2y (13)  formas
,-;;,-G”Pj +GoFo*77 P(k+1) = FP(k)+U (18)

where ROR and R denotes the set of available Where P(k+1) and P(k) denote the vector of power
B level at next and current iteration, respectivélyen, the
transmission rates. Here,K, =E represents the optimal transmit power can be obtained by iteratibfb]

spreading gain for ith CU. In this paper, we asseaeh P(k+1)=min(P,,, LR K)) (19)
CU is equipped with the Walsh-Hadamard code aret a s SINR (k)
of different processing gains denoted #s={2" , Note that the above algorithm terminate with

where n is the positive integer. Therefore, the available convergent power if [R(k+1)-RK&)k{ , where
transmission rates irR can be obtained in such a way ¢ >0 is a negligibly small error. Based on powers first

that B is divided by the corresponding processing gain allocated to all CUs and improved SINR which saisf
in K. the constraint (5), it can be known that the tqaiver

As mentioned before, due to the rigid target SINR consumption will be reduced after second allocatidn
constraint, some CUs in bad channel conditionsren  powers using Equation (19) in which the first adlted
satisfy the QoS requirement, in which the transioiss powers using Equation (12) are used as initialized
rate is the same for each CU and chosen to be thgowers. The following theorem supports our conolnsi

maximum one inR (or equivalently the minimum Th . o : )
. Y . eorem 2: Given PY and correspondingSIN
processing gain inK ). In order to achieve all CUs’ : P R

convergence to the target SINR, the transmisside ra satisfying SNR® = y, iON, then there exists a steady-

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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Table 1. Simulation parameters.

Number of CUs (N) 9
Noise variance/ ) 10"

Negligible error ) 10"

Reference distanced ) 1im

Path-loss factord ) 4

Spectrum bandwidthg ) 5.12MHz

Set of processing gain&() {16,32,64,128,256}
Maximum power @, ) 1w

Interference limit ¢ ) 0.1W

Maximum number of iteration 20

N N
stateP® to achieve > R? <> R® while satisfying
i=1 i=1
both the constraint (5) and (6).
Proof: It can be known from Equation (19) that, if

SINR for each CU satisfies the conditicBINR (k) = y,
then we have
14 o)
———FP
“ SINR (k) t)
S A
SINR (K)
The iteration will terminate if there is no neghtg
change in P(k) such that|PY(k+1)-PYK)Ek{ .
That is to say thatdNR® =y when transmit power
converges, so that constraint (5) is satisfied.ré&foee,
the convergent powerP® =pP®(k+1)<pP®@Q)=PY.

P® (k +1) = min(P,

P (K) < R (K)

N N
As a result, we have) P? <> P“  and the constraint
i=1 i=1

N
(6) is also satisfied with &2 =2 G,P? <&

i=1

5. Simulation Results

In this section, we provide numerical
demonstrate the effectiveness of the proposed itiigor

receiver. According to Table 1, the available traission
rates can be obtained with the result Bf ={320,
160,80,40,20} kbps.

First, we examine the convergence performance of
proposed game model with respect to transmit pandr
actual SINR for each CU, which are illustrated igure
2 (a) and (b), respectively. Figure 2 (a) showd the
transmit power for each CU converges to the stataty
after several iterations, in which the transmisgiate is
320 kbps and the corresponding processing gain is
accordingly 16 for each CU. From Figure 2 (a), we
observe that there are 5 CUs still transmittingthed
maximum power. This is because these CUs experience
strong interference or deep path loss, and the
corresponding transmit power should be kept atgh hi
level in order to satisfy the SINR constraint. FrBigure
2 (b), we can find that the actual SINR of each &ld
not converge to the predefined=16dB at the same

time, no matter how high the corresponding transmit
power is. This is due to the hard target SINR cwauist
as mentioned before. Note thagff is set to be 2 and

there is no need to updatg, because, in this case, the

total interference introduced to PU is 0.0112 W chhi
satisfies the constraint (6).

Next, we investigate the convergence performance of
the proposed algorithm with respect to transmit @ow
and improved SINR for each CU, which are illustdaite
Figure 3(a) and (b), respectively. Figure 3(a) sholat,
by adjusting the corresponding transmission raterem
power can be saved after the convergence of (I®per
specific, the total power consumption is greatlgueed
from 5.9 W to 0.5408 W. Here, the total interfereris
0.0012 W. Note that in Figure 3(a), the inputs tre
convergent transmit powers in Figure 2(a) with ioyed
SINR satisfying constraint (5). As for Figure 3(ithe
adjusted transmission rates for all CUs are 320, 86,

40, 160, 0, 0, 0 and 160 kbps, which corresponth¢o
processing gain 16, 32, 64, 128, 32, 0, 0, 0 and 32
respectively. It should be noted that 3 CUs ardched
off, in which the corresponding improved SINR dflls
below y. As can be seen from Figure 3(b), the

improved SINRs for the remainder of CUs all coneerg

results to to y=16dB, and we can find that more CUs are

permitted to transmit after the adjustment of thogirre-

in reduction of the total power consumption while sponding transmission rates compared with Figuog. 2(

satisfying both the target SINR constraint of CUsl a
interference constraint of PU. In our simulationg w
consider the cognitive radio network placed in anX0

10m square area, in which transmit nodes are Ildcate practical,

In our simulations so far, the constant transmit/go
of PU R, and target SINRy are assumed. To be more

we finally study the impact of differer,

uniformly and the corresponding receive nodes areand y on the performance of proposed game model in
random placed within 604 6m square area centered terms of the total power consumption. Figure 4 cispi
around them. The specific parameters used in thishe total transmit power versus differept after the

simulation are listed in Table 1, in which the cheln

gain can be expressed & =dij'4, where d; is the

convergence of (12), wher®, is varied at 10W, 20W
and 30W, respectively. As can be seen from Figutbel

distance between jth CU’s transmitter and ith CU'’s total power consumption increases with the incraasi

Copyright © 2009 SciRes.
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6

value of R,. This is because the interference introduced
to each CU increases ag is increased, which means

D. Ll

that each CU will increase its transmit power adawgly,

in order to satisfy the target SINR constraint.iBes, we
also notice that the total power consumption insgsa
with the increasing value of/. This is due to the fact

that the transmit power should be increased sothet

corresponding target SINR requirement can be met.

6. Conclusions

In this paper, we have proposed and investigatgina

rate and power allocation algorithm in cognitivelica

ET AL

Power(dB)
8 & 5 q

networks by using game theory. The objective of the

proposed algorithm is to minimize the total power

consumption, while satisfying the target SINR coaist

of CUs and keeping the interference introduced tb P
below a given limit. We have analyzed the problenaa

super-modular game and obtained the NE which leads
the optimal transmit powers. In order to solve the
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Figure 2. Convergence of transmit power and actual SINR
for each CU using Equation (12), where P, =10W and

y =16dB . (a) Transmit Power (dB). (b) Actual SINR (dB).
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for each CU using Equation (19), where P, =10W and

y =16dB . (a) Transmit power (dB). (b) Actual SINR (dB).
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Figure 4. Convergence of total transmit power versus
different target SINR y after the convergence of (12).

inherent y- divergence problem, the distributed power

allocation algorithm with adaptive transmissiorerats
been introduced, which has been proved to achieve
significant improvement in the power efficiency.
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Simulation results are shown to confirm the effemtiess
of the proposed algorithm.
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Abstract

An RF-UCard system is a contactless smartcard reystigh multiple chip operating systems and multiple
applications. A multi-card collision occurs whenmadhan one card within the reader’s read field dus
lowers the efficiency of the system. This papersenés a novel and enhanced algorithm to solve the
multi-card collision problems in an RF-UCard systérhe algorithm was originally inspired from framed
ALOHA-based anti-collision algorithms applied in BFsystems. To maximize the system efficiency, a
synchronous dynamic adjusting (SDA) scheme thatsssijpoth the frame size in the reader and the@nssp
probability in cards is developed and evaluatedseBaon some mathematical results derived from the
Poisson process and the occupancy problem, theitaigotakes the estimated card quantity and the new
arriving cards in the current read cycle into cdaesition to adjust the frame size for the next reade.
Also it changes the card response probability afingrto the request commands sent from the reader.
Simulation results show that SDA outperforms otA&OHA-based anti-collision algorithms applied in
RFID systems.

Keywords. RF-UCard, Anti-collision Algorithm, Synchronous Damic Adjusting, RFID, ALOHA, DFSA, BBEI

An RF-UCard system is often composed of three

main components as shown in Figure 1.

« One or more RF-UCards, held by the users to identif
RF-UCards consist of three layers, the applicatioa,
operating system and the physical layers. The
application and the operating system layers host
multiple applications and COSes respectively. The
physical layer includes a microcontroller unit,
memories and the coiled antenna. RF-UCards could

1. Introduction

Identification is a central concept in user-oriehtend
ubiquitous computing. Radio Frequency ldentificatio
(RFID) is one of the key technologies for identifyi
physical objects permits remote, non-line-of-sigdmd
automatic reading. There is a wide variety of RFID
products and applications available; the book [1]
provides a good overview. A contactless smartcard

promises to be a typical instance of the RFID
technology, e.g. close-coupling cards (ISO/IEC B)53
proximity cards (ISO/IEC 14443), and vicinity cards
(ISO/IEC 15693) [2]. Contactless smartcards ofteows
more powerful processing ability and sufficientratge
capacity than RFID tags, which benefits from thedca
architecture with a microcontroller unit and writda

memories. A Radio Frequency Universal Smart Card

(RF-UCard) is a novel contactless smartcard platfor
with multiple chip operating systems (COS) and
multiple applications environment [3]. Multiple C@$
from different vendors can coexist on a single card
additional COSes can be loaded after card issuimg.
addition, multiple applications can be hosted tsjrayle

COS, and the application can be dynamic downloaded

onto or unloaded from the card.

Copyright © 2009 SciRes.

be either active or passive. Active cards are pantl
fully battery powered, have the capability to
communicate with other cards, and can initiate a
request to the reader. Passive cards, on the lodimet;

do not have any internal power source but are
powered up by the reader.

One or more readers, made up of a control unitaend
RF module. Its main functions are to activate thels,
initiate the communication with the cards, colléu
card responses, and transfer data between thecinaick-
server and a card. The reader is usually equippid w
a single COS, and could be either mono-functiomal o
multi- functional. The mono-functional reader mgrel
supports the single application, and no the thacdyp

is involved in the communication. The multi-funcia
reader contains several independent applicatioms, b

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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only one application can be activated by the usdrea
beginning of the communication.

» A back-end server, which contains various inforomati
about RF-UCards and applications.

most ALOHA-based algorithms applied in RFID systems
assume the scenario for tag identification is state. a
set of tags enter the read field and stay thentalhtags

are identified. No new tag arrives during the

The reader and RF-UCards communicate over aidentification process. Unfortunately, this sceoas not

shared wireless channel. A read process is iritige
the reader that uses radio to broadcast periodiaall

suitable for RF-UCard systems that the card quairgit
dynamic changed since the card arrival occurs naahdo

request command to the RF-UCards. Each valid*cardFinally, anti-collision algorithms applied in RFID

within the reader’s read field sends its ID to teader
while it receives a request. If only one card resjso the
reader can successful receive the card’s ID. Wherem

systems mainly focus on the tag identification tdoes
not care what further to do after the tags havenbee
identified. However, in an RF-UCard system, the

than one card responds simultaneously, messages fro anti-collision algorithm needs not only to identifgrds,

cards will collide and cancel each other out atrdeler.
This problem is referred to as the “multi-card isdin”,
which is very similar to the “multi-tag collisionh RFID
systems. Collisions can defer the transmissionydatel
lower the identification efficiency and cards oftlrse
their usefulness. Hence, an anti-collision algonitheeds

but to process cards. Thus the read time in an RErt)
system can be divided into two parts: the ideratfan
time (i.e. the time needs to identify a card) ahd t
processing time (i.e. the time needs to execufeeaific
application). Hence, in order to apply the ideaolwed
in ALOHA based algorithms to RF-UCard multiple

to be devised between the reader and the cards taccesses, the algorithms need to be revised angotali

minimize collisions.

The well known algorithms devised to resolve the

multi-tag collision problem in RFID systems can be

the characteristics of an RF-UCard system.
We propose a combinatory anti-collision algorithm,
called synchronous dynamic adjusting algorithm (SDA)

grouped into two broad types, namely deterministic for multi-card collision resolution in RF-UCard $gms.

algorithms and stochastic algorithms [1]. Deterstini
algorithms resolve collisions by splitting a set of
colliding tags into two subsets and attempt to gede

SDA employs a two-sided synchronous adjusting sehem
that can synchronize to adjust the frame sizearréader
side and the response probability in the card sidés

the subsets one by one. The typical instances ofocus our attention on adjusting the frame size ted

deterministic algorithms are the binary tree altoni

card response probability by exploiting information

[4-6] and the query tree algorithm [7,8]. Stochastic obtained from the last read cycle. The estimated ca

algorithms are usually based on an ALOHA-like pooto
in which the tags send their data at a random fierend.
The ALOHA-based algorithms include pure ALOHA [9],
slotted ALOHA [10], static framed ALOHA [11], and
dynamic framed ALOHA [12,13].

An RF-UCard system is much different from an RFID
system in identification though they both commutgca
over a radio channel. In an RFID system, all taghimw
the read field will send back their responses. Hmare
due to the fact that cards are in general equippitd

quantity and the new arriving cards in the curnexad
cycle are both taken into consideration to adjum t
frame size for the next read cycle. The card respon
probability changes according to the request condsan
sent from the reader. These adjusting schemeseadtac
collisions and as a result can facilitate card fifieation
with shorter delay and better efficiency. Simulatio
results show that SDA suppresses the occurrence of
collisions and shortens the total read time andydgéine
while preserving better identification efficiency.

multiple COSes and applications, whereas the reader The rest of the paper is organized as follows.iGe&

always hosts the single COS, only the valid cards w

reviews existing ALOHA based anti-collision algbrits

send back their responses in an RF-UCard system. Aland Section 3 reviews some mathematical tools feed

cards will perform a validity check after receivirzg

the SDA design. Section 4 gives a detail descriptm

request command. In addition, tags and cads ardhe synchronous dynamic adjusting scheme and the

somewhat different in the arrival mode. Tags atgalig
attached to the objects and arrive at the read fiela
batch mode (e.g. in a supply chain), whereas cares
often held by users and arrive in a single modgh&tmore,

)

Reader

Energy

Data Clock e

Data =

Back-end Server REF-UCarc

Figure 1. RF-UCard system ar chitecture.

The valid card is the card that the reader's COS teen prop:
loaded onto i

Copyright © 2009 SciRes.

procedure of multi-card collision resolution usiS®A.
The extensive simulations are conducted in Sed&itm
show the performance of SDA versus different
parameters, and to further compare SDA with two
ALOHA based algorithms. Finally, the conclusions of
our analysis are presented in Section 6.

2. ALOHA Based Anti-Callision Algorithms

ALOHA based anti-collision algorithms reduce the
occurrence probability of tag collisions since tags
transmit at the distinct time. In pure ALOHA, tags
randomly select their transmission time and, irttstb
ALOHA, tags is limited to transmit only at the beging

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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of a time slot with a certain time period. In fradne The reader broadcasts one of three request commands
ALOHA, the reader sends the frame size and a tagle.g. EMPTY, SUCCESS, and FAIL) at the beginning of
randomly selects a slot number in the frame forda  each time slot according to the response resulthen
transmission. Static framed ALOHA uses a fixed feam previous slot (if the slot is idle, the comman&EMPTY;
size and does not change the size during the tadf the slot is occupied by one tag, the command is
identification process. On the other hand, dynamic SUCCESS; and if the slot is occupied by more thaa o
framed ALOHA improves the identification efficiency tag, the command is FAIL). While a tag receives the
by dynamically changing the frame size accordintht®®  request command, it first adjusts its response giitiby
amount of tag responses in the previous read cy¢ke. according to the command type and then sends l&ck i
here give detailed descriptions about two typical response with the newly probability. The available
ALOHA based anti-collision algorithms applied inIRF  values for the response probability are the inveodahe
systems. binary exponential values, such as {1,1/2,1/4,11%1
1/32,1/64,1/128,1/256,1/512,1/1024}. If the recdive
2.1. Dynamic Framed Slotted ALOHA Algorithm command is EMPTY, the tags multiply its probability
two; if the command is FAIL, the tags divide its
The dynamic framed slotted ALOHA (DFSA) has been Probability by two; others, the probability keeps n
studied extensively and shows the best performafice change.
ALOHA based algorithms. In DFSA, the reader always
broadcasts a request command at the beginning of 8. Mathematical Basis
frame to the tags within the read field, and theaitsva

certain amount of time slots for tag responses.sTag Thjs section reviews some mathematical tools wé wil
randomly select a time slot in the frame to sendkba ;g6 in subsequent sections. The read time is diviitte
their IDs. Within a read cycle, the reader canemilthe  giscrete intervals (slots) with fixed length. Theration
information about the number of the empty slots th of 5 glot is sufficient for a card to send backrétsponse.
slots occupied by one tag, and the slots occupietidre  The number of time slots that the reader needsaid w

than one tag. The slot that occupied by one tagy®@a  after broadcasting a request command to cardslledca
tag has been successful identified, and the slat th «3me size” and will be denoted BY. The number of
occupied by more than one tag means a collisionrscc (s is usually denoted by

One more read cycles needed if collisions occur. Fo
each read cycle, the reader dynamically adjustérémee
size according to the amount of tag responses én th
previous cycle. The analysis of DFSA algorithms mhai
pays attentions to two primary issues [14]. Thstfone
is how to estimate the tag quantity within the réiattl
according to the responses in the past. The otheri®
how to determine an optimal frame size for the mead
cycle to achieve maximum efficiency. Recently, many
researchers focus on these key issues to imprawe th
overall performance of DFSA. As a result, some &hle . . !
methods to estimate the tag quantity and to adphest an RF-UCard system is a Poisson process with thefr
frame size are proposed HI¥]. Results revealed that rate. Lett; be theith arival time andz; =t —t, be
the efficiency of DFSA is very dependent on theiahi  the ith interarrival time. Owing to the properties okth
frame size and the maximum efficiency occurs witen t Poisson process{z i 21} is a sequence of independent
frame size equals the number of tags. exponentially distributed random variables with #zene
distribution F(t)=1-e¢”,t>=0 and the probability

density function (pdff (t) =e™,t>0. As a result, the

3.1. Poisson Process

The Poisson process is a continuous-time counting
process which is memoryless and orderly. It appties
many cases where a certain event occurs at differen
points in time. Consider the card arrivals in ad-wearld
RF-UCard system also occur at different pointsinmef

and are often independent of each other. Thus it is
reasonable to assume that the sequence of cavdlsiin

2.2. Bi-directional Binary Exponential Index

Algorithm mean interarrival time can be given by
The Bi-directional Binary Exponential Index (BBEI) E(r) -1 (1)
algorithm [18] is originally inspired from the bina A
exponential backoff algorithm, which is commonlyeds Let {n(t),t =0} be the number of cards that arrived

to schedule retransmissions after collisions ineEtat  within the interval (0,t), the probability distribution of
networks [19]. BBEI is based on a slotted ALOHA. n(t) depends only on the length of the interval, aad c
Unlike DFSA, it assumes that all tags within theade be expressed as
field respond with a certain probabilip(0< p<1)% () e
P{(N(t+9 -N(9) =K =R N} =k BT t®
2Each tag has an initial response probability whemiers the reader's :

read field. 2

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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Furthermore, we can obtain the expected number ok Reg-COS(CID, N, f;): the command is sent by the
card arrivals within a given interval based on the reader at the beginning of a frame to initiate the

probability distribution ofi(t), that is
o o it ke—/lt
EN®) = EkPING =R =Sk S @

=0 |
3.2. Occupancy Problem
The allocation of cards to time slots within a feans

equivalent to the well known occupancy problem [2
that deals with the random allocation of balls to

number of bins where one is, e.g., interested m th

number of filled bins. In the following, we will bstitute
“balls” and “bins” with “cards” and “slots”.
GivenN slots anch cards, the numbédsof cards in one

slot is binomially distributed with parameterand % :

B (= [E](ﬁ)ka—ﬁ)“'k @

The numbek of cards in a particular slot is called th
occupancy number of the slot. The distribution ¢dn

communication with cards within the read field. &éar
parameters are included thaktD, N, andf; , denote
the unique identifier of the reader’'s COS, the enir
frame size, and the traffic intensity of the systiem
the current read cycle, respectively.

* Reg-app (UID, AID): the command is sent by the
reader to the identified card to execute the specif

0] application. The parametetd|D andAlID, denote the

card’s identifier and the unique identifier of the
application respectively.
Res(UID): the command is sent by a valid card to the
reader with its unique identifietJ(D).

« Valid-check(CID): the function is performed by each
card in the read field to validate itself to theder
with reader’sCID.

Sot-select (N): the function is performed by a card to
random select a slot froM slots in the frame.

e < Cy C, &> a triple of numbers that quantify the
slots in different states. For a given slot, theme only
three possible states: empty (occupied by no card),

a

e

apply to allN slots, thus the expected value of the number ~Success (occupied by one card), and collision

of slots with occupancy numbkis given by a,""

ny 1 1.
MT=NB L (K)=N| (=) E-=)" 5
a n%( ) [k](N) ( N) ©)
This is a crucial equation because we will use it t
estimate the card quantity in SDA and DFSA.

4. Synchronous Dynamic Adjusting Algorithm

The DFSA algorithm only changes the frame size"®

according to the estimated tag quantity to imprave
tag identification efficiency. However, as the neniof
tags becomes much larger than the frame size,
occurrence of tag collisions increases rapidly.sTisi
mainly due to the fact that all tags within theddeld
send back their responses with the probability A.tla
other hand, the BBEI algorithm merely resorts
changing the tag response probability to reduckésamis.
Unfortunately, due to its single-slot property, ttogal
identification time will increases sharply as thember
of tags increases. SDA is developed by integratimey
ideas involved in DFSA and BBEI that adjusts treafe
size and the response probability synchronouslyjs T
combinatory scheme will improve the system efficign
by reducing the card collisions. In this sectioe, give a
detail description to the employed adjusting scleara
the procedure of collision resolution using SDA.

4.1. Programming Interface

(occupied by more than one cardy.c, andc, denote
the number of empty slots, success slots, andsimdli
slots in a frame respectively.

e Suip: a set of cardJIDs that have just been identified
in the current frame. The set is held temporarily b
the reader to send tiReg-app (UID, AID) command.

* ResProValued]: an array over which a card response

probabilityp can range (&£p=<1). Letk be the index

of ResProValues so thatp= ResProValueg[K].

fr : a flag representing the traffic intensity of the

system in a read cycle: loosg €-1), moderatef{

=0), and crowdedf{ =1).

the fc a flag representing one of three possible states

card may be in during a read cycle: invalig=-1),
sleep {c =0), and activef¢ =1).

to 4.2. Estimation of Card Quantity

A read process of an RF-UCard system consists of
multiple continuous read cycles. A read cycle statt
the time that the reader broadcasts a request cothma
and ends up when the last identified card in theecd

h frame has been processed. The length of a cyequial
to the current frame size plus the processing tines
order to pick the appropriate frame sikefor the (a
priori unknown) number of cardsin the read field, we
have to estimata in each read cycle. The estimation of
card quantity is a key issue involved in dynamanied
ALOHA algorithms. In SDA, we employ the estimation
scheme that studied extensively in most literatuned

The programming interface of SDA is both providgd b originally proposed by H. Vogt [13]. The estimation

the reader and the RF-UCards. It comprises so
communication commands, functions, and local véemb
described below.

Copyright © 2009 SciRes.

meproceeds as following steps.
Stepl: Based on the mathematical basis discussed
previously (recall (4) and (5)), we can compute the

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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expected value<c, c;, ¢,> with already knowrN and resolution in an RF-UCard system. Recall that thedc
n. In a read cycle with the frame sidé the expected arrivals are a Poisson process, the card quanititjrvihe
number of empty slots (with occupancy number O)lman read field is dynamically changed. The estimaticimesne

obtained by proposed in Section 4.2 just reflects the card ftifyan
1 within the read field at the beginning of a readleywhile

%" =NB ,(0)= N(l‘ﬁ)n (6)  not including the new cards arrived in the curresad
N cycle. Thus in SDA, we will employ a novel adjusgtin

Also, the expected number of success slots (withscheme in terms of the estimated card quantitytzmdew
occupancy number 1) can be obtained by arriving cards to choose an optimal frame sizetHernext

| n) 1 1 1 read cycle. Based on the gard guantity estimatberae
a'= NBn L@=N [lj (ﬁ)(l_ﬁ)n_l = n(1—ﬁ)P'1 @) and (3), the new frame sik& can be obtained by

"N *
Thus, the expected number of collision slots (with N =(n-¢)+puN ©)
occupancy number >1) —a)" —a'". Figure 2 shows wherec, andp denote the r_1u_rr_1ber of identified_car_ds in
a function definition in Java to obtain the expdctalue the current cy(_:le and the_ initial response prokigbilf
of <co, €1, G> and Table 1 shows some useful expectedC@rds respectively. Again/N denotes the expected
values that derived from the functigetSotCount with number of arriving cards in the current cycle (8g)k(
given certainN andn. For an extensive experiment, we and then p[IN denotes the new arriving cards that
will compute more expected values ofc, ¢;, ¢> by really respond in the next cycle. In other wordd) (
more possibleN andn. Then make an expected value shows the idea that letting the new frame 8izéo be the

table similar to Table 1. number of the cards that will respond in the ngxte
void getSlotCount(intN, int n, double cO, double cl, 4.4. Adj usxingthe Response Probability
doublecx)
{ i -
0= N * Math.pow((1-(L.0N)), ): In BBEI, the _tag response prqbab|llty is chan_getlhwa
c1 =n* Math.pow((1-(1.0N)), (n-1)); range of the inverses of the binary exponentialesl As
cx=N-c0-c1; we all know that a variable with an exponential
} increment shows the sharp deviations, especiallgrnwh
Figure 2. The function to compute the expected values of the variable becomes very large. Thus we limitsciiuel
< Co, C1, &> response probability in SDA to be within a range of

) values with the linear increment, that ResProValues
Step2: In each read cycle, the reader will getamre ={10,7.0/8, 6.0/8,5.0/8,4.0/8,3.0/8,2.0/8,1.0/8}e\lso
value of<cy, ¢y, ¢,>. The Chebyshev’s inequality tells us  assume that all cards have the same initial respons

that the outcome of a random experiment involving aprobabilityp= ResProValues [K], e.g. itk =4, p=0.5, and
random variableX is most likely somewhere near the .. iiarvalue is also held by’ the reader. ’

expected value oK. Thus we use the distance between The adjusting scheme for the card response

the read value and the expected valugof c;, c> to e . .
estimate the number of cgrmsfor Which«?held(i:étance probability in SDA is based on the previous reaslikts
(i.e. the traffic intensityf; of the system in the previous

becqmes Immlmal. The estimation function denoted byread cycle) and can be defined as a Java fundiomrsin
&4 Is defined as

Figure 3.
aONM <0 doubl ResPro(itt int f
. t t
6.4 (N,cO,cLex)= mirl| &' |-| c1 ®) {ou e getResPro(ifg int fr)
al" cX if(fr ==-1)
S e
Because the current frame siddas always known, after else iff; ==1)
getting a read value &fcy, c;, c,>, we can compare the k++;
read value with the expected value table. According if(k < 0)
(8), we can obtain the estimated card quantityally. k=0;
else ifk >= ResProValuekength)
4.3. Adjusting the Frame Size k= ResProValuetength - 1;
return ResProValuegsf
The variation of the frame size takes large impaotshe }

performance of dynamic framed ALOHA algorithms [14, - 3 Thefunction t tethecard oabilit
17]. Results revealed that the maximum performance igure . Thetunction to computethe card response probability.

occurs when the frame size equals the number af tag _
However, this result is not suitable again to tbéision ~ 4.5. Procedureof SDA Algorithm

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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Table 1. Sometypical expected values of <cg, ¢;, ¢,> by given certain N and n.

Frame size 5 cards 10 cards 15 cards
c0 cl cX c0 cl cX c0 cl cX
6 2.4113 2.4113 1.1774 0.969 1.9381 3.0929 0.3894 .1683 4.4423
7 3.2387 2.6989 1.0624 1.4984 2.4973 3.0043 0.69331.7332 4.5735
8 4.1033 2.9309 0.9658 2.1046 3.0066 2.8888 1.07952.3132 4.6073
9 4.9944 3.1215 0.8841 2.7715 3.4644 2.7641 1.538 .8837 4.5783
10 5.9049 3.2805 0.8146 3.4868 3.8742 2.639 2.05893.4315 4.5096
Frame size 20 cards 25 cards 30 cards
c0 cl cX c0 cl cX c0 cl cX
6 0.1565 0.626 5.2175 0.0629 0.3145 5.6226 0.0253 .1510@ 5.823
7 0.3207 1.0692 5.6101 0.1484 0.6183 6.2333 0.06870.3433 6.588
8 0.5537 1.5819 5.8644 0.284 1.0142 6.7018 0.1457 .624Q 7.2301
9 0.8535 2.1337 6.0128 0.4736 1.4801 7.0463 0.26280.9856 7.7516
10 1.2158 2.7017 6.0825 0.7179 1.9942 7.2879 0.4239 1.413 8.1631
A read cycle in SDA proceeds as following five step wherecy+c;+c,= N.

Stepl: The reader initiates a read cycle by Step5: The reader sequential takesWhB from Sy
broadcastindgreg-COS(CID, N, f) to all cards within the as a parameter to seRdg-app (UID, AID) to execute the
reader’s read field. Because a read process begiths specific application with the identified card. Tlstep is
the reader broadcasts the first request commandi(tte  also called the card processing step. After fimighihe
is denoted by 0), no card has arrived at that tume the  process, the card sets itself to the s&gep (fc= 0) so
first read cycle is always wasted. Thus it is reakbte to  that it cannot respond in the following cycles. Tiead
set the initial frame size to 1 in SDA. Moreovengt cycle ends up with the finish of processing of all
initial value off; is often set to 0. identified cards.

Step2: After receivingreg-COS(CID, N, fr ), all cards After finishing a read cycle, SDA will perform a
within the read field performvalid-check (CID) to  synchronous adjusting scheme to optimize the fraize
validate itself to the reader with the rea®b derived and the card response probability for the next @ante.
from Reqg-COS (CID, N, f; ). If a card is invalid, it will set  The adjusting proceeds as following two steps.
itself to the stateinvalid (fc =-1) and then exits the  Stepl: The reader first performs the card quantity
following cycles permanently. Otherwise the cycleestimation proposed in Section 4.2 to obtain aimeséd
proceeds to the next step. card numbem. Then, the adjusting scheme proposed in

Step3: The valid cards first perforfiot-select (N) to Section 4.3 is performed to choose an optimal fraine
generate a random numteeuniformly distributed within ~ for the next read cycle.
the range from 0 t&-1. Then all valid cards adjust their ~ Step2: The reader also adjusts the traffic intgrfiag
response probabilitp by performinggetResPro (k, fy)  fr according to the relationship betweeyandc,. Note
based on the value &freceived from the reader. Finally, that a collision slot means it is occupied by aistetwo
the cards send badRes (UID) at thesth slot with the cards, thus we develop an adjusting schemé fas: ifc,
newly probabilityp. > 2 ¢, thenfr=-1; if c,<2: ¢, thenfr=1; elsefr=0. This

Step4: The reader checks the slot states in thertur step aims to refresh the val@ieto inform the card to
frame in sequence. If a slot is successful, a dard change its response probability in the next cycle.
identified and itsUID is appended t&,p for the later An example provided in Figure 4 illustrates thedrea
processes. After state checking, the reader caerabs,  process of SDA. In this example, we set the cariadr
empty slots,c; successful slots, and, collision slots, rate to 2 and the card response probability to W8.

ClCc2 C3C4 C5 Co C7 C8 9 C10 Arrival Axis
L* = > p* =) =) * ] " | | | | | | | | | | ] >
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Req-COS Regq-COS Reg-app Reg-app Req-COS Req-COS Reg-app Reg-app Req-COS Reg-app Regq-COS Transmission
(1.0) @) ) (@€ (10 G €3) (€5 (- ©8) @D Axis
| L * 1 * | | L3 1 * | [ | | I I | | | >
0 1 Res 2 Res 3 4 SRes|Res6 Res 7 8 Res 9 10 11 Res 12Res Res 13 14 15 16
(C2) (1) (CDC6)  (C3) (C5) (C8)  (C4XC6)
%3\ Processed
C2 c1 ©3) 3 cs Cs Axis
| | | I I | | | | I I | | L * | | >
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Figure 4. An example of the SDA algorithm.
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assume that all arriving cards are valid and exet
same application. Thus the parametéi® andAID can .
be omitted inReg-COSY) and Reg-app() respectively.
There are three time axes: the arrival axis, gnesmission
axis, and the processed axis. Each time axis ideghinto
equal slots with fixed length. The arrival axis wisothe .
arrival time of card C1, C2, ,..C10 denoted by the
symbol “*”. A sequence oReg-COS(N, fy) andReg-app
(UID) are shown above the transmission axis (note that
all commands are sent at the beginning of a sidtjle a .
sequence oRes (UID) are shown below the transmission
axis (denoted by the symbol “*"). The successful
processed cards are shown above the processe@laris
denoted by the symbol “*"). At = 0, the read process .
begins and the reader broadcasteq-COS(1, O0).
However, no card arrives at this time and the reade
obtains a triple, <1, 0, 0>. According to the atpg
schemes for the frame size and the response piitypabi
in SDA, the newly parametefé=2, fr=-1 andp =0.625
are derived. The reader initiates tHé &cle att =1 with

J.C.CAGT AL.

signals.

Card delay time: this metric is the average nundfer
timeslots waited by a card in the entire read pssch
also reflects the mean sojourn time of each catten
system before being processed.

Identification efficiency: this metric is the mean
number of cards being identified in a timeslot. It
equals to the ratio of the total identified cardsthie
sum of the frame size.

The number of collisions: this metric is the total
number of collision timeslots between the
card-to-reader responses. Collisions increasedheé r
time and thus lower the identification efficiency.

The number of empty timeslots: this metric is egqual
to the sum of the empty timeslots in each readecycl
More empty timeslots waste more read time and thus
also lower the identification efficiency.

5.2. Card Arrival Simulation

Reg-COS (2, -1). At this time, C1 and C2 have arrived \ye first simulate the card arrivals which follow a

and respond in slot 3 and slot 2 respectively. T@ds
and C1 are identified and then processed in slahd
slot 5 sequentially. Again the reader obtains @dri<O0,

2, 0 > and the newly parametes=1, f; =0, andp
=0.625 for the % cycle. In the meanwhile of the®
cycle, there are other 7 new arriving cards. Thedre
process will continue in this way and the read data
derived from the former 5 cycles are shown in T@ble

5. Simulation and Evaluation

We develop a Java program based on the Eclipse
platform to simulate the process of SDA. Our
simulations are based on the following scenarios.

» All arriving cards are valid, which is the worstsea
may be occurred in a real-world RF-UCard system.

» The card arrival follows a Poisson process, and the
arrival rate varies from 0.1 to 0.9 with a stepOof
and from 1 to 10 with a step of 1.

* The card quantity is finite that enables the sirtioia

Poisson process while varying the arrival rateThe
theoretical values of the interarrival times foclea can

be obtained from (1). We take 100 cards into censitns

to compute the simulated values of the interartiusgs. Let
T,and S, denote the theoretical value and the simulated
value of the interarrival times respectively. Thkative error
between S, and T, denoted bys, can be derived from

e, =(S -T,)/T, (10)

Table 3 shows the simulated results whewarying

from 0.2 to 6. The results present that the redaéiwrors
are rather little for allr values, in other words, the
theoretical values and the simulated values argoid
agreement.

5.3. Performance Evaluation
We then evaluate the impact of the system parameter

the performance of SDA. Three parameters, i.ecénd
arrival rate, the card initial response probabittyd the

to be finished normally and the simulated card setcarg quantity, are considered. Although the vaiatf

varies from 10 to 200 cards with a step of 10.

each of these three parameters will

influence the

* All experiments are simulated 100 times in order to performance, we mainly focus on the impact of ingls

ensure the convergence of simulation results.

parameter. Thus we conduct the independent expetsme

for each parameter under the different scenarios.

5.1. Performance Measures

Table 2. Theread data derived from the example.

To evaluate the performance of SDA and other ALOHA-

based anti-collision algorithms, we mainly consities

following measures.

» Total read time: this metric is the total time rieqd
to identify and process all the cards inside tlaeleg’s
read field. We measure the time by the timeslot
because each of three mentioned algorithms (SDA,
DFSA and BBEI) has a time period for carrying both
the reader-to-card signals and the card-to-reader

Cycle 1 2 3 4 5
N 1 2 1 3 3
fr 0 -1 0 1 -1

p 0.5 0.625 0.625 0.5 0.625
1 0 0 1 1
C 0 2 0 2 1
Cx 0 0 1 0 1
Suo { {C2,C1)} {t {Cs,C5 {C8
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» For the card arrival rate, we set the card quantity

100 and the initial response probabilityo 0.5.

» For the card initial response probability, we det t

card quantityn to 100 and the arrival rateto 1.

» For the card quantity, we set the arrival vate 1 and

the initial response probabilifyto 0.5.

Figure 5 shows the simulation results about the
impact of the card arrival rate From Figure 5(a) and
(b), we can see that fewer read timeslots requingd
SDA to complete a read process wheraries within the
range from 0.5 to 2, and the minimal value occurs a
2=0.5. Whenh is less than 0.5, more timeslots required,
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Table 3. The mean interarrival times of card arrivals (n =100).
Iy T, S £,
0.2 5 5.0436 0.0087
0.4 2.5 2.5052 0.0021
0.6 1.6667 1.6843 0.0106
0.8 1.25 1.2614 0.0091
1 1 0.9878 -0.0122
2 0.5 0.4984 -0.0032
3 0.3333 0.3343 0.003
4 0.25 0.2534 0.0136
5 0.2 0.1974 -0.013
6 0.1667 0.1641 -0.0156
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Figure 5. Impact of card arrival rate.
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especially the maximal value occurs’at0.1. This is  larger arrival rate means the earlier arrival tifoe each
mainly due to the fact that the smaller arrivakrateans  card, while the longer read time further extends ¢brd
the lager interarrival time and thus increasesrilmber  delay time. The impact of the arrival rate on idf@gtion
of empty timeslots in each read cycle. On the oftzerd, efficiency shown in Figure 5(e) and (f) is very Banto
as) increases, the read process also becomes lorgersee the case of the read time shown in Figure 5(a) (ahd
of the larger arrival rate will enlarge the cardantity SDA achieves better identification efficiency whén
rapidly and thus increases card collisions in emdd ~ varies within the range from 0.5 to 2, and the mmeti
cycle. Figure (c) and (d) illustrate that the cdeday time  efficiency occurs ai=0.5. As\ has larger distance from
gets longer a& increases. This is due to the fact that the this range, the lower efficiency occurs. Howevére t
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Figure 6. Impact of card initial response probability. Figure 7. Impact of card quantity.
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deviation of the identification efficiency is rathsmall time and card delay time are about 450 and 200stotse
for all A values except 0.1, and the efficiency varies respectively.
around 0.26.

Figure 6 shows the simulation results about theashp 5.4. Performance Comparisons
of the card initial response probability From Figure 6(a)
and (b), we can see that both the total read tinaethe In order to compare the performance of SDA to DFSA
card delay time get shorter psncreases, especially the and BBEI, we further develop Java programs to sateul
shortest time occurs gt = 0.875. Also, Figure 6(c) DFSA and BBEI in an RF-UCard system. For DFSA, we
presents that SDA shows the better identificationuse the estimation functiom,, which defined in (8) to
efficiency as p increases. The optimal efficiency estimate the card quantity in the current readecyi
achieved wherp = 0.875 and is close to 0.35. These addition, we set the frame size to be the estimated
results are due to the fact that the larger respons quantity to obtain an optimal frame size for thetread
probability will decrease the number of empty tifoes  cycle. For each algorithm, we set the card quamiti00
rapidly as well as not increase card collisionsiobsly while varying the card arrival rate, whereas we thet
in each read cycle when the arrival rate is 1.0. arrival rate to 1 while varying the card quantity.order

Figure 7 shows the simulation results about theto carry out an extensive comparison, we take the
impact of the card quantity. From Figure 7(a) and (b), optimal performance achieved by three algorithmie in
we can see that both the read time and the cam del comparisons under a given simulation scenario.
time increase linearly wittn. However, the read time Table 4 and Figure 8 depict the simulation results
grows by the larger incremental ratio than the ylélme while varying the card arrival rate. From Tablewg
that the former is more than 4.5 times the carchtitya  find that for each algorithm, collision timeslotsea
while the latter is close to 2 times the card qiyanEor always less than empty timeslots in a read process.
example, if there are 100 cards, the required tetad However, SDA generates the minimal collision timés|

Table 4. The average number of timeslotswith varying the Table 5. The average number of timeslots with varying the
arrival rate (n =100). card quantity (A =1).
- - Collision  Empty  Total Card . Collision  Empty Total
Arrival rate  Algorithm timeslots timeslots timeslots quantity Algorithm timeslots timeslots timeslots
SDA 41.3 264.1 505.4 SDA 13.7 255 79.2
0.2 DFSA 55.1 228.8 483.9 20 DFSA 12.9 314 84.3
BBEI 50.6 211 461.6 BBEI 15.3 18.8 74.1
SDA 72.7 111.5 384.2 SDA 26.2 53.3 159.5
0.4 DFSA 75.5 117.2 392.7 40 DFSA 30 58 168
BBEI 81.9 108.2 390.1 BBEI 37.7 37.6 155.3
SDA 71.8 123.8 395.6 SDA 42.6 76.4 239
0.6 DFSA 78.4 129.7 408.1 60 DFSA 46.5 80.8 247.3
BBEI 97.8 102.7 400.5 BBEI 55.5 63.5 239
SDA 66 103.8 369.8 SDA 55 97.1 312.1
0.8 DFSA 77.3 129.1 406.4 80 DFSA 59.3 111 330.3
BBEI 92.2 102.5 394.7 BBEI 72 92.2 324.2
SDA 715 120.9 3924 SDA 715 120.9 3924
1 DESA 75.8 141 416.8 100 DFSA 75.8 141 416.8
BBEI 98.7 1055 4042 BBEI 98.7 105.5 404.2
SDA 69.1 126 395.1 SDA 92 142.7 474.7
2 DESA 74.2 147.6 4218 120 DFSA 102 170.8 512.8
BBEI 97.7 107.8 405.5 BBEI 124.9 127.2 492.1
SDA 652 1472 4124 SDA 107.3 169 556.3
140 DFSA 112.5 182.8 575.3
3 DFSA 76.2 150.5 426.7
BBEI 08 118.4 416.4 BBEI 129 153.7 562.7
SDA 123.4 213.2 656.6
SDA 69.6 125.4 395 160 DFSA 126.9 219.7 666.6
4 DFSA 78.2 151.1 429.3
BBEI 981  109.8  407.9 BBEI 169.7 173 662.7
SDA 68.3 131.4 3997 SDA 130.4 219.6 710
5 DESA 78.4 145.5 423.9 180 DFSA 145.3 229 734.3
BBEI 99.7 101.4 401.1 BBEI 165.4 187 712.4
SDA 70 155.4 425.4 SDA 148.7 229.7 778.4
6 DFSA 76.9 165.4 442.3 200 DFSA 159.3 263.2 822.5
BBEI 89.4 144.8 434.2 BBEI 198.5 213 811.5
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in all algorithms because of the synchronous dyieami taken into consideration to compute the new frame s
adjusting scheme we employed for both the frame siz As a result, SDA requires fewer total timeslotsitBSA
and the card response probability. Due to the frameand BBEI to complete a read process, Figure 8(d)(p
size is always set to 1 during the entire read @ssc illustrate that the card delay time of SDA is thegest
BBEI generates the maximal collision timeslots as of all algorithms, and the gap of delay time betwee
well as the minimal empty timeslots in all algorth. SDA and other algorithms is much larger when the
SDA generates fewer empty timeslots than DFSA arrival rate is greater than 1. Figure 8(c) and (d)

since the new arriving cards in each read cycle areillustrate that the identification efficiency of 3Dis
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Figure 8. Performance comparison with varying the card arrival rate.
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the best of all algorithms at high arrival rate,il@ht is time gets longer as the arrival rate increasesendts
worse than DFSA and BBEI at arrival rate less tha&  shorter as the card initial response probabilitreéases.
because of more empty timeslots produced by largeMoreover, both the read time and the card delag tim
interarrival time. Note that BBEI shows shorteradel increase linearly with the card quantity. A simidat
time and better identification efficiency than DF®A  based comparison shows that SDA requires shorégr re
most simulation scenarios. These results show @ gootime and card delay time and achieves better
agreement with the results shown in Table 4 becausédentification efficiency than DFSA and BBEI by
fewer total timeslots mean better identificatioficéncy. significantly reducing the collision timeslots aride
Table 5 and Figure 9 show the simulation resultsempty timeslots. The optimal identification effiny of
obtained by varying the card quantity. As the card SDA varies around 0.35, which is very close to 8,36
guantity increases, the total read time and thd datay = the maximal identification efficiency of the framed

time get longer and the number of collision timesiand

empty timeslots gets larger for each algorithm. The

results shown in Table 5 are very similar to theuts

ALOHA applied in RFID systems.
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Abstract

Hierarchical Cellular Networks (HCN) offer more iefént channel utilization and better quality ohsee
(QoS) under the high tele-traffic condition compmhr® the single-tier system. One of the important
measures of QoS in HCN as in any single-tier systethe handoff dropping rate. Although the exigtin
approaches such as guard channel and queuing daceréorced termination probability, they also fesu
higher new call blocking probability. The channebsating strategy has found to be an effectivanaue

to reduce the handoff force termination probabiitlyile preserving the new call blocking probabilitya

single-tier system. In this paper, we propose a oallvadmission control scheme for HCN based on the
channel sub-rating. Analytic models based on 1-DK@a process in microcell and 2-D Markov process in
macrocell are developed. Experimental results stimtv our scheme achieves lower blocking and forced

termination probabilities compared to the tradiibguard channel scheme. The effect of channelatithg
on the voice quality degradation is also studieglsuRs demonstrate that we can establish a goehd=l
between the forced termination probability and #oéce quality degradation by varying the number of

sub-ratable full-rate channels.

Keywords. Sub-Rating, HCN, Handoff, Degradation

1. Introduction

Cellular networks has experienced a rapid growtthef
number of subscribers during the past decades,hwhic
places high demands on the system capacity [1+§. T

Ratio

macro) hierarchical structure [9], several smallisce
called microcell with a radii of a few hundred nrstare
organized as a microcell layer which is overlaid dy
large macrocells whose radius is a few kilometers.

In HCN, upon entering the system, the mobile
terminals can select the service layer based oir the

cell size can be reduced to accommodate more mobilgnobility or traffic patterns. For example, in thpesd-

users in a given area and higher frequency re-{iges

However, chances of mutual interferences and cell-

boundary crossingshéndoffs) in small-cell systems are
high [6]. The encountered handoffs can degradeadne
the essential performance characteristics of callul
networks, i.e., forced termination probability—paidity

of dropping an active call. Handoff calls limit thoall
handling capacity of a cellular system due to highe
delays and limited bandwidth source. One way of
controlling the increase of traffic, while preseryithe
frequency reuse advantage of small-cell systemt is
consider hierarchical cellular network (HCN) [7—8h.
HCN, cells of different sizes are organized intpasate

insensitive selection mechanism [10], all new and
handoff calls are first directed to the microceifshere
is no channel available in the microcells, calls dee
overflowed to the macrocell. On the contrary, ire th
speed-sensitive strategy, the mobile terminalstiag at
high speeds (fast-mobility subscribers) are nomnnall
serviced by the macrocell, whereas low-mobility
subscribers are handled by the microcells [4,9-12].
Under the speed-sensitive layer selection stratéuy,
overflow operation can be used to transfer calls to the
other layer if there is no sufficient resourcehie turrent
service layer [13-15].

For call admission control (CAC) in HCN, handoff

layers to provide high coverage and capacity over acall handling is particularly important because gafly

given service area. For example, in the two-layacio/

Copyright © 2009 SciRes.
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less desirable than blocking of a new call. Thasdoff
calls have higher priority than new calls during tall
admission control process. Several approachesliesme
proposed for handling handoff calls in HCN. Guard
channels [3,9,16] are reserved for serving the bfind
calls in both microcells and macrocells. Blockedduff
calls [1] are queued before there is any free chlann
available to reduce the force termination probgpbili
Lagrange and Goldewski [10] proposed that only b&énd
calls can overflow from the microcell to the maeibc
Chung and Lee [11] proposed a mobility-dependelit ca
admission control scheme that new calls are acdepte
according to some mobility-based acceptance pratabi
while handoff calls are admitted when there are fre
channel available.

These existing schemes can effectively reduce th
handoff call forced termination probability, but tite
cost of the increment of new call blocking probipilin
[5], a new channel assignment scheme called the su
rating is introduced to address handoff call problea
the Personal Cellular System (PCS). Sub-rating siean
that an occupied full-rate channel can be templgrari
divided into two channels at the half of the ora@imate:
one to serve the existing call and the other toes¢e
handoff request. By using the channel sub-ratibgs i
shown that the forced termination probability iajty
reduced with a slight increase of the blocking jatulity
of new calls. The channel sub-rating scheme wad mse
[17] to improve the performance of handoff packets
the cellular radio network. The proposed schemechwhi
combines fixed channel assignment, sub-rating, an
directed retry, gives a significant improvement tire
QoS of the cellular radio network. In [18], Yamaaak
and Shimohara applied channel sub-rating for h&ndof
calls in CDMA cellular networks. However, in all tife
aforementioned studies, the channel sub-ratingnly o
used in a single-tier system. Even some preliminary
results about the utilization of sub-rating in H@Mre
reported in [19], this paper gives a complete itigaton
of the sub-rating strategy for handoff calls in HCAl
general two-tiers HCN system model is considered in
this paper. Performance models are developed ®r th
microcell layer and macrocell layers respectivalywo
important QoS merits, new call blocking probabikiyd
handoff call forced termination probability, arengouted
to evaluate the proposed call admission controéseh
Meanwhile, the degraded voice quality due to the
half-rate channel is also investigated to studyetfiects
of the sub-rating on the QoS. Furthermore, theigdart

sub-rating by decreasing the number of sub-ratable,

full-rate channel is taken into consideration tdabaee
the forced termination probabilities and the vajcality.

The rest of the paper is organized as follows. The
proposed CAC strategy with channel sub-rating and
unidirectional call overflow is introduced in Sexti2. In
Section 3, the system model and performance asatysi
micro/macro layers are described with details. Nticaé
results are presented in Section 4. Finally, catioly
remarks are given in Section 5.

Copyright © 2009 SciRes. 1.J
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2. Call Admission Control With Sub-Rating

The HCN system supports both fast-mobility userd an
low-mobility users, e.g. pedestrians. We use theedp
sensitive selection strategy, i.e., the macrockdiadle

the fast-mobility users while the microcells serbe
low-mobility users. In the following, we describbet
proposed CAC scheme with the channel sub-rating.
Notice that some other techniques such as queling [
are orthogonal to the proposed scheme thus not
investigated here.

The scheme is illustrated in Figure 1. In each
microcell, slow new or handoff calls will be sersit
with a full-rate channel if the total number of leal
currently being serviced does not exceed the apbcity
of the microcell. Otherwise, handoff requests aadted
by using sub-rating that is an occupied full-rat@rmel
but temporarily divided into two channels at a ladlthe
original rate: one to serve the existing call amel dther
to serve the new incoming slow handoff request. To
reduce the blocking probability of slow new calls,
blocked slow new calls are allowed to overflow be t
overlaying macrocell.

In a macrocell, fast new or handoff calls and
overflowed new slow calls will be served with alfidte
channel if the number of calls exiting does noteext
the full capacity of the macrocell. Otherwise, nealls,
including fast new calls and overflowed slow neuisca
will be blocked, while handoff calls including fast

Jﬂandoﬁ calls and slow handoff calls incurred b th

overflowed slow new calls are handled based on the
sub-rating, similar to those at the microcell lay€he
overflow of the fast calls from macrocell to miceticis

not allowed because it will incur frequent handuffthe

fast calls in the microcell layer due to small sixfea
microcell. Takeback is also not used as it needs th
system to continuously monitor the available reseun

the microcell layer [13].

3. System Model and Performance Analysis

3.1 System Modd

For the analysis purpose, we introduce the systeatein
of the two-tier HCN with the following assumptions.

« A macrocell in the macrocell layer is overlaid
completely byN microcells in the microcell layer and
there is no macrocell-only or microcell-only area.
Cells in the same layer have the same shape amd siz
Each microcell containsC,, channels and each
macrocell contain€y channels.

The fast-mobility calls are first directed to a mazll,
while slow-mobility calls are first directed to a
microcell.

The velocity of mobile terminals is assumed not to
change greatly during its call lifetime.

The total new call arrival to a cluster formed byacrocell

. Communications, Network and System Sciences, 2009, 1, 189
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and its associatetN microcells follows a Poisson 3.2, Performance Analysisof theMicrocell Layer
process with the mean arrival rate
+ The portion of slow new calls in total call arrisdb a  Based on the above system model, the microcell laye
cluster isa. the two-layer HCN system can be modeled as a one-
» The slow/fast handoff call arrival to a given cetl  dimension Markov process.
each layer is assumed to be an independent Poisson The state transition diagram of the Markov prodsss
process with the mean arrival rated]/A; |, shown in Figure 2. In this diagram, a state is riefi as
respectively. the_number qf calls in progress in a mlcrocell. For
« The overflowed slow new calls from the microcell 0<1=<Cy, s(i) represents that there atefull-rate
layer arrive at the overlaying macrocell in accoimla ~ busy channels being occupied in a microcell. If¢hare
with a Poisson process with the mean ra2; and  less tharC, busy channels, the arrived slow call (either a

the slow handoff calls resulting from the overflalve nﬁw caIII Ofl_ﬁ hﬁﬂndiﬁ call) is allocated ?ne ofstdadrr;e ‘
slow new calls arrive at the macrocell in accorganc ©"@NNeIS. The Markov process moves from currene sta

with a Poisson process with the mean raif. s(i) to the next states(i +1) with the rate A} +AJ .
« The call holding time in a macrocell or microcedl i The transition rate from stats(i +1) to s(i) is given
exponentially distributed with the mean raié /. by (i+1)u.

e The dwell time is the mobile residence time in\egi
cell. For a slow mobile, its dwell times are

AQ+Ag _AG+An  AR+AR AR Ao AR
exponentially distributed with the mean ratéy™ . . .. (26 )
and 1/ in the microcell and macrocell respectively. He 24 Colle” (C + DT (Co + 2HE 20,417
The dwell time of a fast mobile in the macrocell is
exponentially distributed with the mean rate);" .
Since the arrival process of the overflowed cadls i  For C,<i<2C_ , s(i) represents that there are

generally not Poisson distributed, above assumptioa 2C_—i full-rate busy channels, an@(i-C,) half-
an approximation made for analytic tractability eféfore, 51 busy channels. When all full-rate channelghia

Figure 2. State transition diagram for the microcell.

1 " be blocked while the slow handoff calls will besst by
A :Na/]”; An = @=a)l, ) sub-rating a full-rate busy channel into two halfer

channels. Ifi=2C_, all channels are sub-rated, any

Also we can obtain the channel holding time of slow arrived slow hand-off call will be blocked. The Maw
calls in a microcell (or macrocell) which is expatielly process moves froms(i) to s(i +1) with the rate A

distributed with the mean rate ofl/u =1/ iy . N
(+y™) or 14 = 1/ @+ ). In the same manner, we The transition rate from statg(i +1) to s(i) is given
U = . , . -

° s ¥ b +1)u" . The steady stat babilityg™ of stat
can find that the channel holding time for fasi<ah a y (I_ ),us_ © s_ea_ y state probabilityr” of state
macrocell is also exponentially distributed with ane ~ S(i) inamicrocell is given as follows

1//'If :1/(/'I+J/fm) Ag+:gﬂl'oslscm
Based on the system model, we can perform the P )
performance analysis of the proposed call admission ' ﬁn’fl C <i<2C

control strategy in the two-layer HCN. In the arsidy i
we assume that all full-rate channels are sub-iatahd L . 2Cn,
the model can be easily modified for partial sutirg After the normalization condition tha} " 77" =1,
The analysis is carried out separately for the ocel it yields

and macrocell layers. Co o oe Ky ool
RN I e BENC
New call k;’,’l = ) i=Cpy+1 (k5

Handoff call |1 _ .
Handoff call Ajp TR s From Equations (2) and (3), the respective
probabilities of the new and handoff slow callsnggi

blocked in a microcell,P;; and Py , are expressed as

Overflowed new call A7

New call 7\@”}17 SMO\ macrocell
2C,
HandOffcaII Handoff call PsTb = Zﬂ,m, Psin = 7TZCm (4)
WA o
Figure 1. CAC schemewith channel sub-rating and unidirectional According to the CAC scheme described .in Section 2,
calls overflow, the new slow calls that are blocked at the micldegkr

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 189
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are not dropped but overflow to the overlaying maetl  change along the horizontal direction whik" and
(see Figure 2). Based on Equation (3), the aggeegat

mean arrival rateA] of the overflowed slow new call

from N microcells to the overlaying marocell can be
determined as

Al alter the state change along the vertical directio

Following the state transition diagrams in Figur8 s
and 4, the equilibrium equations can be deriveflésvs

A = NP AT ) (A4 + A0, + A8 ) 7y = ' 71, o+ gl ey (6)

(A0 +A0 + A0, + A0 +ip! 77 = (+ D' 77,

+:L1I;/| 77i-,1+(58/]an +/]th )ni-—l,O' 0<| < Z:M

3.3. Performance Analyssof the Macrocell L ayer 7)
Based on the above assumptions, the total call ftoan
individual macrocell can be divided into the folliog /‘th”sz 10=2C, 1y e, o (8)
four portions: 1) fast new calls with the arrivalte of

Al 2) fast handoff calls with the arrival rate o) ; 3) (/]an + Al + A, + Ay + U )7To,j = ', ©
overflowed slow new calls with the arrival rate df’ ; 4) +(J + DU 7, .+ (O Age + Ag )Ty 1, 09 < T,
handoff calls resulting from the overflowed slowwne " "

calls with the arrival rate ofA} . A T 26,1 = 2Cn e Moz, (10)

The call state process in the marcocell layer can b
modeled by a two-dimensional Markov process as show
in Figure 3. For each statgj), i represents the number (i +1),u$" 7.y, +(j +1),u“s"7-[ij+1+(/]§j0 +/]S“h” )77”.71 (12)
of fast calls including the fast new and handoffsgand ' ' '
j is the number of slow calls including the overflxiv

(A 42+ A0, + 20+ + ) =

+(An +AR)7E, 5, 04+ <C,

slow new calls and the incurred slow handoff callthe (/1”' AV i )ﬂ =
macrocell layer. The maximum channel capacity of a " MSh ! N y " y
macrocell is 2C,, , which meansO<i+j<2C, . In the (+Duy 7 + (DU T A, + A0 )T -, (12)

state transiton diagramA) and A cause the state  +(Ap AUV 7T, i+]=C,

Figure 3. Statetransition diagram for a macrocell.

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 189
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+ +
AR A & A 2 & 2
i @y i G+ Dt

C,.,j=0 (dC, <i<2C,,j=0

+
T
‘S @ .
— T

=
szluf fﬁ - ‘uf s sl s ﬂf
AR <3
<Q"’ . )
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Figure 4. Specific statesin the state transition diagram.

/]M +/]M +i'UM+j’u’\SA ' _(|+1)'u i+ ~ m. m VM(]- Prb)
( fh f ) f L Ash Ve (1 mb)/‘ /]M r' - Pmo)/‘ ./]M /]M

+(J +1),us J+1_|_/]S'l\qll o 1+/]fh ) 'CM < +J < Z:M u+ye PR, Rl oy /1+/IMPmb
(17)
(13) Since the handoff rates and the stead state
where 5A =1for 0<i<Cy, &, =1for 0 < < Cy, probabilities are mutually related, an iterativgaalthm
J, =1for 0<j<Cy, and &, =1for 0G<Cy. is employed here to compute them.

We use the Gauss-Seidel iterative method to sbke t 4 TheD dation Rati
above linear equations and compute the steady- statg" : ebegradation ratio

probabilities 77, . The probabilities of fast new calls and _ . - -
The sub-rating scheme is efficient under the lithite
0verf|ow§d SlOW Mnew calls blocked in the macrocell channel resources because more handoff calls can be
layer, Py, and P. , are then expressed as served. However, we need to consider the degradafio
the voice quality due to the employment of subagtin
Pf'r\1/|b = PM = Z ;7|N; (14) the following, the degradation ratios of voice dyafor
Cusitis2c, the microcell and microcell layers are evaluated.
The expected numbeE[H of the busy channels
The blocking probabilities of the fast handoff sall " P 0 L q y
and the overflowed slow handoff call®,; and P, , in the microcell layer is expressed as
are expressed as o 2y
o E[Hps] =2 177" (18)
P = Poo = ZiTINz (15) =0

i+j=2C
: The expected numberg[H[] of the sub-rated

From (14) and (15), the total new and handoff slow channels in the microcell layer is obtained asfof

call blocking probabilities including microcell and
2C,,
macrocell, P,, and P,, can be obtained respectively as E[H™] = Z 2(i-C )" (19)
i=C,+1
P = Ps:b PSm)' Pshb = Pslr”lnb + Pm (1_ NL Psl:/lo (16)
The degradation ratio of the voice quality in the
The arrival rates of slow and fast handoff calls ba microcell layer,DR,, is theportion of the call holding

obtained as in [5] using following three expression time that the mobile user experiences the degraded

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 189
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quality [20]. The mean degradation ratio of theceoi
quality, E[DR;], can be expressed as

m 2Cm .
E[DR]= 2] = 3y 2oz (20)
b i=Cp+1

Similarly the mean degradation ratio of the voice
quality in the macrocell layer, BRy], can be obtained as

E[DR,] = Zi 20 =C) (21)

(i+]) (]
(i+j)=Cy +1
4. Numerical Results

In this section, numerical results derived from thedel
developed in Section 3 are presented to quantiéy th
performance of the proposed scheme. The results are
compared to the scheme with guard channel and
unidirectional call overflow proposed in [9], refed as
Shan03 in the plots. If otherwise not specifiede th
parameters and their values used for the expergramet
those shown in Table 1 [11,21], wheZgandC; are the
numbers of guard channels reserved in the micrecel|
macrocell for Shan03 scheme.

Table 1. Parametersand their values.

Parameter Value Parameter Value
Uy 110s N 4
1/yr 150s Cy 1
1y 300s G 1
1y 60s Cn 5
a 0.8 Cy 10

4.1. Casel: Full Sub-Rating

In this part, we present the experimental residtseated
from the model developed in Section 3 where all the
full-rate channels are considered to be sub-ratable

Figure 5 plots the slow/fast new call blocking
probabilities and slow/fast handoff call forcedneration
probabilities under various total new call arrivales for
the proposed scheme and Shan03 Scheme. For Shan03
scheme, we investigate the performance with differe
guard channel numbers. It can be seen from Fida(tBs
& (d) that the slow/fast handoff call forced termiion
probabilities of the proposed scheme are almost ard
also much lower than those of Shan03, even in &se c
that two guard channels are reserved for handdf.ca
Figures 5(a) & (c) reveal that when the number wdrd
channel is set to one, the new fast call blocking
probability of Shan03 are almost the same as th#ie
proposed scheme while the new slow call blocking
probability of Shan03 is slightly higher than thudtthe
proposed scheme when the number of guard channel is

AL.

08
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set to two. The reason is that the proposed sclatimes Figure 5. Performance comparison of the proposed scheme
the micro-macro overflow of the new slow calls when with the Shan03 scheme, Py, (b) Pao, (€) Pinb, (d) Pihp.
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o1 ‘ ‘ ‘ ‘ ‘ ‘ 1 Cqr. The total new call arrival rate is set to 0.5
000 | 93 Moroost layer , calls/second. It can be seen that the handofffoaded
| | 4O Veood layer termination probability drops rapidly as the numioér
o L= " D sub-ratable full-rate channels increases. On therot
Qo7f ] hand, the degradation ratios for the microcell and
-E? 0ol i macrocell layers become higher with the increment o
g the number of sub-ratable full-rate channels. Tioeecto
7 0%r 1 meet the QoS requirements of the system on thedffiand
g 004y 8 call forced termination probability and degradatiatio

of the voice quality, the number of sub-ratabld-fate

o channels must be carefully chosen to achieve tis¢ be
oqer 1 tradeoff.
oot} 1 In Figure 8, we compare the performance of proposed
g{ ‘ ‘ ‘ ‘ ‘ ‘ scheme under partial sub-rating with that of Shan03
r az 03 a4 0s as o7 as scheme for various total new call arrival rate, €y,
A Cau, Cg andCg are both set to 1. The results demonstrate
Figure 6. The degradation ratios of the microcell and that the proposed scheme outperforms the guarchehan
macrocell layers. based Shan03 scheme. Even in this case, only dine fu

rate channel is allowed to be sub-ratable.

there is no free channel in the microcell. For $f%an
scheme, although reserving more guard channels cag  Conclusions
greatly reduce the handoff call forced termination
probability, the new call blocking probability also
increases significantly. The results demonstrate the
proposed scheme achieves better performance fér bot
new and handoff calls than Shan03 scheme in afiscas
By employing channel sub-rating strategy, the psago
CAC scheme can massively reduce the probability of
forced termination of handoff calls while maintaigithe
new call blocking probability as low as possible.

Under the channel sub-rating strategy, when cadls a
in progress, the mobile user is expected to expegi¢he
degraded voice quality due to the half-rate channel

A call admission control scheme for HCN has been
proposed in this paper which incorporates the cklann
sub-rating and one-way call overflow. By sub-ratthg
occupied channels to create new half-rate charfoels
the handoff calls, the forced terminations of hdhdalls

are expected to be greatly reduced. Meanwhile, the
micro-to-macro overflow was introduced to reduce th
blocking probability of slow new calls. We develdpe
analytic models to evaluate the performance of the
proposed scheme. Experimental results have shoatn th

Figure 6 plots the corresponding degradation ratfos € Proposed scheme based on channel sub-rating
the voice quality in the microcell and macrocejides of achieves better performance for both new and h&ndof

Figure 5. Results indicate that the slow and fasbitity calls compared to the scheme based on guard clsannel

subscribers experience the degraded voice qualitya f
very short period of the total channel holding timieen
the total new call arrival rate is 0.1 calls/secoAd the
total new call arrival rate increases, the degiadat
ratios increase correspondingly. When the total nalv
arrival rate reaches 0.8 calls/second, the degoadat
ratios for the microcell and macrocell are abolénd
8%, respectively. To reduce the degradation rat@can
decrease the number of full-rate channel that can b
sub-rated which in turn increases the handoff featded
termination probability. Next we will investigateanpial
sub-rating to balance the forced termination prdisis
and the voice quality.

4.2. Case2: Partial Sub-Rating

In this part, we present the experimental resultemw
only partial full-rate channels can be sub-ratetie T
number of sub-ratable full-rate channels is denatsd
C4/Cgy for the microcell/macrocell.

Figure 7 plots the slow and fast handoff call farce
termination probabilities and degradation ratios the Figure 7. Perfor mance metrics of the proposed scheme under
microcell and macrocell layers under varioGs, and  variousCq,and Cyy, (8) Pa, (0) Pr, (€) E[DRy, (d) E[DRy].
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Figure 8. Performance comparison of the proposed scheme
under partial sub-rating with Shan03 scheme for various A,
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The penalty of the sub-rating is the degradation of
voice quality during the time when the channels are
sub-rated to accommodate the handoff calls. Ourltees
indicated that there is a tradeoff between handaff
forced termination probability and degradation aatif
the voice quality when the channel sub-rating is
employed. By assigning the appropriate number ef th
sub-ratable full-rate channels, we can achieve good
balance between the handoff call forced terminasiod
the voice quality degradation.
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Abstract

Recently, there has been a rapid growing interesiew applications requiring quality of service E)o
guarantees through wireless local area networksAMJL These demands have led to the introduction of
new 802.11 standard series to enhance access msdppuarting QoS for multimedia applications. Howeve
some applications such as variable bit rate (VB&fit address some challenges in the hybrid coatéin
function (HCF) nominated to provide QoS. This pampexrsents a novel priority queuing model to analyze
medium access in the HCF controlled channel acl¢€A) mode. This model makes use of a MAP
(Markovian Arrival Process)/PH (Phase Type)/1 quetil two types of jobs which are suitable to suppo
VBR traffic. Using a MAP for traffic arrival procesand PH distribution for service process, theuision of
vacation period makes our analysis very generalcamdprehensive to support various types of prdctica
traffic streams. The proposed priority queuing niagl@ery useful to evaluate and enhance the pmadoce

of the scheduler and the admission controller @mHICCA mechanism.

Keywords: QoS, HCCA, Priority Queues, Matrix-Geometric MethbtAP/PH/1

1. Introduction as enhanced distributed channel access (EDCA) and
controlled channel access referred taH&F controlled
annel access (HCCA) [1].

. . h
Increasing demands to access to network in hotspot§ . :
9 P Although contention-based channel access is very

areas at airports, hotels, coffee shops have leeless ol d robust for best effort traffic. it ;
local area network (WLAN) to be a key technology fo 5|mp_§ an Sro ust for bes 'Ie orh rafic, 'bca“"mf?
high-speed local access in public and private areasPfOVide QoS guarantees easily. These can be achieve

Furthermore, in the near future, WLAN will play ayk  With the polling-based medium access through the
role within the hybrid wireless systems and alsis the ~ HCCA. The HCCA provides &ybrid coordinator (HC)
best candidate to connect home devices to wireles$ith ability to assign a contention free time inf@r
networks. Therefore, it should be able to allowrsige ~ during contention period and contention free period
ubiquitously access a large variety of services.t@m  Packet transmission. Therefoteansmission opportunity
other hand, demands for new applications such ais re (TXOP) and service interval (SI) are very important
time traffic, multimedia video and voice over IPear Parameters to provide QoS guarantees. A reference
increasing rapidly. These applications have creatssti ~ scheduler —calculates these parameters with the
for QoS support. reservation information achieved through the nedjotn
However, IEEE802.11 is unsuitable for multimedia With the end users. Using average values, such as
applications to support QoS in the MAC layer. Theies ~ average packet length and average data rate, tputem
IEEE802.11 working group has been developing a newtransmission parameters cause some challenges $o Qo
protocol, IEEE802.11e, which will be able to prawid support in VBR traffic. Therefore, modification dffie
QoS features. IEEE802.11e introduces the hybrid co-scheduler to provide such traffic is very crucial.this
ordination function comprised of two medium accessway, analytical system analysis is very usefulnprove
mechanisms: contention-based channel access terre and develop the system.

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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This paper presents a priority queuing model to to the stations during each Sl. Consequently, statfon
analyze a medium access in the HCCA. Accordindi¢o t is polled once per Sl and allowed to transmit #@skets
HCCA characteristics, the model is based on a MAP/until its TXOP duration elapses. Uplink and dowhlin
PH/1 queue with vacation and time-limited servitehe = TXOPs are initiated by the scheduler in the HC and
presence of two priority levels. Some important-per when there is no packet in the queues for transoniss
formance measures are presented after solving tha@XOP duration expires. To provide QoS, each station
queuing model through the matrix-analytic metho@]2  manages QoS control field added to the legacy fsame
To our best knowledge, although there are somerpape Consequently, the scheduler receives separated
which have investigated the HCCA and the EDCA reservation information of different traffic streanto
through simulation [49], and the EDCA analytically calculate an aggregated service schedule. Sombisof t
[10-12], there is only one published analytical work fo jnformation is the mean data rate, delay bound,
the HCCA [13], where a queuing model without pt@ri - mayximum burst size, minimum physical rate, user
levels has been developed. However, priority iseg k priority and peak data rate. The scheduler, fifsalb

point to separate various t”rafffic stre;a_ms Witgdéht calculates the maximum service interval accordinthe
QoS requirements, especially for real-time and r@- 0|5y hound for each traffic stream. Then, it Ssldhe

Eme 4 t_rg{ft:c. ﬁ.m at?d't'oc;" to dmanagef resoprg:;, US€smallest service interval among all the maximunviser
andwidth efficiently and provide QoS for variousflic intervals corresponding with the traffic streams as

streams, 1t Is necessary .th.at d|ﬁerentl traffmgmhs service interval for all stations. The schedulgerathat
appear in the different statistic or dynamlc_: ptiotevels determines TXOP for each traffic stream according t
in the system. Therefore, IEEE802.11e introduces fo . S ;

the negotiated reservation information. AllocatedOP

priority levels for eight groups of traffic streams f o ;
; ; : or each station is sum of all TXOPs of stationaffic
Consequently, to modify and investigate the peréoroe streams. TXOP of jth station that has mauédraffic

of the scheduler and the admission controller, rjyio ; . ted as foll
analytical model in the presence of prioritizedficais streams IS computed as Toflows.

very helpful. In [14], a priority model in a medium 0 ‘Sxp. ‘x L M
without a vacation period and time-limited servisas TXOP, = Z max(—-——— + 0,—- +0) (1)
introduced. That model can not be applied to theCHC i=1 i R

medium access which is based on a vacation peridd a
time-limited service. This paper will present aopty
gueuing model to analyze medium access in the HGCA
making use of an MAP/PH/1 queue with two typesobfj
which are suitable to support vast practical tradfreams.
The rest of the paper is organized as follows: in
Section 2, we briefly describe the HCCA mechanism,
phase type (PH) distribution and discrete Markovian
arrival process (DMAP); our proposed model is
presented in Section 3; the related performancesunea
are analyzed in Section 4; numerical and simulation . . .
results are given in Section 5; and finally conidas are 2.2. Discrete Markovian Arrival Process (DMAP)

drawn in Section 6.

where R denotes the minimum physical data ratend. a
M represents the nominal and the maximum size of
packet respectively,0 denotes the mean data rate and
O represents the overhead due to the physical ah@ M
headers, acknowledgment and polling frames. Acogrdi
to the service interval duration, the number ofivact
stations and the TXOP duration in each station, an
admission controller manages the number of active
stations to provide QoS.

Consider a discrete time Markov chain with a trimsi
matrix D and two sub-stochastic matr®,, D,, where

D =D, +D,. Suppose at the time t, the Markov chain is
in the statei, 1<i<n. Then, at the time epoch t+1 with
probability (D,);;, k=01 arrival process enters state

IEEE802.11e/HCCA is a polling-based medium and j» 1< j<n and starts a batch of k arrivals. Therefore,
centralized scheduling which is controlled by th€.H D, corresponds to a transition matrix with no arriaatl
Each station that requires a strict QoS suppatigsved D, corresponds to a transition matrix with only one
to send QoS requirement packets to the HC and @e H arrival per time slot.

assign a corresponding transmission opportunitgho
station. The HC can start a polling period at amet
during a contention period after the medium remaltes

for at leastpoint coordination function (PCF) inter-frame
space interval. Each station can transmit a segseot
data packets separated by a short inter-frame space
during own TXOP allocated by the HC in a contention
free period. Therefore, as it has shown in Figurea 1
sequence of transmission opportunities will be gaesi Figure 1. TXOP allocation in contention free period.

2. HCCA and System Parameters

2.1. HCCA

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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2.3. Phase Type (PH) Distribution
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hand, it is obvious that the packet transmissiaretis
corresponding to the service time which dependshen

Phase type distributions can approximate many ofpaCket Iength while the channel data rate is fixed.

general distributions encountered in queuing system
Therefore, it is appropriate in service time mauglj2].
Consider an

absorbing state, and initial probability vecti8, S,...]

with m+1 elements where3 is a row vector with m
element while fe+ S, =1 (€ is column vector of
one). Let the transition probability matrix of tMarkov

0
chain be P:P = S S .
0 1

where S is a sub-stochastic transition matrix, isS
nonsingular (I is identity matrix) an®’ =e—Se. The

absorbing Markov chain can initialize from any sgat
according to the initial vector and gets absorkedht
absorbing state. Therefore, the time to absorptiguch
a Markov chain is said to have phase type distobut
which is represented with the paf3,S) .

3. Proposed Priority Queuing Model

To clarify the model, suppose that there is onéosta

communicating with the HC in the system. The HC can

m+1 states Markov chain with one comprehensive,

Therefore, to support various packet length distidns
and make the model of service process more gearcal
a phase type (PH) distribution
proposed for a service process model. Consequéhdy,
introduced priority queuing model is based on a MAP
PH/1 queue with vacation and time-limited servi€he
proposed model is based on the work of [14] whiclkes
use of matrix-geometric solution for analysis ptjor
queues without vacation and time limitation in s&v

Some of the notations and symbols which will beduse
throughout the paper are introduced as followsis a
column vector of one (with appropriate order equals
the number of columns of the matrix or to the vecto
length that it is multiplied with),e;(v) represents a

column vector of zeroes with T length except at\tie
position that is one¢' is the transpose o vector, |,

denotes an identity matrix of dimensidexk and H,

is

representsH {O I"'l}
k - .
0O O

3.1. Arrival Process

be considered as a single server which serves gueuelhe arrival process is modeled by a discrete Maekov

(high and low priority) of the station no more th@n
slots (maximum TXOP duration is divided to T slots)
during each Sl. In the view of the station, as saernl
time slots is used up or queues become empty eitvers
goes on a vacation (i.e. the server serves othgoss or

arrival process (DMAP). The DMAP, an extensiontad t
Markov modulated Bernoulli process, can supportynan
types of traffic flows such as VBR traffic genengfi
variable packets length in variable inter-arrivaripds.
Suppose there are two independent types of traffic

becomes idle until the next visit). Hence, as it is corresponding to two priorities where each trasomirce

illustrated in Figure 2, the minimum vacation digatis

is able to generate only one packet per time Elehce,

subtraction of the SI and the maximum TXOP duration each traffic flow will have two sub-stochastic niees
It is assumed that the HC is a server which servegSection 2.2) and consequently there are four sub-

priority queues in non-preemptive priority caseingra

stochastic matrixesy,,, D,;, D;,, D,) corresponding to

TXOP period. In a non-preemptive case, no servicejoin packet arrival (high priority and low priorigyacket

interruption is applied upon arrival of a high piip
packet when a low priority packet is being servéd.
analyze the discrete time Markov chain (DTMC)
describing the queuing model, arrival process, iserv

process and vacation model are defined. The arriva
process is modeled by a discrete Markovian arriva

process (DMAP) to allow correlation among the
inter-arrival times within packets (within each quity
and between two priorities packets) and suppotiouar
types of traffic streams, especially VBR traffic iain
generate packets in random arrival intervals. @motiher

Service Vacation Sl
Period Period

Figure 2. Service and vacation periods for one siah in HCCA.

Copyright © 2009 SciRes.

arrival) where Dy, denotes a transition matrix with no
packet arrival, D;; is a transition matrix when one high
priority packet arrives, D, represents a transition
Imatrix when one low priority packet arrivef, is a

|transition matrix when two high and low priority gkt

arrive(one of each priority packet) and also
D =Dy, + D,;; + D,, + D, whereD represents stochastic

matrix. The arrival rate isA;=¢/(D; +D,) =12
wherey =g e andyge=1 (eis a column vector of one).

As mentioned above, four sub-stochastic matrices ca
be expressed by the sub-stochastic matrices of both
traffic streams. SupposeD,(l) and D;(1) are the
transition matrices in the high priority traffic wh no
packet and one packet arrives at a time slot, otispéy.
Furthermore assume,D,(2) and D;(2) are the
transition matrices in the low priority traffic wheno
packet and one packet arrives at the time sloectisply.

1. J. Communications, Network and System Sciences, 2009, 1, 1-89



A PRIORITY QUEUING MODEL FOR HCF CONTROLLED CHANNERCCESS (HCCA) 33
IN WIRELESS LANS

In this case,D,,=D,() 0D,(2), D,,=D,1)0D,(2), 3.4. State Space and Transition Matrix of the DTMC
D,=D,(1)0D,(2) and D, =D, 0D, (2), where O _ _ _
is the Kronecker product. In th_|§ subsec-tlon, we mtroduce ;tate space awd .th
transition matrix of the discrete time Markov chain
(DTMC). The state space can be divided into twonmai
groups that are vacation and service state spBeeb. of
these states are described by the number of thetzao

the high priority and low priority queueg,{,), the phase

3.2. Service Process

The service process is corresponding to the traazsom

time. The total transmission time of a frame is sofm of the arrival process (j), the phase of the higrity or

transmission time of data packet, its necessargdisa o briori ;

) priority service processe;k,), the phase of the
added by the MAC and physical layer, ACK, and short vacation (I) and the phase of tﬁeZTXO@). Therefore
inter-frame space (SIFS). We assume that the channethe states can be expressed as follows '

data rate, ACK, SIFS durations and header sizéae.

Hence, the service time of a packet can be coresidas d’ ={(i,,i, j.1), 0<i;<Q;0<i,<Q j
a random variable which varies only with the length =12,...m1=1...1}

the packet. Consequently, to generalize the moddl a

support different packet length distributions, vemsider do ={(0iz, j. ko 1), 1<, <Q j=12... t
phase type distribution for both high priority ahav =1..T; k, =12,...m}

priority service processes. Lefs,S) and (5,,S)

denote PH distribution for high priority and lowiqgmity a7 ={(ivl J.koD), 151, <Q [ 1<i, <Q; =12,

services, respectively whei®,S, are transition matrices =1,...T; k, =12,...,m,} (2)
of dimensionsm xm, m,xm,, respectively andg,, 5, ds ={(ip.i,, j.kp,t),1<i;<Q; 0<i, <Q; j=12,...n; t
represent initial vectorss’ =e-Se, S, =e-S,e are =1..T; k=12...m}

transition to absorption vectors for the high gtioend  whereQ is the buffer size in the number of packets (high

low priority services, respectively. priority and low priority),d" denotes the vacation states
) while the number of high priority and low priority
3.3. Vacation Model packets in the queues areandi, respectively and the

] ] ] ] packet arrival is i th phase as well as vacation islin
In the service period, whenever there is no packée th phase,d; represents service state space when there
qgueues or the TXOP duration expires, the servargrt P 0o T€P P

vacation period. Therefore, the vacation durationaré only low priority packets in the system. Theref a
depends on the service duration. A vacation with th 10W priority packet is being served while the seevis in
maximum duration begins whenever the server vibis the phas&; at t th time slot and the packet arrival igin
station at the first slot of TXOP and the statimsmo  th phase as well. In the same wa)f, is service state

packet to transmit. Consequently, a vgca.tion' mndql space when there is at least one high priority eaik
be represented by @; V) phase type distribution while  the system and a low priority packet is being sgremd

the Markov chain can initialize from any states (s represents service state space when there isstt le

D e e e one o proy packet i the sysem and by
’ packet is being served.

absorption vector will be g =e; (i) 1<i<T+1, The transition matrix of the discrete time Markov
V=Hg andV’= e-Ve, respectively. chain can be expressed as follows.

[ probability of remainingin  probability of switching  probabilityof switching |
vacation fromvacation to fromvacation to
lowpriorityservice high priority service

probability of switching probabilityof remaining  probabilityof switching
fromlowpriority service inlowpriorityservice fromlowpriority service
to vacation to high priority service

probabilityof switching probabilityof switching . .

) . - ) o ) probability of remaining
from highpriorityservice ~ fromhighpriorityservice = . T .

) o ] in highpriority service
tovacation tolowpriorityservice

Figure 3. General form of the transition probability sub matrix.
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By Bn ] ng =Dgo O (V +V051) (5)
Bo A A % matrix denotes transitions in which the number of
p= A, A A 3) packets in the low priority queue increases by while

the both queues are empty. Transitions occur wlegnev
only a low priority packet arrive®{,) and the server stays

Ar A A

on vacation ) or completes vacation/) and starts the
L Ar A+A low priority service (5,) at the first slot of the TXOP.
where the rows of P matrix correspond to the nunaber .
P ng = [Dlz ov e(mob, DVOﬁz] (6)

packets in the high priority queue. Therefore, matiill
have Q+1 rows. As it is assumed that each type of It is assumed that whenever the both queues become
traffic can generate only one packet and only caeket empty the server goes on vacation. The vacation can

can be served per time slot (less than or equatés), the begin from different states of its Markov chain @fhiis
structure of P matrix is quasi-birth-death. Consetjy, dependent on the instant that the queues becomty emp

the elements of matrix P represent block transitionin the service periodBjy supports state transitions that
m{;\trices in Which the number of packets in the highpg packet arrives @,,), the process of the last low
priority queue increasesi(,, A) or decreases By, Ay)  priority packet is completed. Consequently, queue
by one, or remains invarianB{,, A)) after transition at become empty and the vacation period begins
the current time slot. On the other hand, eache¢rof  (transitions can happen at any time slots in theDPX

P matrix also represents one matrix describing lowperiod) (S36, i =1,..,T).
priority queue size. Therefore, each rowRf, B,,, B,

0
A, A,A Dblock matrices, described as follows, 0
10ri H 0 DOODSZJl
represents the number of low priority packets ie th By = : (7
queue. :
To describe each sub matrix (with general foBf Do 0 S35,

or A’), a general sub matrix form is defined in Figure B, B, B2 block matrices represent transitions in

3. The general sub matrix can be understood as thevhich the number of packets in the low priority gee
transitions probability matrix governing switch amgoa  remains invariant, increases, decreases by oneaesp
vacation, a high priority and a low priority semidNote that  tively while the high priority queue remains emgtyer
the maximum service duration is T slots and trmmsitan  transition, and there is at least one packet in e
happen at any time slots. Therefore, service pdricithe ~ Priority queue before transition. These conditiara
general matrix is divided to T slot (in high prigrand low ~ happen on the vacation, or in the service (low rfiyio
priority). It is obvious that some of the statensiions in ~ duéue is served). _ o

the general matrix may not happen. Therefore, thtates Now, we explain possible state transitions in tleek
will be zero. To reduction of the matrix dimensioti®se  matrix Bgo. We divide transitions into two cases. 1) no

rows and columns of the general matrix which an® ze packet arrives DOO)! and a) the server remains on

will be removed if the general matrix can matchhvitie : :
. . . . . vacation b) the server ends vacation and goes on
other matrices in the P matrix. Now, in the resttto$ V). b) 9

sub section, we express the sub matrices by caimmide the low priority service Y°43,) at the first slot of TXOP

the possible state transitions in the general médrim. (i.e. €(T)OD,,OV°B,). c) the server remains on the
[ % BY i processing of low priority packetS; ), d) the server
BY B B leaves the service processing due to the TXOP abiquir
B B B (e (T)) and enters vacatior(,d). 2) a low priority
B. = 00 0 0 (4) i .
00 : . packet arrives D,,), and a) the processing of a low
B BY B, priority packet is completed and a new low priority
B! B%+B. processing begins3,), b) the processing of a low
00 00 00 |

priority packet is completed while the TXOP duvati

Block matrix By represents state transitions when .
expires as well and the server goes on vacaBpdj

high priority and low priority queues are empty and

remain empty after transition. Transitions occur o _|De OV e(T)0 Dy OV°A3,

whenever no packet arrive®g) and the server is on ©71 BV H._[O[Dy S, +D,, 0 SB,]
vacation {/), or completes vacatiorV(°) and starts it (8)
again. As there is no packet to be served, the manri

vacation duration will be initializedd,). Boo" =€ (T) U[Dgo U €, + Dy, U S;9]
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By, contains the state transitions increasing the

number of packets in the low priority queue by amel
remaining the high priority queue empty while therat
least one packet in the low priority queue befoaadition.
One can easily compute the possible transitions above
discussions

D, 0V

_ (M) 0D, 0V,
|&M0OD, 08,5

Boo H,OD,OS, ©

By represents state transitions in which the number

of packets in the low priority queue decreasesri®y and
at least one packet is in the low priority queuéotme
transition as well as high priority queue remainggy.
These transitions happen when no packet arrivedtend
processing of a low priority packet is completedd a)

35
Q Q Q
Xoo"'zxc\)lj +zxoj (2)+lej @ 1=0
fL=l=4, 17, 1= I (11)
DX %@ %@ 1s1<Q
j=0 j=0 j=0
Q
Xo0 + D X0 * %61 (2) =0
fill=)=yo (12)

DX Xy X (@ 1<1<Q
j=1

Probability of the queue length at the end of the
TXOP duration can be calculated in the similar neann

4.2. Packet Loss Rate

the processing of another one begins, b) the TXOPpacket loss occurs whenever a new packet arrivés an

duration expires and a vacation period begins.

Bl 0 0

e 10
eF(T)D[Dﬂoljgé] HT D DOOD$ﬂ2:| ( )

By1, Bior Ay, A, A and their elements can be computed

in the same manner. The block matrices are given i
Appendix A.

4. Performance Measures

According to the structure of P matrix, its steadgte

distribution vector can be obtained by applying the

matrix-geometric method. Let probability steadytesta
distribution vector be

X=[Xo X4 Xz ... Xg] Wherex =[Xio Xi1 Xiz ... Xial,
=0 % (1) %;(2)] and x;(K)=[x; (k) %7 (k) ... ] (K) ]
0<i<Q, 0<j<Q, k=1,2 where x{f(k) is the probability

that the number of packets in the high priority amthe
low priority queues ard and | respectively while type
k packet k=1: high priority, k=2: low priority) is
being served at then th time slot of the TXOP period.
Using balanced equationsX(= xP, xe =1) and
the matrix-geometric method, the steady state vecto

can be calculated. For more details of how to find
steady state vector, readers can refer to [2].

4.1. Queue Length Distribution

Let f,(I) (f, (1)) be the probability that there atehigh
priority packets (low priority packets) in the geed’he
length of the high priority queue will bk if there arel
high priority packets in the system and the seisearot

on the processing of the high priority packet (iseon
vacation or in the processing of the low prioriggcket)
or, | +1 high priority packet are in the system while one
high priority packet is being served.

Copyright © 2009 SciRes.

n

the target buffer is full. These conditions can gep
during service processing (at any time slots of itk©P
duration) or vacation.

The high priority packet will be lost when the nuenb
of packets in the high priority queue @ (regardless of
the number of packets in the low priority queuell @n
new high priority packet arrives (by itself or tdiger
with a low priority packet) D,,+D,). Therefore, the

packet loss probability will be sum of all possible
probabilities among vacation and service period

satisfying above conditions. As an example,
Q 711

AT xS, OI(D,+D,)0(S)] shows sum of the
j=0 k=1

probabilities in which the server stays on the high
priority processing while a new high priority patke
arrives and the other mentioned conditions has been
satisfied. Consequently the high priority Packesloate
which is normalized with the high priority arrivaate
(A,) is expressed as follow.

~ Q2
P =M 12 X(‘Slj[( Dy, +D,) OV +V0131)]
=0

Q T-1
+AZZ x$,; WI(Dy, +Dy) 0 (Sy)]

Q2o
+ 2, x4, WDy, + D,) Oe,, 4]
j=0

Qo T-1
A S X @D, +D,)0(s,) (13)

i=0 k=1

Qo
+2,Y x4, (QI(Dy, +D,) O, J]
j=0

Qo T-1
+ 7YY x5 (QU(Dy, +D,) O (SYB)]

j=0 k=1

Qo
+ A7y X5, ([(Dy; +D,) 0 S)4]
j=0
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At the same way, Packet loss in the low prioritgg@  scenarios are a) there is no packet in the higbripyri
occurs when the Ipw priority queue is full and avneyv queue and the server stays on vacatrM°3), b) the
priority packet arrives D,, + D, ). Therefore all possible server completes the processing of the last higgrityr
states satisfying those conditions could be exptess  packet in the Tth slot (the last slot of TXOP) ayues on
follows. vacation, c) the server leaves the low prioritygessing

P =A% [(D.+D.)O(V +V° due to the TXOP expiration and goes on vacatiorhel)

b = A2 Xoq,[(Dro + Do) DLV Fl server completes the low priority processing at Tile

Q
+A,7Y %6, [(Dy, +D,) O (V +V O3] slot and goes on vacation. Consequenty, which is
gl . normalized by, can be expressed as follows.
+A72, 2 Ko, (D + D) D (S)] 28 = A, %o (Dy, + D,) O (V +V°0)
Q 4 Q, v
+2,7Y x5, @Dy, + D,) O, 3] +47 2%, (Dyy + D,) OV
i=1 (14) i=0 (16)
Q T-1 &
*2,7) % Xio, (UDy, + D,) O (Sy)] +A7 2% (D, +D,) 0 83
i=0 k=1 j=0
! Q
+2;7") X, (QU(D,, + D,) O e, 4] + ™ X, (2)(Dy, +D,) 0 (S +e,, )
i=0 j=1
Q T-
+ /12‘12 Tzl xigz @D, + D,) 0 (S’B,)] ¥ represents the probability vector in which arriyin
Qi=1 k=1 high priority packet finding no high priority padkehead
+ 41 T D(D.. + D.) 0 S°5 of it while server is serving a low priority packat the
z ,Z; Xio, WI(Dz + D2) 1 S0 kth slot of the TXOP. It can occur when the seistays
on the processing of a low priority packet at thie &ot
4.3. Access Delay Distribution of the TXOP while high priority packet arrives.
Q
In this subsection, we introduce access delayibligton z =/11_lz X, (Q(D,,+D,)0S, 2<ksT  (17)
for the high priority and the low priority packetsccess = . . ) )
delay is the required time in which an arriving lpetcat The other elements which are given in Appendix B

the target queue reaches the head of queue. Adekgs  can be calculated using similar above discussioow,N
can be studied as an absorbing Markov chain. Thench to find the time till absorption in a Markov chaithe
initializes when the packet arrives the queue, gags  transition matrix for high priority packet accesslay
absorbed when the packet reaches the head of theequ (P,) is required. This matrix is defined as follows.
Therefore, the access delay is the required time to _ -
absorption in the Markov chain.

In the high priority queue, experienced delay is th
period of the time in which an arriving packet basvait ~
until all high priority packets ahead of it areast, and P, = Ab ) (18)
the process of a low priority packet, which is lgein ' '
processed at the arrival time, is completed Theeefie ,&1
access delay in the high priority queue dependshen A ;&3
number of the high priority packets ahead of aiviag L = 4
packet._ Suppose defines the initial probability vector It is obvious that the access delay for an arriviigh
in the high priority access delay. priority packet only depends on the number of Ipighrity

- VA ST T packets ahead of the arriving packet. The number of
2=[2020-29] 2 (7 &L 2L Zh 2] (19) packets which arrives after desired packet hadfaoten
where z',z¢ and Z¥, (1<k<T) denote the pro- the access delay. Therefore, the arrival transifrairix

bability of the arriving high priority packet finaty i high Wil b€ I. Now, each element off, matrix can be
priority packet ahead of it with the server: in ation, in ~ computed with the similar discussions in the Sec8a4.
the low priority processing at thk th slot of the TXOP ~ For example, B,, represent state transitions when the
and, in the high priority processing at tkeh slot of the ~ number of packets ahead of arriving packet chaimges1
TXOP, respectively. to 0 at the end of transition. It is obvious thainsitions
occur when the high priority processing is complete

0

0 0

0

Sl P

IJ>1

Probability vector z; represents the probability of
arriving high priority packet D,,+D,) (regardless of 0 0 0

low priority packet arrival), finding no high pridy BlO:|: 010S°%5 0 H-010S°
packet ahead of it with server: on vacation. Thesjize er(M 3 T .

(19)
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The other elements are given in Appendix B. Finally

the probability vector after elapsing n+1 time sidt be
zn+1 = ZnPh (20)

where z° =z. To reduction of computation, the set of

following equation can be used.

{zozoszi By
2 =7 A+ ZLA,
Finally, let W,,; be the probability that the waiting

time of high priority packet is less than or eceall, then
Wi = 7R, (22)

(21)

where z; is the probability vector that the arrived high

priority packet finding no packet a head of itiaffeslot.

R Y

The VBR traffic is modeled by three independent
ON/OFF sources as showed in Figure &b, D,(2) and

D,(2) can be easily calculated like voice traffic

matrices. Readers to find more details can refdf 5.
If we assume that the maximum video packets siZ is
times more than data block size, and video pachigts
follow log-normal distribution with a probability ass
function (p,) in terms of the number of data blocks such

a following example [3]

The low priority access delay is calculated in [0.002 0.153 0427 0.286 0.099 0.025 0.006 0.002]

Appendix C.

5. Numerical and Simulation Results

In this section, first we provide a simple example

The S,,S) and B, will be
B, =

wireless multimedia communications to demonstrate [0.002 0.006 0025 0099 0286 0427 0153 0.002]

how can apply the computational algorithm.
It is assumed that the wireless network can tranami

fixed size data block during one time slot, andheac
packet is segmented into a number of data blocks.

Suppose a station can transmit voice and videdidraf
Furthermore, the priority of voice traffic is highthan
the video traffic. Voice traffic is modeled by atN@FF
source as depicted in Figure 4a. Therefdbg(l) and

D, @ can be calculated as follows [15].

D,=R*D , D,@W=(1-R*D

]
o 14 0 A
where A is the probability of the packet arrival per

time slot. Now assume that the voice packet lersgfitved
and is three times more than data block size. There

/TUT
1—/11<
1-n

@

3u, 241
1-3u, i W
V2 2y,

(b)
Figure 4. ON/OFF traffic model for Voice and VBR traffic.

-

Ha
1-3y,
3y,
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Let SI and TXOP durations be 100 and 10 slots,
respectively. Then,

V=H,,,V°=e-Ve ¢ =¢(100 1<i<11T=10

Using the above information, one can easily find ou
system performance through the introduced model.

Now, according to the 802.11e and characteristics o
the applied traffic streams which are describetblaw,
the numerical results obtained from the analytinadel
are compared with simulation results. We analyze th
queue length and the access delay distributionedisas
the packet loss rate for the high priority and tbe
priority packets. Similar to above example, one can
easily match the proposed model with the introduced
traffic and system parameters.

It is assumed that the voice traffic is handledhvét
higher priority than video traffic. The voice traffis
modeled by an ON/OFF source which generates 160
octet message periodically with a bit rate 64 khigng
active period. The CBR video traffic has only a 6tste
and always stays in that. The VBR traffic is modelsy
three independent ON/OFF sources with the mean bit
rate 200 Kb/s. however, the PhFit program [16] ban
used to find out the phase type distribution ofvieer
times of real traffic. Table 1 summarizes the dédfe
traffic used for the analytical analysis and sirtiolss. It
is assumed that the queue buffer size is seventlad
channel data rate is 12Mbps.

Simulations are performed using program which is
written in C++ medium. There are two queues in each
station, and the server processes packets in dattte o
gueues in the FIFO fashion. There are ten statigrich
are communicating with the access point. All staio
enjoy ON/OFF voice traffic as high priority traffi€ive

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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stations generate the CBR video traffic and theersth 1 %+ = /g/i/
send the VBR video traffic as low priority traffic. 09 =
Arrivals to the queues are independent of whether t oe .
server is in service or on vacation. The TXOPs tima " +/
are calculated through Eqn (1), according to tladfier Bos / /‘
information in each station. Each station can trahgs “oa . e Ity
data during its TXOP period. oa| 2 \ ¢ % VBR video (Sim)
Figure 5 shows cumulative distribution function 0z gt fzggwjeog’;m;
(CDF) of the high priority and the low priority que ot —&— CBR video (Ana.)
length for VBR, CBR video and voice traffic streams s 1 2 3 2 5 6 7
Although the CBR packet arrival rate is much lartem tumber of packetsn the queve

that of the VBR traffic stream, the queue lengththe  Eigure 5. CDF of packet queue length for differentraffic
CBR traffic is less than that one in the VBR traffi ggreams (Simulation (Sim.) & Analytical (Ana.)).

considerably. As it is obvious from the mentioniplife,
the probability that the length of the queue ges lthan

or equal to six is about 98 percent for the CBRfitra R

while that is about 74 percent for the VBR traffic. 09 \

means that most of the time the VBR packets rerimin 081 .

the queue and unable to be transmitted. Therefbee, 2; . (

packet loss goes up and lots of packets drop. @toal 50'5 : / 3

and numerical results show that the packet loss isat s * Voice (sim)

about 28 percent for the VBR traffic while it iscalh 0.6 o = " z‘;;ewi’féim) |

percent for the CBR video traffic. Consequently, 02 % % VBRvideo (Ana) |

although there is enough bandwidth to support QoS o1 ® CBRideo (Sim.) |

guarantee in the VBR video traffic but the schedige o o L CRRvdeolm)

unable to use it. 0 1 2 3 4 5 6 7
The CDF of the queue length at the end of the TXOP Packet queue length at the end of TXOP

for all traffic, plotted in Figure 6’.Conf'rms cred Figure 6. CDF of packet queue length for differenttraffic
challenges through the VBR traffic. Therefore, the gyeams at the end of TXOP (Simulation (Sim.) &

modification ~of the scheduling algorithm and apalytical (Ana.)).
introduction of a dynamic scheduler to adapt witie t
bursty arrivals are unavoidable. Dynamic conditiams

the scheduler can be obtained through adjusting the 1y s
TXOP and the Sl durations based on the packet queue 0.9 =
length statistics. Scheduler can get the infornmatiom 0.8 1{:'

Figure 7 shows CDF of the access delay and packet

the stations and find the optimal TXOP and Sl tigtou 07 Z-

the employing the model to maintain an empty quetue 06 | &

the end of TXOP duration. %0'5 o
go.

blocking in the high priority and the low priorityaffic 0.4 1 L e Ei':;l))
through analysis and simulations. It is observeat #il 0.3 VBRVvideo (Sim) |1
packets in the CBR video traffic experience acckday 0.2 4 —%— VBRVvideo (Ana) ||
less than about 35 ms, while only 23 percent oMB& 01 4 = CBRuvideo (Sim) ||
video packets experience such a cumulative aceday.d 0 —¢— CBRvideo (Ana)

Although there is enough bandwidth to serving tHRV 1 12 23 34 45 56 67 78 89 100 111
traffic, the scheduler does not have essentiaitfikty to Delay (msec)
support of bursty arrival rate. Consequently, thewg
will be full and 28 percent of arrived packets blecked Figure 7. CDF of access delay for different trafficstreams
and dropped. (Simulation (Sim.) & Analytical (Ana.)).

Finally, from Figures 57, it can be readily seen that
the validation of analytical model is confirmed the 6. Conclusions
numerical results obtained from analytical modal #re
simulation results under the same conditions.

The scheduling algorithm which is introduced by HCC
/IEEE802.11e to support QoS in multimedia applaadi

Table 1. Description of different traffic streams. ! > n Sl
enjoys separated queues with specified priorityelev

Application  Arrival rate(Kb/s)  Packet size(byte) and transmission opportunity according to the icaff
Voice 64 160 streams characteristics. The transmission oppaytusi

VBR video 200 660 found out based on the mean values. Therefore, some

CBR video 3200 910 multimedia traffic streams such as VBR traffic asklr

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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some challenges in this medium. Consequently, adapt
algorithms to new conditions in order to providesided
QoS is on the focus of researchers. To investigate
improve the scheduler, analytical model is veryfulse
This paper introduced a priority queuing model tiog
HCCA. Using of the MAP/PH/1 queue makes the model
more comprehensive and provides it to support wffe
practical traffic streams. The important performanc
measures in the high priority and the low prioduyeues
are calculated which enable us to investigate tfeeteof

the Sl and the TXOP durations on QoS guarantees an{f]
find out the optimal TXOP values according to theuge
length and the access delay statistics to provios. @ is
shown by the numerical and the simulation resuits t
the analytical model is quite accurate, and thegulisn
the practical system design and performance evafuat

(6]

(7]

(9]
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Appendix A

Block matrices of transition matrix P (Section 3.4)

[ R00 01 b
Bm Bm
-1 0 1
Bm Bm Bm
-1 0 1
B01 B01 B01

-1 0 1
BOl BOl BOl
-1 0 1
Bor  Boi* By |

BY=[D,0V 0  €M)0D,0V4)]
By =[D,0v 0 ¢MOD,0vs]

) 0 0

B(;il-v HT D Dll D S’Z HT D Dll D Sgﬁl

o =6 (T)0[D,; 08,0+D;, 0, d]

Bél{DZDV 0 €(M)O DZDVO,Bl}

0 0 0
o B
Bo B
0 1
Blo - BlO .B.lo N
By B
L By + Blo
0
0
Bloé) =| Do U S&O o,
DOO I:l godl'
0 0
BllO = 0 0

e(T)0 D12DS?5 H; O DlZDS)IBZ

0 0
B) = 0 0
eT(T)DDOODSf’J HTDDOODSFIBZ
e A -
A A
A

o

A

AA
A +A]
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DV 0 &) 0D, V4
A(JJ: A(JJLV HTDDOOD% HTDDOODQIZS’I
A 0 H O[D,0S+D,04]

A =& (T) U[ Dy, &, 5+ Dyy 0 I
Atc))Hvzer(T)D[DooDenlo—"'Dan)a]

DOV O 4MOD,OVG
Aé: AéLv H, 0D,0S HTDD12D$:81
A 0 H, 0[D,0S +D,0SA]

A =e.(T)0[D,, Ue, 0+ D, 053]

A™=eM0[D,0g,5+D, 057
R A }
AN A
A = AR
A A
i A +A
D, 0V 0 ¢MOD,0V'A
A= A% H,0D,0S H,OD,0S4
A 0 H,0D,0S
A" =e(T)0[D, 0§, d+D, 053]
A" =e(T)0D, 06,0
D, OV 0 d(MOD,0Vves
Ail: A:}Lv HTDDZDSZ HTDD2D$A
A 0 H,0D,0§
A" =& (T)0[D, 08, 0+D,07]
A" =e(T)0D,0g,d
AL ;
A AL
A, = A 5}1
A A,
| A%+ AL
i 0 0 0
A = 0 0 0
& (T) 0D, 0S8 0 HyODyUS'A
0 0 0
A= 0 0 0

e(MUD,085 0 H,UD,0SA
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Appendix B 0 0 0
A, = 0 0 0
State probability vectors in the high priority access eMOI0SS 0 H,OI0S4
delay (Section 4.3)
Q2 .
Zy =AY %, (Dy +D,) OV Appendix C

j=1

Access delay Distribution for the low priority packets
(Section 4.3)

The arriving low priority packet will reach the ftkef its

Q2
ZgH =A 12 ng_l(z)(Dn"' D,) 0 Sg
= queue and will be ready to transmit if all the Ipviority

¥ kets ahead of i d. Since the low ifyi
A KW, +D,)0S 2<ksT packets ahead of it are served. Since the low ifyrior
=0 packet is unable to be transmitted while there hagh

priority packets in the system, the arriving lowopity
L, packet has to wait for completion of the transmissf
z =h ZK,- (D + D) BV all high priority and low priority packets whicheain the
120 system and those high priority packets which wiilteg
during the period of the time that the arriving letc
moves towards head of queue. Therefore, the nuwiber
o packet arl}eﬁd r?f arriving Io&/vlpriority packet i\tatitsivhal
AN T 0 time is all high priority and low priority packets the
A ;Xﬂj e system (including any high priority packet whichgimi
% have ar(ived joint.Iy with it). Supposg defines initial
+/]1-1Z >§,T (2)(D,,+D,) 0 (S5 + e,,9) probability vector in the low priority access delay
j=0 y=[Y, yl"'le] where Yi =[Yio yil"‘yin]

Yi :[yi\jl yi%L"'yi-er yi%H YJH]
where y,‘j’ represents probability of an arriving low

Q2
+A Y % ()(Dy +D,)0e, 5
=0

Qo
Zi =AY KD, +D,)0S, 2<ksT
j=0

Q priority packet finding i high priority and j lowrjority
Zoy =AY X/ (D, +D,) OV B, packet in the system with the server on vacatiod an
1=0 yi'J‘,_( yi'j‘H)lsksT is the probability of an arriving

K AND L D) low priority packet finding i high priority and joilv
2 =h JZ:;XT @L+DIUS priority packet in the system with the server ie tow
o priority (high priority) processing at the kth slaf
+AY XSO0, +D,)0SA TXOP. All the probability vectors can be calculatach
1= similar manner which has discussed in the Sectidn 4
2 v B}
A XD, +D,) 0SB 2<k<T 1si<Q Yoo =4z {Xoo[ Dy OV +V 5] + x5 (1)[ Dy, 0 §73]
i T
+x0,(2)[Dy, 0 S20] + xS W[ Dy, O SP6,
Block matrices of transition matrix P, %(2){Dy 01 59) kZ:;Xm BP0 S0
;
A 0 eMOoloves, +> %1 (D, 0S5] }
A=l AY H,010S, H,O010S)s k=2
;&OHV 0 H,O10S YSJ- :/12_1{ng+1(2)[|312 g %OJJ"'X(TU’ (2I[D,, 0 emza]
+X; O[D,, 0 §3] + %5 [D,, OV]} 1< j<Q,
AY=e(T)O[I D €0+ 10 S;9] y(l)jL :/]271{X(\)lj[D12 OV°BI} 1) <Q,
A =e(T)01 D€, Yo =4 1%, 1D, 08]} 1j<Q, 2<ks<T
| OV 0 emoIove yi; = A, {x[Dy, OV + ] (1)[Dy, O &, 4]
Bpo = ?o%v H,O010S, H;O010S +x, Q[D, 0 3]+, (2)[D,, 0 ]
Hv
Bo 0 Hr B +3G, D[D;, 0 §'3]+ 5, O[D, 0 $;]
Boo =& (T)O[l Oe,d+1 0S)4] +xy,[D, OV]+x],(2)[D,, O e, 4]
By =e(T)D1 06,0 +%;.([D, U6, d}  0<j<Q,
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Vi =4 16Dy, OS]+ x4 ()[D, OS]}
0<j<Q, 2<k<T
Yin =4 {X[D, OVB]+x[D,0V°A]} 0<j<Q,
Vi =4 {4 OID, OS]+ %D, 0 S)B]
+X5 1 O[Dy, OSB]+ x5 W)[D, I S'A]
+x1()[D, 0B8]} 0<j<Q, 2sksT
Yy =4 (%D, OVI+x O[Dy, D&, 3]
+x0,; O[D, D e, ]+ X, Dy, 0 §I]
+X (2)[Dy, 0 $3]+ % M)[D, 0 §7]
+X,;(2)[D, 0 3] + %7, [D, OV]
+X (2)[Dy, Oe,, a1+ XL, (2)[D, D e,,dl}
i22 0<j<Q,
yiL =4 {4 (QID, OS] +x5(2[D, OS]}
2<i<Q 2<ksT 0<j<Q,
Vi =4, {x[D, OV°B]+x,,[D, OV°B]}

By =
_ ng
Bot
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&

B, B3

0

5B,

Bor

0

& (1) O(Dyy + D) 1S,9]  H; O(Dyo + D) 0SB,

By,

BY=[D,+D)0V 0  €MD(D,+D,)0OVa]

1

~.[o
By =|:

0

0
0

~ _{(DNDZ)DV 0 q(T)D(DmDZ)DV%}
B = 0

0
B H,0(D,+D,)0S, H,0(D,+D,)0 %}

B =€ (T) O[(D,,+D,) 0S5+ (D,, +D,) Ue, J]

2<i<Q

0<j<Q,

Y =X O[D, 0 S1+ X5 (2)[D, U S]
+ X5 D, 0SB+ X @)D, 0 4]
+X72)[D, 0 SB] +X55(2)[D, 0 SA]
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Transition matrix for the low priority packet acsatelay:
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. A A
oo A AR
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Boo ]
B By
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00 . .
Be BL
i Bo Bo
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é—éo _ (Dgo +Dy,) 0 S5
0 :
(Dgo *+ D,,) 0 S23;
L [ @DV dMODe+D)IVE,
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AO Lv

A?HV
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;iOLv
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0
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0
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oo 8 8 8 Yo = ygB~oo + y;%o N
= Y= YoB YA YA,
er(T)D(Doo"'Dlz)D%Oo_ 0 H; |:|(D00+D12)DS),81 yinﬂ:yin—lzi"'yin;b"'yirll;‘—l i>2

Supposg/® =y . Then, y™* = y"R Finally, let W, be the probability that the waiting
To reduction of computation, the set of following time of low priority packet is less than or equal T.
equation can be used. Then,W,; = ygR.
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Abstract

This paper presents a novel algorithm for the gayeplacement problem in Backbone Wireless Mesh
Networks (BWMNSs). Different from existing algorittan the new algorithm incrementally identifies
gateways and assigns mesh routers to identifiedvggte The new algorithm can guarantee to find alfleas
gateway placement satisfying Quality-of-Service $paonstraints, including delay constraint, relagd
constraint and gateway capacity constraint. Expantad results show that its performance is as gmoithat

of the best of existing algorithms for the gateywéacement problem. But, the new algorithm can el der
BWMNs that do not form one connected component,iaisdeasy to implement and use.

Keywords: Gateway Placement, Backbone Wireless Mesh Networks

1. Introduction wireless channel, pocket processing, and pocketigge
The delay is therefore a function of the number of

A wireless mesh network is an ad hoc communicationCommun'cat'on hops between the mesh router and its

network that is made up of wireless communication gateway [1]. The delay constraint requires that the
nodes organized in a mesh topology. It allows for maximal _number of hoPﬁ from any meshb rouéerG:o ha
continuous connections and reconfiguration aroung9ateway is not greater than a given number R. t

broken or blocked paths by hopping from node toenod placement of BWMN gateways, i'.[ is impo_rtant to
until the destination is reached. In a wireless hmes gduarantee the throughput for individual traffic flows

network communication nodes can connect to eactroth SNCe it is assumed in this research that a BWMBI ha
via multiple hops and they are not mobile. The multiple communication channels, which allow ingegirig
infrastructure that supports a mesh wireless nétigon wireless links operate on different communicatibarmels

wireless router network, or backbone wireless meshconcurrently, the bottleneck_on_thro_ughpu_t s thee
network (BWMN). reduced to the load on the link individual linksveeen

A BWMN consists of a collection of wireless mesh wireless routers as relay load L. In additipn, the
routers, each of which can communicate with other throughput of a BWMN depends on the bandwidth and
wireless mesh routers and clients. Each mesh routePrOCeSsing speed of the gateways. Thus, a gateasmg h

forwards packages on behalf of other mesh routeds a CaPacity S, which is measured by the maximal nurober
clients. The wireless mesh routers are generally no me_?nrouters that it cantserve. laorith |
mobile. The clients connect to the wireless network IS paper presents a new aigorithm, namely

through a wireless mesh router and they do not havdhcremental clustering algorithm, for the gateway
restriction on mobility. placement problem. Compared with existing algorghm

Gateway placement is an important problem in the for the gateway placement problem, the new algarith
design of BWMNSs. It determines network points, or has the following advantages: first, it guaranteefind a
gateways, through which a BWMN communicates with gateway placement satisfying all the constrairgspad,
other networks. The objective is to minimize théako it has competitive performance; third, it can bedifor
number of gateways subject to Quality-of-Service$®p  the BWMNs that does not form a connected component;
constraints. There are three popular QoS constraint  fourth, it is easy to implement and use.
the design of BWMNs:delay constraint, relay load The remaining paper is organized as follows. The
constraint and gateway capacity constraint. following section formulates the BWMN gateway

A BWMN is a multi-hop network where significant placement problem, which is followed by a discussid
delay occurs at each hop due to contention for therelated work. Then, we discuss our incrementaltetirsy

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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algorithm and show our experimental results on our3, Reated Work

incremental clustering algorithm. Finally, we cardg
the incremental clustering algorithm.

2. Problem Formulation

A BWMN can be represented by a directed gré&gh (V,
E). Each nodev =< x, y, r >E V represents a mesh
router, wherex and y are the x-coordinate and
y-coordinate of the location efandr is the radius of the
circular transmission range efArc <v;, v, >€ Eif and
only if mesh routery; is in the transmission range of

mesh routew;, or \/(>g —xj)2 +(y, —yj)2 <r, wherey

=<x, Y, Ii > andy; =<x;, y;, r; >. Note that <, v, >€ E
does not implies «; ,v; > E because the radiuses of
their transmission range may be different.

A mesh cluster is a set of verticEsS V . A mesh
cluster has a cluster head& C. The nodes irC and
the arcs between them defineclaster graph G¢ = (C,

Ec ), where an arc &, v, >€ Ecif and only ify, € C,

Vi € C, and <v;, vy>€ E. A mesh cluster is connected
if and if only the corresponding cluster graph is
connected. The radius of a mesh clusters defined as

From the computational point of view, the gateway
placement problem is conjectured as an NP-hard
problem as it can be transformed into the minimum
dominating set problem [1], which has been prowebet
NP-complete [2]. Thus, optimal algorithms are not
suitable for solving the problem as they would l¢ad
combinatorial explosion in the search space when th
problem size is large. Because of the reason xatieg
algorithms for the gateway placement problem are
heuristic or approximation ones.

In [3], Wong, et al. addressed two gateway placement
problems: one is to optimize the communication ylela
and another is to optimize the communication cost.
Although the algorithms can be extended to consider
delay, relay load, and gateway capacity constrathtsy
can only be used for BWMNSs that form a connected
component and require at least two hops for communi
cation between at least one pair of nodes.

The algorithm proposed by Bejerano in [4] uses a
clustering technique and performs the gateway piace
problem in four stages: select cluster heads, assigh
node to an identified cluster satisfying the delaystraint,
break down the clusters that do not satisfy thayrdad

the maximal shortest distance between from the mestconstraint or the gateway capacity constraint, famally

cluster headh and the nodes i@. The delay constraint is
translated into an upper bourRi on the mesh cluster
radius.

The shortest path spanning tree is a spanning tree of
Gc, T(Gg), which is formed by composing the shortest
paths from the cluster heddo all the other nodes i@.
The nodes at" level of the shortest path spanning tree
havei hops to the cluster hednd The depth off(G) is
denotedd(T(Gc)). Letv be a node iT(Gc). The number
of nodes in the subtree rooteds denoted(V).

Given a BWMN represented by a directed gr&ph
(V, E), a delay constrairR, a relay load constraimt and
a gateway capacity constraift the BWMN gateway
placement problem is to find a set of connectedi@lss
{Cy,C,, --- C.} and their corresponding clusters’ shortest
path spanning threes such thas minimal subject to
(a) C]_U CzU U Cn :V,

(b) ICJ < 'S where I<k<n;
(c)d(C) <R, where I<k<n;
(d) Vv € T(G,),n(v) <L.

select gateways to reduce the maximum relay load.
However, the algorithm does not have competitive
performance because of the following two reasonst, fi
when identifying cluster heads and assigning mesh
routers to the identified cluster heads, the algoritioes
not make use of global information about the BWMN;
second, splitting a cluster without considering
re-assigning those mesh routers to existing clsisteay
create some unnecessary clusters and therefoenses
the number of clusters significantly.

In [5], Chandra, et al. explored the placement
problem of Internet Transit Access Points (ITAPS) i
wireless neighborhood networks under three wireless
link models, and for each of the wireless link mede
they developed algorithms for the placement problem
based on neighborhood layouts, user demands, and
wireless link characteristics. The placement pnobie
similar to the gateway place of BWMN. However, thei
algorithms consider only one constraint, that iserg’
bandwidth requirements.

The work closest to ours is the algorithm propdsgd

The shortest path spanning threes give a gatewayaoun, et al. in [1], which transforms the gateway

placement solution where the roots represent thehme
router where a gateway is placed and the linksifgpec
the communication topology.

placement problem into the minimum dominating set
problem and adopts a recursive dominating set igtgor
to tackle the minimum dominating set problem. The

Condition (a) guarantees that a BWMN gateway algorithm considers the delay, relay load and gaew

placement solution covers all mesh routers; Canditb)
ensures that the gateway capacity constfiatsatisfied;
Condition (c) enforces that the delay constr&s met;
Condition (d) makes sure that the relay load canstt

is respected.

Copyright © 2009 SciRes.

constraints and has better performance than theg@/on
algorithms, the Bejerano’s algorithms, and the Cihas
algorithms. However, it has the following deficiesgi
first, it can be used for those BWMNs that form a
connected component; second, it needs to set iti@ in
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radius size properly; otherwise, it would not ceeat
satisfactory results.

4. Thelncremental Clustering Algorithm

41. Preéiminaries

In this paper, théransitive closure of a directed grapl®
= (V, E) is a directed grapG" =(V, E") such that forv
<uyv>€ E'if and only if there exists a non-null path
from u to v. The n-step transitive closure of a directed
graphG = (V, E) is a directed grap8" =(V, E") such that
for v <uv>€ E"if and only if there exists a non-null
path fromu to v and the length of the path is less than or
equals ton. Figure 1 shows a BWMN graph. The
transitive closure and the 2-step transitive clesare
displayed in Figure 2 and Figure 3 respectively.

A BWMN graphG =(V, E) can be represented by an
nxn adjacency matri@ =[a; Jnxn, Where

[y if ViV, OV and <, Vi >SOE
% 0, otherwise.

@)

For example, for the BWMN graph shown in Figure 1,
its adjacency matrix is shown in Equation 2. The
adjacent matrix representations for its transitiasure
and its 2-step transitive closure are displayegoation
3 and Equation 4 respectively.

0100
0010
A= (%)
0001
0000
01171
0011
A= 3)
0001
0000
0110
0011
A= (4)
0001
0000

@O0

Figure 1. ABWMN graph G.

Figure 2. Thetransitive closure of G.

Copyright © 2009 SciRes.
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4.2. Algorithm Description

The incremental clustering algorithm solves theegaty
placement problem by iteratively and incrementally
identifying gateways and assigning mesh routers to
identified gateways.

Algorithm 1 is the algorithm description.

Algorithm 1 Incremental clustering algorithm
whileU # ¢ do

construct a BWMN graph frora;
build the R-step transitive closure from the
BWMN graph;
identify gateways from thB-step transitive closure;
assign mesh routers o to identified gateways
subject to thdR, L andS constraints;
remove the assigned mesh routers ftdm

end while

In Algorithm 1,U is the set of mesh routeR; L and
Srepresent the delay constraint, relay load coimsteand
the gateway capacity constraint, respectively.

The incremental clustering algorithm is an iterativ
one. In each iteration, it starts with constructing
BWMN graph from the current unassigned mesh router
setU, and then builds thB-step transitive closure from
the BWMN graph, and then identifies gateways based o
the R-step transitive closure, and finally assigns mesh
routers to the identified gateways and removes the
assigned mesh routers froth The process is repeated
until U is empty. By the time&J is empty, every mesh
router has been assigned to a gateway. This digoiig
incremental as it incrementally identifies gatewaysl
assigns mesh routers to identified gateways, rabzer
identifying all gateways and assigning all meshteosi
to the gateways in one step. Since the constructicm
BWMN graph has been already introduced in the
previous subsection and the algorithm for buildeny
R-step transitive closure is well-known, we focus on
discussing how to identify gateways from tRestep
transitive closure and how to assign mesh routers t
identified gateways in the following.

It can be observed that th& row of the R-step
transitive closure is a cluster, representing aogehesh
routers that can be covered by themesh router, where
1 <i <]U]. Thei™ mesh router is the head of the mesh
cluster. The mesh router clusters can be classifited
covered clusters anduncovered clusters. A mesh cluster
is a uncovered one if there exists one mesh rontdre
mesh cluster that is not present in the other roksters;
Otherwise, the mesh cluster is a covered one.nthea
observed that there is one and only one mesh rthaér
cannot be covered by the other mesh cluster in a
uncovered cluster, which is the head.

For each uncovered mesh cluster, at least one ggtew
is needed as the head of the mesh cluster caneatnys
mesh router in other mesh clusters as its gateway
because it cannot be covered by any other meskrsout

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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in the other clusters. Thus, we select the headh of

uncovered cluster as a gateway. However, sometimes

there is no uncovered mesh cluster (we will give an
example when illustrating the algorithm later)thfs is
the case, we select the head of the mesh clustér th
covers the maximal number of mesh routers as avgate
Algorithm 2 is the algorithm for identifying gatewa

Algorithm 2 Identifying gateways
for i =1 to Y| do
if the corresponding mesh router cluster ofithe
row of theR-step transitive closure is a uncovered
mesh cluster
then
the head of the mesh router cluster is selected
as a gateway;
end if
end for
if no uncovered mesh cluster was fotineh
find a mesh router cluster has the maximal size;
the head of the mesh router cluster is selected as
gateway.
end if

Once gateways have been identified using the teadniq
described above, we assign as many mash routers
possible to those identified gateways subject taltiay,
relay load, and gateway capacity constraints tamiae
the total number of gateways. Algorithm 3 is the
algorithm for assigning mesh routers to identified
gateways.

Algorithm 3 Assigning mesh routers to identified gateways
for each gatewayg do
for h=0 toRdo
for any mesh router that is covered ¢pyand the
shortest distance wish do
if not violating any of the constrairtisen
assign the mesh routergp
remove the mesh router from the other gateways,
if any;
end if
end for
end for
end for

4.3. Algorithm Analysis

The incremental clustering algorithm is iteratilre each
iteration, the algorithm identifies at least oneegaty,
assigns at least one mesh router to an identifiezivgy

47

Figure 3. The 2-step transitive closure of G.

Assume thatG =(V, E) is the BWMN graph of a
BWMN gateway placement problem. The computational
complexity of the incremental clustering algoritimthe
worst case i©O(R xN| + [E|xMf). The following is the
proof.

In the worst case, the algorithm iteratestimes. In
each of the iterations, the algorithm identifiesyoohe
gateway and assigns only one mesh router (the mesh
router at the gateway) to the gateway. Thus, the
algorithm builds the BWMN graphv| times. It takes
O(IVP) time to build a BWMN graph that hag| [nodes
(it is assumed that the adjacent matrix representas
used.). Thus, the total computational complexity fo
building BWMN graphs iO(|Vf). It takesO(R x|V to
construct arR-step transitive closure. In the worst case,
the R-step transitive closure needs to be construdtgd |
times. Thus, the total computational complexity for
constructingR-step transitive closures (R xV[). In

as

addition, given an R-step transitive closure, iket
O(|E|xM]) time to identify a gateway in an iteration. Thus
the total computational complexity for identifying
gateways iO(|E|xMf). It takes at mogD(|V]) to assign a
mesh router to a gateway (it needs to remove the
assigned mesh router from the other mesh router
clusters). Thus, the total computational complexdy
assigning \| mesh routers i©(VP) in the worst case.
Thus, the computational complexity in the worstecess

O(IVF + RxNP + E[XNF + M) = O(R VP + ExMP).
4.4. Algorithm lllustration

This section uses an example to illustrate howithe
cremental clustering algorithm works. The BWMN
gateway placement problem is given in a BWMN graph
shown in Figure 4. In the BWMN there are nine mesh
routers that may have different coverage radiubes.
example, the coverage radius of mesh rowes larger
than that of mesh routag. As a result, mesh routeg
can cover mesh routes, but not the other way around.
Figure 5 is the matrix representation of the BWMN
graph shown in Figure 4.

For this BWMN gateway placement problem, we
assume that the delay constrait=2, the relay load

and therefore the number of unassigned mesh router§onstraint = 2, the gateway capacity constra@#3. In

decreases by one. Thus, the algorithm terminates aif
mostn - 1 iterations, where is the total number of
mesh routers. In addition, an assignment is acdegity
when it does not violet the constraints. So, it is
guaranteed that the algorithm generates a feasihiéion
when it terminates.

Copyright © 2009 SciRes.

other words, for this BWMN gateway placement
problem we need to find a solution such that the
maximum hop from any mesh router to its gatewaytmus
not exceed 2, every mesh router must not relay giack
for more than 2 mesh routers, and each gateway motist
serve for more than 3 mesh routers.
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Figure4. The BWMN graph. Figure 7. Theinter mediate state of the BWMN graph.

The algorithm starts with finding the 2 transitive It considers all the mesh routers that can be ealver
closure of the BWMN graph. Figure 6 displays the by v, according to the information given in the 2-step
matrix representation of the 2-step transitive wtesof transitive closure in Figure 6 in the descendingeorof
the BWMN graph. the number of hops from the mesh routervio As a

Then, the algorithm identifies gateways using the result,v;, v, andv, are assigned to gateway in the
procedure described in Algorithm 2. Since the meshorder. The assigning procedure then uses the sdeae i
router clusters corresponding to tH& dand the 8 rows to assign mesh routers t@, v; and vy to gatewayvs.
of the 2-step transitive closure are the only ueces Figure 7 shows the state after this iteration ehitfying
mesh router clusters; andvs are identified as gateways. gateways and assigning mesh routers. In the fighee,
The algorithm then uses the procedure described incomponents drawn in broken lines represent thejaedi
Algorithm 3 to assigns mesh routers in Uviaandvg as mesh routers and the components drawn in solics line
many as possible subject to tReL and S constraints.  represent the mesh routers that have not beemasistg
The assigning procedure starts with any gateway.

Since there are still some mesh routers that hate n
been assigned to any gateway, the algorithm repleats
above process. It creates a BWMN graph for the
remaining mesh routers and then generates a 2-step
transitive closure of the BWMN graph. Figures 8 &nd
show the matrix representation of the BWMN and the
2-step transitive closure of the BWMN graph, retipely.

From the 2-step transitive closure of the BWMN
graph, the algorithm identifies gateways using the
procedure described in Algorithm 2. Since all thesm
router clusters are covered ones, the mesh rolustec
that has the largest size, whichus is selected as a
gateway. The algorithm then assigns the rest mesh
Figure5. The matrix representation of the BWMN graph. routers to gateways. Figure 10 shows the final place-
0 ment result. As displayed in the figure, three gatew
are needed to be placed.
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5. Experimental Results and Discussions

This section evaluates the performance of the imergal
clustering algorithm by comparing it with three top
algorithms for the gateway placement problem by
simulation. The three top algorithms are the weidght
recursive algorithm proposed by Aouwt,al. in [1], the
iterative greedy algorithm proposed by Bejerandg4in
and an augmenting algorithm similar to those predos
Figure 6. The matrix representation of the 2-step transitive by Wong,et al. in [3] and by Chabdrat al. in [5]. The
closure of the BWMN graph. performance of the four algorithms are evaluated an

O O OO O o o o -
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P PP ORPREROR PR
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compared in terms of the delay constraint, theyridad 60 T — ——
i i ipbt et Rscurs
constraint, and the gateway capacity constraipeaively. eighod Ko
We have developed a MATLAB program to randomly sob ——Augmenting

generate gateway placement problems. All the gésera
gateway placement problems have 200 mesh routeas on
10 x 10 plane. The connection radius is 1.0, ar& th
minimum distance between any pair of mesh routers i
0.5. We have use the program to generate 30 iresanc
for each of the set-ups, and have used the fooritigns

IS
=S
:

Number of Gateways
(9%
<

to solve the gateway placement problems. The 20r g
performance of the algorithms is evaluated by the
average number of gateways of the 30 runs for edch 10k i
the set-ups in each of the evaluations. .

The implementations of the weighted recursive 0 o e
algorithm, the iterative greedy algorithm, and the 61 2 3 4 5 6 7 8 9 101

augmenting algorithm used in the evaluations isothes Delay Constraint

used in [1] and is kindly provided by Mr Bassam Aou Figure 11. Comparison of the effects of the hop constraint
and Prof. Raouf Boutaba. However, the program @sed  on the four algorithms. L = NaN. S = NaN.
randomly generating test problems is different frima

one used in [1]. Given a parameterthe test problem 70 : ‘ —— Incremental Clustering
generator used in [1] randomly creates a test probl k. f:}li;%};‘z%‘fﬁﬁsf‘“’
that contains up ta mesh routers, but the test problem 607 =
generator used in our experiments randomly creates
test problem that has exactly mesh routers, which z ) 1
makes the experimental results more accurate dabtlee g
g 401 ]
B
0 1 1 E 30 2l
101 ;
20+
0 0O
. - . 10+ ]
Figure 8. The matrix representation of the BWMN graph.
0 . ; ; : . :
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Figure 12. Comparison of the effects of the link capacity
00O Constraint on thefour algorithms. R = 8. S= NaN.
Figure 9. The matrix representation of the 2 transitive 200 ' —— Tocromontal Clustorng
closure of the BWMN graph. 180l | o Vieighed Rocursive
—+— Augmenting )
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e Figure 13. Comparison of the effects of the gateway
constraint on the performance of the four algorithms. R = 8.
Figure 10. The solution. L = NaN.
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5.1. Effectsof the Delay Constraint

The effects of the delay constraint on the perfarceaof
the four algorithms are evaluated in this sectionthe
evaluation, the relay load constraint and the gajew
capacity constraint are relaxed. The values ofdélay
constraint vary from 1 to 10. Figure 11 shows tredueation
results.

It can be seen from the figure that the performanice
the incremental clustering algorithm is similartbat of
the iterative greedy algorithm and the augmenting
algorithm, but it is better than that of the weight
recursive algorithm, under the delay constraints.

5.2. Effectsof the Relay L oad Constraint

This section evaluates the effects of the relaydloa
constraint on the performance of the four algorghim
this evaluation, the link capacity constraint varieom 1

to 13, the gateway capacity constraint is relaxed, the
delay constraint is fixed to 8. Figure 12 illusteatide
evaluation results.

M. TANG ET AL.

are close to each other.

6. Conclusions

This paper has presented a new algorithm for the
gateway placement problem. Different from existing
algorithms for the gateway placement problem, tigis/
algorithm incrementally identifies gateways and @gissi
remaining mesh routers to the identified gateways. B
incrementally identifying gateways, the new aldurit
can exploit the dynamically generated informatitiowt
the distribution of unassigned mesh routers;
incrementally assigning mesh routers to a gatewsy,
new algorithm can fully explore mesh router assignim
options and therefore benefit to reduce in the nurobe
gateways. Experimental results have shown that in
overall the performance of the new algorithm igyaed
as that of the best of the three top algorithmg] an
sometimes it outperforms the best algorithm.

In addition to its good performance, the new
algorithm has the following advantages: first, iagntees
to find a gateway placement satisfying all the c@sts;

By

The evaluation results show that the performance ofsecond, it has competitive performance; third,aih de

the incremental clustering algorithm is better thizat of
the iterative greedy algorithm and the augmenting
algorithm. It also outperforms the weighted reotesi
algorithm when the relay load constraint is 1 arttemv
the replay load constraint is greater than 8. Bu$ not

as good as that of the weighted recursive algoritfivan

the link capacity is between 2 and 8. In overdie t
performance of the incremental clustering algoriieras
good as that of the weighted recursive algorithrictv

used for the BWMNSs that does not form a connected
component; fourth, it is easy to implement and use.

7. Acknowledgement

The author would like to thank Mr Bassam Aoun and
Prof. Raouf Boutaba for providing the source codedu
in their research on the gateway placement probiem

is the best among the existing gateway placement[l]-

algorithms, under the relay load constraints.
5.3. Effectsof the Gateway Capacity Constraint

The effects of the gateway capacity constrainthenpter-
formance of the four algorithms are studied in this
section. In this evaluation, we test the perforneaoicthe
four algorithms when the gateway capacity constrain
varies from 1 to 15. The delay constrain is se8 tand
the relay load constraint is relaxed. Figure 13wshthe
performance of the four algorithms in relation teet
gateway capacity constraint.

The figure shows that that the performance of the

weighted recursive algorithm is the best amongfole
algorithms. The performance of the incremental
clustering algorithm is similar to that of the weigd
recursive algorithm, and it is better than thattbé
iterative algorithm and the augmenting algorithmewh

the gateway capacity constraint is tight. When the [5]

gateway capacity constraint is relaxed, the peréomres
of the recursive clustering and assignment algar,itthe
iterative greedy algorithm, and the augmenting @lgm
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Abstract

To fully utilize the diversity of multi-radio, a meparallel transmission method for wireless medwakk is
proposed. Compared with conventional packet trassion which follows “one flow on one radio”, it sse
the radio diversity to transmit the packets on edidht radios simultaneously. Three components are
presented to achieve parallel-transmission, whietcantrol module, selection module and scheduléuieo

A localized selecting algorithm selects the rigidios based on the quality of wireless links. Twadlk of
distributed scheduling algorithms are implementedransmit packets on the selected radios. Finally,
parallel-adaptive routing metric is presented. 3aton results by NS2 show that this parallel-trarssion
scheme could enhance the average throughput obrieby more than 10%.

Keywords: Wireless Mesh Network, Radio Diversity, Parallehismission, Scheduling Algorithm

1. Introduction WMN in its white paper. It's shown that multi-radio
mode has the best performance. Bahl [3] shows &ggel
systems using multiple radios in a collaborativenne
dramatically improve performance and functionaditxer
the traditional single radio wireless systems, that

Wirelesslocal network (WLAN) is widely implemented
today to provide hot spot coverage. Wireless Mesh
Network (WMN) [1,2], a new wireless architecture is . .
emerging as a latest trend in development becaise o POPular today in terms of energy management, capaci
lower cost and wider coverage. A WMN is made up of enhancement, mobility management, channel failure
Mesh Routers (MRs) and Mesh Clients (MCs). MRs with recovery, and Ia;t—hop packet scheduling behaor.
less mobility form the backbone of WMN, provide € basis of this work, a great number of related
access to Internet for MCs. MCs might be mobile or researches have been done in terms of routing,umedi

stationary, and they can be linked to MRs direatty ~ @Ccess control, channel assignment etg[®2].
with the help of other clients. Some of MRs work as  Most works on MR-WMN are based on “one flow

gateways. As a result, all the covered equipmeartsbe  fransmission on one radio”, that is to say theesyswill
linked to Internet in several hops. select a best radio to use when transmission ocfiirs

Recently the tremendous popularity of wireless Selects the best link quality corresponding to oautio.
systems has led to the commoditization of RF trans-Some other researches focus on channel assignment
ceivers (radios) whose prices have fallen dramiitica which tries to make the network with lower integfiece
The use of two or more radio modules in a device isand higher capacity [13,14]. As node only seletis t
becoming economically feasible. On the other hand,best radio, mostly, some radios are free. Linksvben
MRs and MCs must content for single channel totwo nodes are always more than one in multi-radio
forward packets in Single-Radio WMN. The channel environments, and they work on different channel, s
contention leads to a low network capacity and packets could be parallel transmitted on them. ilt w
non-predictable network delay. Due to the physical €nhance the throughput of transmission. To makehall
limitation it is very hard to improve the perforntan  radios collaboratively work on one node, utilizitige
through protocol redesign. Therefore, to furthepiave  radios’ diversity will be the main point of this per. We
the flexibility of WMN, a MR is usually equipped thi provide a parallel-transmission method here, medawh
multiple radios. BelAir [20] reports the capacity 8 a parallel-adaptive routing metric is provided wimeesh
modes (single-radio, dual-radio and multi-radio) of nodes are selecting routes. The contributions @ th

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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paper are as follows: used in wired network routing protocols. However,
« It's the first provision of adopting parallel tramission ~ Minimal hop count couldn’t be equal to good linlatity
to advance the multi-radio utilization. because of the complexity of wireless link. Most

« A Parallel-transmission model proposed, which résearches try to achieve a good routing metric to
makes parallel-transmission operate as on one.radio character the quality of wireless link. [10] pretsethe

e The selecting algorithm operating on the model is expected number 9f transmission (ETX) which is
localized and the selection is based on the quafity measured as follows:
wireless links. This algorithm adapts to the asyitmyne ETX = 1 )
of wireless environments. d, *d

» Two distributed scheduling algorithms are presefied
our model in different ways. Algorithm 1 transmits packet successfully arrives at the recipient.

muItipIIe, tpgssig_ly er'rA\c;nec_)tLrl]s cgpies of f'f: givenkeiiam d, (reverse delivery ratio): probability that the ACK
on selected-radios. Algorithm 2 transmits packets 0 packet is successfully received.

dr (forward delivery ratio): probability that a data

different radios with random probability. Analysis done in [11] shows that ETX has the best
* A parallel-adaptive routing metric is introduced fo performance compared to hop count, RTT and PkiRair
routing selection. static multi-hop wireless networks. Based on ETH], [

Some simulation experiments are carried to show thaprovides a new routing metric called WCETT which
parallel transmission could exactly enhance the- per could character the diversity of multi-channelislbased
formance of wireless mesh networks. Three key per-on the idea of MUP. Now, most routing designing in
formance metrics are analyzed in this paper. Owr tw based on the above work. On one hand, many routing
parallel algorithms both could improve the througtipy metrics [5,10] provide better characterization ofkl
10-50%, and the delay could exactly fit the trarssion state. On the other hand, routing protocols for timul
of some special applications such as VolP and so onradio environments [5,6] use these metrics to find
Meanwhile, the retransmission probability reducsing  transmission path. However, all of them have theesa
scheduling algorithm 1. disadvantage, which is the low utilization of muhlidio.

The rest of the paper is organized as follows. In  To fully utilize the diversity of multi-radio, a pailel-
Section 2, we present a review of related workhis t transmission scheme is provided. This parallel-
area. Motivations of this paper are provided irtisac3.  transmission is adaptive to multi-hop wireless mesh
Section 4 describes our parallel transmission masha  network.

And in section 5, an adaptive routing is proposed.
Section 6 shows the simulation results. Finallgtise 7 3. Moativation
concludes this paper.

3.1. Paralld Transmission
2. Related Work

Two interfaces working on different frequency can
2.1. MediaAccess Control for Multi-Radio System forward the packet simultaneously as it is regaredo

self-interference. To achieve more capacity, the
utilization of diversity of multi-radio and multirannel
becomes a key point. Many channel assignment Higusi
[14-16] try to find the optimization assignment using
both centralized and distributed methods. Multi+otel
and multi-radio comes in order to decrease the
self-interference under the transmission range and
enhance throughput of end-to-end transmission.
However, the mere usage of diversity of multi-raftio
preventing inter-flow or intra-flow interference it
enough. This paper proposes a new usage of thesitjve
of multi-radio, which is called parallel transmissi
Figure 1 shows that the two transmitting nodes are
equipped with dual-radio and they work on different
channels with no interference. Thus the packetbnéi
and link2 can transmit simultaneously just as Pd B
do. The existing researches only considered thallphar
transmitting between links in which the transmitin
node pairs are different.

Several researchers have submitted extra mechatisms
improve the performance of multi-radio wirelessweak
using multi-radio diversity. For wireless local are
network, the Multi-Radio Diversity (MRD) wireless
system is presented in [9], which uses path ditxetsi
improve loss resilience. It incorporates two tegaes to
recover from bit errors and reduce the loss ratseiwed

by higher layers, without consuming much extra
bandwidth. One is frame combining, and the other is
request-for-acknowledgement (RFA).

In multi-hop wireless network, another multi-radio
unification protocol (MUP) is introduced in [6]. MR
conceals multiple NICs from layers above it by
presenting a single virtual interface, and then MUP
periodically monitors the channel quality on each
interface to each of its neighbors. When it is tbtmesend
a packet to a neighbor, it selects the right iaieefto
forward the packet on. This means that at one Nt
only allows one interface to work and the otheeiifi#tces Linkl |
are out of work. It's a low utility ratio of multiadio. —< | >_

= -

Link2 |

Receiver

1933 TUSURI]

2.2. Routingin MR-WMN

As a simply implemented metric, hop count is widely Figure 1. Parallel transmission between two nodes.
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Utilizing radio diversity to improve network

performance can be considered in both the MAC desig

and in routing selection. In MAC design, parallel

Radio 1 —— ———— Radio 2

— — —Link 2 ———

Radio 2 Radio 1

transmission control strategy is a supposed scheme.

Packets in the transmission queue are dividedattsinit
from different links between the transferring nquotir
according to the link performance. In routing path
selecting, a node equipped with multi-radio cowddsken
as multi- hosts and which is called layer-2 routimgthis
paper, the parallel strategy is considered in MAGigh.

3.2. Paralld Transmisson Adaptive Routing Metric

Mesh routing metrics such as ETX [10], ETT, and
WCETT [5] are mostly link characterized. A unicast
routing is to select a path formed by several linkdch
have the best performance. Thus the selection ithen
link instead of on the node. The attention shoukd b
focused on the parallelized links when parallel
transmission occurs. Since we could get performarice
each link, one unique metric should be integrated t
character quality of the parallel transmission $inBoth
the cost and time decreasing caused by parallielizat
should be considered. A routing metric adaptiveajbelr

transmission achieving by mathematics analyzing is

presented latter in section 5.
4. Parallel Transmission System

4.1. Paralld Transmission System Model

Figure 2 shows the model of parallel transmissibime

N1 N2

Figure 3. A transmission example.

For each node, airtual MAC address is assigned,
otherwise, each NIC has its real physical addrédsen
node discovers a neighbor, not only the virtualrads! of
this neighbor should be known, but also the redress
of the interface. As seen in Figure 3, there’s timks
(Link 1 & Link 2) between node N1 and N2. We use th
following format to character Link 1:

(Idn1, Idradiod-(1dn2, 1dRadiod

Idy; denotes the id of nodd,. virtual MAC address
could be used herddruioi) figures the real physical
address of which radio is linked.

In this paper, link metric is proposed to charather
quality of link. Thus, each network interface willovide
a link list which includes all links using this arface.
Table 1 describes each element of this data steictu
Meanwhile, we call iMac Metric (M_Metric).

As described aboveldqge, 1dnc) could character the
information of both node and interfadeink Metric is
used to character the quality of this link. Thezemany
types of metrics have been researched, such as &tTX,
ETT [5] is proposed to fit multi-radio system, thitiss
used to characterize link metric in this paper.

ETX*S

left part is the protocol stack. Parallel transioiss )
mechanism is implemented at the link layer called

parallel-adaptive MAC. It does the collaboration of sjs the size of packet amlis the bandwidth of this link.
multiple interfaces and exposesietual MAC address in M_Metric of each NIC is input to Selection Module.
place of the multiple physical MAC address. Thusnf  when a link is selected, think Status filed in the
the application perspective it operates as if tiemly 2 V_Metric of it will be updated to 1 (1 indicates selected
single wireless network interface. and 0 unselected). After selecting completes, tH¢AC
The parallel-adaptive MAC includes three components exposes a singleirtual MAC address in place of the

control module (V-MAC), selection module, and safled  selected multiple physical MAC addresses used ky th
module. Selection module selects the right inteafor  \ireless Network Interface Cards (NICs).

each flow using a localized algorithm. Schedule nled
will transmit packets using these selected inteac
V-MAC is designed to do the unification work such a
exposes theirtual MAC address to the upper layer. Since
the transmission mode is changed, transmissionityual
between two nodes has been motivated. A paralsgtac
metric is proposed in routing layer.

ETT =

4.2. Paralld Transmission Scheduling

As described above, Selection Module and Scheduling
Module will determine which interfaces to choose fo
parallel transmission and how to schedule them.

1) Localized Selecting Algorithm

When a transmission occurs on nagét must know
which radios to transmit these packets firstlyoddlized
selecting algorithm is provided here based on tradity
of wireless linksM_Metric of each link is INPUT of this
algorithm. While selecting ends, it gives a stroetu
| (SUM-MAC) which is the OUTPUT of this algorithm.
SUM-MAC should indicate the information of selected
radios.

IP(routing) IP(adaptive_metric)

V-MAC

Selection Module | Schedule Module

MAC(parallel-adaptive)

M_metric-1 | M_metric-2 |M7me1ric-3

Figure 2. Parallel Transmission System Model.
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Algorithm 1: Sdlecting Algorithm for Node u

INPUT: L(M_Metric) link of M_Metric for each NIC

OUTPUT: SUM-MAC(u), the associated MAC structure of nade
PROCEDURE:

1:  function SUM-MAC(u) =RadioSelect(L(M_Metric))
2: for each neighborof nodeu
3: Best_ NIC = Select_Best(L(M_Metric))
= Find the NIC with best link metric
4: for each NIC of nodeu
5: if ( compare (M_Metric(cur), M_Metric(Best))
<e)
=  Value difference of link metric between NIC
cur and NICBest is less than ¢
6: Add(SUM-MAC(u),M_Metric(cur))
7: Update(M_Metric(cur))
=  Select the current NIC and update its
status

8: end if
9: end for
10: MAC Combing(SUM-MAC(u))
11: endfor
12: end function

The basic idea for this selecting algorithm can be
sketched below. NIC with the best link-metric fach
link is selected first. Then the algorithm will set
certain NICs which have the similar link qualitytivithe
best. And £ is a common-sense value. The selected
NICs are added t&UM-MAC and the field ofLink
Satus is set to 1. Finally a combining work is done for
each link andBUM-MAC of nodeu is outputted.

Note that Algorithm 1 is a localized one with each
node u running a copy and making its decisions
independently. As we know, links of wireless emmreents
are asymmetric due to interference of neighbor spde
background noise and so on. E.g. as shown in Figure
the quality of transmission from node N1 to node N2
with link 1 may be different from transmission from
node N2 to node N1 with linkl. Thus, the selecting
results between transmission (MIN2) and transmission
(N2->N1) are different. It is suitable for asymmetry of
wireless environments.

2) Two Scheduling Algorithm

ET AL

A SCH_D (u) for each transmissiom will be gotten
by this algorithm. Packets are copied and sentamh e
selected NIC inSUM_MAC. At the receiver, Virtual
MAC handles data transmissions and retransmissions.
Since the packets are copy-sent, loss resilience is
improved here. For example, there're two links are
selected between two nodes. We assume that lessfrat
them arep;, p, separately. Packets are lost onlyirk 1
andlink 2 all missed. The probability igp=p,* p, .

Multi-transmission with one packet will affect the
performance of network when it is with heavy load.
Another algorithm called partition-based scheduliag
present as follows. It aims to improve throughpéit o
network.

Algorithm 2.2: Partition-based Scheduling Algorithm for

Nodeu

INPUT: SUM-MAC(u) of Nodeu, Transmissiomn

OUTPUT:SCH_D(u) for Transmissionm

PROCEDURE:

1: function SCH_D(u)
Partition_Schedule(SUM_MAC(u),m)

2: Initialize (SCH_D(u))
3: Nodei = GetNeighbor (m)
4. for each member i of SUM-MAC
5: Compute_prob(i)
6: end for
7 vectorp = BuildVector(prob of each NIC of
V-MAC)
= Get the neighbor node by transmission
8: for each packetp of m
: hit = random(vectorp)
10: update ( SCH_D)
11: end for
12: end function

The basic idea of Algorithm 2.2 is sketched below.
Node u, the source, first gets the neighbor node which
the packets will be transmitted to. For each padkes
transmitted by the selected NICs with a random
probability. This probability is denoted as follaw#/e
assume that there’tdinks are selected and the metric of
them areETT,, ETT,...ETT,. The probability of each link

After certain radios are selected, schedule modulélS:

assigns packets transmitted to these
transmitting. INPUT of scheduling iSUM_MAC and
OUTPUT is SCH_D which is packet queue for
transmitting. Two kinds of scheduling algorithmse ar
implemented here.

Algorithm 2.1: Copy-based Scheduling Algorithm for Node u

INPUT: SUM-MAC(u) of Nodeu, Transmissiom

OUTPUT: SCH_D(u) for Transmissionm

PROCEDURE:

function SCH_D(u) =Copy_Schedule(SUM_MAC(u), m)

2: Initialize (SCH_D(u))
3: Nodei = GetNeighbor (m)
=  Get the neighbor node by transmission
4: for each member oSUM_MAC(u) and Neighbor ID isi
5: Update(SCH_D(u),m)
6: end for
7 end function
Copyright © 2009 SciRes. 1.J

radios for

D ETT,
rob = k#i 3
proh ETT 3
I<s<num(selected ) j#I
This probability is obtained by these rules:
prob =1
for all selected NIC i
prog _ ETT, @
prob, ETT,

It is possible that there is only one best linkthis
case, it will be a one-link selected. For each pagkit
will be randomly transmitted on NIwith a probability
of prob,, which is computed by (2). For example, if two
radios are selected, and link metric of them (E@&T9
0.2s and 0.4s separately. Thewob, =ETT./(ETT,+

. Communications, Network and System Sciences, 2009, 1, 1-89
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E-l_rz) =2/3, an(*)rObz = E'I_I'1/(E'I_I'l+ E-l_rz) =1/3.

Some other link metric could also be used here.
However, it must be short-term and propagated iedl
In Wireless Mesh Network, the locations of nodes ar
fixed, and therefore the set of potential neighbors
(adjacencies) of a node that are within its trassion
range is also static. On the other hand, the quafita
wireless channel between adjacent
frequently because of various factors such as maier
interference, channel fading, and inclement weat8er
our parallel-transmission is based on a neighbor pa
other words, it is just one hop, and our link neets
short-term based.

5. Parallel Adaptive Routing Metric

As stated in [11] the metric “hop count” cannot Wwor
well in static wireless networks. Meanwhile, wirgde
link quality characterization is a hard problem dnese of
the variability of wireless network. As a resuttrdcasting
more veracious information of the wireless network
performance is kernel part of the routing design.

CT =T, +send(T) 8)

Equation (8) gives a routing metric which is adagti
to our scheduling mechanism for the two parallel
scheduling. It works well for routing protocol.

6. Simulation Results

nodes varies

The distributed algorithms presented in Sectioneten
implemented inns-2 [17]. The simulation for our
protocol proposed in this paper uses the topology
creator to randomly create the scenarios. Tablev@sg
the default parameter setting used in the simutatio
study.

Each node is equipped with 5 radios. Two kinds of
traffic source are set, one is CBR, and the othd¥TiP.
The source-destination pairs are spread randomgy ov
the network.

Evaluation of the serial algorithm and our 2 padall
scheduling algorithms are investigated. Meanwhiled
key performance metrics are evaluated:Toughput —
the data packets delivered to the destination g¢eeiby

However, as the main work of this paper focuses onthe CBR and FTP sources; (Belay-the delay jitter

parallel-transmission, designing a new link mefidc
wireless mesh network is not considered here. pars
only proposes a parallel-adaptive routing metrigoihs
improved from ETT.

An assumption is made thiabk 1 andlink 2 between
the node pair A and B are selected to join the l[@hra
transmission.

As in Parallel-1 Algorithm, packet will be sent both
onlink 1 andlink 2. Packet will be come first when link
has the best ETT. Thus, for Parallel-1 Algorithre t
metric of sending time is calculated as follows:

send(T) = min (ETT,) ©)

While in the previous description of Parallel-2gth
packet list is divided into two parts, which witahsmit
separately. Suppose the expected transmission ime
ETT,; onlink 1 and ETT, on link 2, and there ar@
packets, each of siZ&, waiting to be sent. As described
above, the number of packets transmitted on ilimkll
be:

num(Transmit,) = n* prob

D ETT,

=n * k#i (6)
ETT,
I<isnum(selected) j#i
Then the sending time will be:
ETT,
Send - n* I<k<num(selected ) 7
Q) — @)

]
I<tsnum(selected) j#t

Now, let us denote the constant cost of packet

scheduling isT,. The routing metric Cost Time (CT) is
defined as follows:

Copyright © 2009 SciRes.

above the minimum one-way packet delivery time; (3)
Retransmission probability-number of retransmission
packets with a certain number of sending packets.

6.1. Throughput

As described above, 10 pairs of UDP and TCP flomes a
run in the scenario randomly. We compare the
performance of none-parallel scheme (MUP) against o
two parallel schemes.

1) Impact on UDP Throughput

We now consider the 10 pairs UDP transmissions in
the scenario. Each throughput of the 10 pairs asvghin
Figure 4. As shown in Figure 4, both the two pafall
algorithms improve the throughput in UDP flows. The
average throughput over 10 UDP flows for the none-
parallel experiments is 2.86Mbps. Meanwhile, our
parallel-1 is 3.31Mbps and parallel-2 is 5.44Mbpke
two parallel algorithms constitute improvementsl6f6
and 90% separately.

Table 2. Basic settings for simulation experiment.

Parameter value
To 5% of transmission time
€ 10%
Number of nodes 50
Filed 2000meters * 2000 meters
Transmission Range 250 meters
Carrier Sensing Range 500 meters
Application CBR FTP
Packet Sze 500 bytes
Path Metric Hop Count WCETT SMTT
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‘ ONone-Parallel B Parallel-1 OParallel-2 ‘ 6 2 Del a'y A nal yS S

i
N

Many applications such as VolP and video streaming
ol require a relatively low packet delivery delay not
H M exceeding 100-150 ms [18,19]. Here, we investigdite

the flows described above. In other words, bothTtG®

4f transmissions and UPD transmissions are calculsesl

2 To simply analysis, retransmissions are neglecasd,

only the one-way packet delivery delay is captured.

1 2 3 4 5 6 7 8 9 10 Figure 6 shows the one way delay distribution af ou
10 Pair of Transmissions simulations. Compared to none-parallel scheduling,

parallel-1 delivers packets with a lot smaller gela

because it is able to recover most corrupt frame

retransmission to the neighbor, and meanwhilepitic

improve the bandwidth of the network. Parallel-2ildo

[
o
]

Throughput (mbps)
(o2}

Figure 4. UDP throughput comparison.

Table 3. Average throughput for UDP transmissions.

Transmission Average Throughput (Mbps) also improve the throughput of the network. Since
None-parallel 286 parallel-2 uses some devices which have more packet
Paralld-1 331 loss probability, it may impact the delay. Howevir,

still has 5% more packets delivered than none-fgdral
scheme below 1ms. However, about 25% of the packets
in the two parallel scheduling mechanisms are detiat
with a significantly higher delay than none-padalle
Nonetheless, our parallel scheduling is able taveel
95% of the packets within a delay of 45 ms, whish i
well below the delay bound of 150 ms that can be
tolerated by telephony and video applications.

Paralld-2 5.45

2) Impact on TCP Throughput

We now consider the impact of parallel on TCP
transmissions. 10 pairs of TCP transmissions ase al
tested in the simulation. The results of throughare
shown in Figure 5. Table 4 figures the average
throughput of the three kinds of transmissions. édon
parallel is 2.48 Mbps, Parallel-1 is 2.89 Mbps and . . :
Parallel-2 is 2.80 Mbps. The average throughpuiath ~ 6-3-  Retransmission Probability Analysis
two parallel algorithms improves by more than 1096 t
the original scheduling. Compared to UDP flowshas  T0 characterize the loss probability of each link b
less impact on TCP flows. It is caused by that higher layer, we summarize the number of retrarsoms
performance of TCP flows is influenced by RTT. When Packets. The comparison of 3 scheduling is shown in
the node doesn't choose the best link to transedkets, ~ Figure 7. This is based that we have limited thenlper

it will cause more delay. It increases the valugRafr. ~ Of packets sending. We set the maxpkts_ to 150@t Th
Thus, TCP performance decreases. However, the whol@eans the application only procedure 1500 packets.
capacity enhances. the sum of retransmission packets for all flows is

calculated. We could see that the none-parallel and
parallel-2 schedule almost have the same number of
retransmission packets, because parallel-2 onlys#o

‘ ONone-Parallel BParallel-1 OParallel-2 ‘

427 these NICs which have the similar loss probabdgythe
4 best one. However, as multi-send of packets byllphfa
35 it has the less retransmission numbers than others.

251 1.0

154 0.9

Throughput (mbps)

0.8
0.5+

0- 0.7
1 2 3 4 5 6 7 8 9 10
10 Pair of Transmissions

0.6

—=a— None-Parallel
—a—Parallel-1
—e—Parallel-2

0.5+

Figure 5. TCP throughput comparison.

0.44

0.3

Franction of Packets

Table4. Average throughput for TCP transmissions.

0.2+

Transmission Average Throughput (Mbps) .

None-parallel 2.48 00 , . T
Parallel-1 2.89 = . Delay (s) " l
Parallel-2 2.80 Figure 6. Delivery delay comparison.
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IN WIRELESS MESH NETWORK

7. Conclusions

In this paper we present a new usage of multi-radio
diversity in wireless mesh network. A new parallel- [7]
transmission model is proposed which makes packets
transmit on different radios simultaneously. Based
this model, a radio selecting algorithm and two
distributed scheduling algorithms are presented.ai¥e
provide an adaptive routing metric based on oualjedf
transmission, which can fully take advantage of the
diversity of multi-radio.

Simulation results show that our new scheme could
enhance the performance of network both in throughp
and delivery delay. And also the whole retransroissi
probability decreases.

The main work of this paper is to provide a new
transmission scheme. There're still many works € b
done in the future. For example, some scheduling
optimization based on multi-hop could be further [1q
investigated, which will require the analysis ohbeior
of flows.

(8]

(9]

8. Acknowledgements
. . [11
The research is supported by USTC Innovation
Foundation for Graduate Students 2007 under Grant N
KD2007048 and Natural Science Foundation of AnHui
under Grant No. KJ2007A053.

We are grateful to Dr. Vivy Suhendra, who has made
a lot of help in this paper. We are also grateful t
anonymous reviews for their invaluable and consitrac
comments and suggestions.

(12]

(13]

9. References

(14]
R. Bruno, M. Conti, and E. Gregori, “Mesh networks:
Commodity multihop ad hoc networks”, IEEE Communi-
cations Magazine, Vol. 43, No. 3, pp. 1231, March 2005.

I. F. Akyildiz, X. D. Wang, and W. L. Wang, “Wireds
mesh networks: A survey,” Computer Networks andNSD
Systems, Vol. 47, No. 4, pp. 4487, March 15, 2005.

P. Bahl, A. Adya, J. Padhye, and A. Wolman, “Re-
considering wireless systems with multiple radigdsCM
SIGCOMM Computer Communication Review, Vol. 34,
pp. 39-46, October 2004.

A. Adya, P. Bahl, J. Padhye, A. Wolman, and L. Doizh
“A multi-radio unification protocol for IEEE 802.11
wireless networks,” Proceedings of the First Ina¢ional
Conference on Broadband Networks (BROADNETS'04),
pp.344-354, October 2529, 2004.

R. Draves, J. Padhye, and B. Zill, “Routing in muéio,
multi-hop wireless mesh networks,” Proceedingshaf t
10th Annual International Conference on Mobile Catimy
and Networking (MobiCom'04), pp. 11428.

A. A. Pirzada, M. Portmann, and J. Indulsk, “Evéaiom
of multi-radio extensions to AODV for wireless mesh

(1]

(2]
(15]

(3] (16]

4l [17]

(18]

(5] (19]

(20]

(6]

Copyright © 2009 SciRes.

networks,” Proceedings of the International Worlsba
Mobility Management and Wireless Access (MOBIWAC
2006), pp. 4551.

M. Kodialam and T. Nandagopal, “Characterizing the
capacity region in multi-radio multi-channel wirsée
mesh networks,” Proceedings of the 11th Annual
International Conference on Mobile Computing and
Networking (Mobicom’05), pp.737, September 2005.

M. Alicherry, R. Bhatia, and L. Li, “Joint channel
assignment and routing for throughput optimizatian
multi-radio wireless mesh networks,” Proceedingshef
11th Annual International Conference on Mobile
Computing and Networking (Mobicom’05), pp. 52,
September 2005.

A. Miu, H. Balakrishnan, and C. E. Koksal, “Improgin
loss resilience with multi-radio diversity in wiesls
network,” Proceedings of the 11th Annual Internadio
Conference on Mobile and Networking (Mobicom'05),
September 2005.

S. Douglas, J. De Couto, D. Aguayo, J. Bicket, and R.
Morris, “A high-throughput path metric for multi-po
wireless network,” Proceedings of the 9th Annuaéin
national Conference on Mobile Computing and Netingrk
(Mobicom’03), pp. 134146, San Diego, California,
September 2003.

R. Draves, J. Padhye, and B. Zill, “Comparison ofiraut
metrics for static multi-hop wireless networks”, oPr
ceedings of the Sigcomm’04, 2004.

Y. H. Kim and J. B. Sunk, “Performance improvement
for best-effort traffic of IEEE 802.11e QoS MAC in
mobile ad hoc networks,” Proceedings of WiCOM 2006.

P. Kyasanur and N. H. Vaidya, “Routing and interface
assignment in multi-channel multi-interface wirales
networks,” Proceedings of Wireless Communicatiors an
Networking Conference 2005, Vol. 4, pp. 202056,
March 2005.

A. P. Subramanian, H. Gupta, and S. R. Das, “Minimum
interface channel assignment in multi-radio wirelegesh
networks,” Proceedings of the Fourth Annual IEEE
Communications Society Conference on Sensor, Mesh,
and Ad Hoc Communications and Networks (SECON
2007), June 2007.

Trops Network: Assignment of channels to links ofles
within a mesh network.

B. J. Ko, V. Misra, J. Padhye, and D. Rubenstein,
“Distributed channel assignment in multi-radio 80P.
mesh networks,” Proceedings of IEEE WCNC 2007,
Hong Kong, China, March 2007.

NS2, http://www.isi.edu/nsnam/ns/.

A. Kopsel and A. Woliz, “Voice transmission in aBHE
802.11 WLAN based access network,” in Proceeding of
ACM WoWMoM (Rome, ltaly), pp. 2332, July 2001.

S. W. Lu, Thyagarajan, and V. Bharghavan, “Desigd a
analysis of an algorithm for fair service in ermpone
wireless channels,” Wireless Network, Vol. 6, pg33
343, 2000.

Bel Air Networks, http://www.belairnetworks.com/.

1. J. Communications, Network and System Sciences, 2009, 1, 1-89



I. J. Communications, Network and System Sciences, 2009, 1, 1-89 %ﬁ\}\ Scientific

Published Online February 2009 in SciRes (http:#n8ciRP.org/journalfijcns/). ) g;slfl‘;;',j?”g

Generality Challenges and Approachesin WSNs

Fadi TIRKAWI, Stefan FISCHER
Institute of Telematics, University of Luebeck, Luebeck, Germany
Email:{tirkawi, fischer} @itm.uni-luebeck.de
Received September 4, 2008; revised December 1, 2008; accepted December 31, 2008

Abstract

Ignoring the generality in the design of Wireleensor Networks (WSNs) applications limits their dis.
Furthermore, the possibilities of future extensand adaptation are also restricted. In this pap=reral
methods to enhance the generality in WSNs are imgolaWe have further evaluated the suitabilityhafse
methods in centralized and de-centralized managesaenarios.

Keywords Component, Middleware, Standardization, Generalifiyeless Sensor Network, Management, COTS

1. Introduction provides several important benefits such as cotifigtj
interchangeability, and simplicity. The compatityili
enables the users to take the advantage of differen
components in similar architectures. The intercbabdity
among components with different architectures is
enabled. The simplicity enables having a simple and

The field of wireless sensor networks (WSN) is
becoming a very popular area that starts havingyman
applications in different fields. In addition toetbbenefits

which one can get, this expansion also comes wihym il fint t' ith th ; .
difficulties. In this paper, we target one of themmely similar way of interacting wi € components arsihg

to provide standard and general paradigms in dgalin them. Ge_nerality solutions pr(_)vide ather a_d\_/antagmﬂn
with WSNs. Supporting platform- and hardware- irefejent as resolving the _heterog_e neity and providing opssine
applications for WSN is very important in orderdase AIth_O_th generality provides many advantages, dsad_
the use of the big diversity of WSN applications. additional overhead to the system. However, this
Moreover, in WSNs, finding generic management archi ovgr.head should not cause a significant loss of the
tectures that can be reused for managing diffesensor efficiency. L . o .

node platforms is a challenge being posed and, WSNs are apphcayons—spec_lflp, Wh'Ch.'S’ ob\{lously
emphasized by the WSN community for long time. The in contrary to_ generality. Here, it is very diffitto find
management architecture should be capable of rgnnin general solutlons d_ue to the following reasons. fidees _
over a broad range of WSN platforms and supporing " WSNSs have limited resources such as small physic

wide variety of WSN applications. The purpose dgth Sizé, small memory, weak computation, limited egerg
paper is to present generality solution which caviple budget, and narrow bandwidth. Moreover, there idewi

this feature. range of applications in which one can apply WSishs

WSN Management provides control and managemen@S environmental tracking applications, medical and
of the system components such as the network Iayer',ndUS'F”aI applications, home automation apphcmi;o
operating system parameters and application setiimg Surveillance systems, etc. Furthermore, there merse
real sensor nodes. Such tools that can providerigene hardware equipments used in designing sensor nodes.
remote interactions of the nodes are really missing For example, there are many sensor technologieshwhi

Initially, this generality issue should be viewedthe  can be built in sensor nodes such as: ECG, EMG,
context of the current traditional network manageme humidity, temperature, vibration sensors. This diitg
challenges, so that the learned lessons from gégesh  requires a specific design and specific settingsalfy,
the traditional networks should be exploited. Tanes over the last few years of WSNs evolvement, a large
we are going to discuss some similarities andrdisbns number of software solutions have been introduced
of generality between the traditional and wirelssesor ~ which have increased the software diversity andcéen
networks. have complicated further finding general solutions.

In traditional networks, the generality of the syst This paper is organized as follows. Section 2

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 189
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discusses the generality factor in WSNs and itscafig handled to classify the originator of each received
parameters. In Section 3, the proposed generalitynessage. This paradigm can be used mostly in
schemes are explained. Finally, we provide a briefsmall-scale WSNs applications.

comparison among the different generality schemels a Mapping between these two paradigms is possible,

then we conclude with our comments. whether the applications are based on Data-ceotric
Address-Centric components. This means that a igener
2. Discussion architecture component can be realized to resdiee t

heterogeneity between applications based on both
identification schemes. An example of this generic
identification scheme is supported by SP (Sensornet
eProtoc:ol) [2].

In WSNs’ applications, supporting the generality ¢z
achieved through many solutions. Furthermore, th
degree of the supported generality mainly dependh®
degree of similarity and the distinction among diiféerent
WSNSs' applications. Additionally, the generalityheenes
can be evaluated from many aspects such as thdeodtyp
mobility, openness and scalability.

2.2. Incompatible System Matrices

These abstractions represent those componentseof th
; . system, which can not be mapped to each otherthier o

!n the following, we havg specified the parameters words, they represent the components that can eot b
which influence the generality of the system and th ghareq with or reused in distinct WSNs applications
management components. These parameters can R&ample of this scheme is the use of contentiomdas

classified into two main categories: MAC protocols such as CSMS with the scheduling-tase
MAC protocols such as TDMA or FDMA. Although
2.1. Compatible System Matrices these two schemes fulfill the same objectives, they

based on entirely different characteristics. Figure
By these matrices of components, we mean commorfepresents the compatibility and incompatibilityveeen
components which can potentially be compatible with few of the system abstraction components.
large number of system or management architectares. Basically, the main objective of generality is todfa
example for a compatible system matrix is the way to overcome the incompatibility between the
identification of a sensor node or a group of nodes incompatible matrices. To achieve general managemen
current WSNs applications, there are mainly twosvafy ~ solutions for such heterogeneous matrices of W3s,
naming and identifying nodes. They are the follayin propose the two following schemes:

- Data-Centric paradigm: Here, the node is named by * Management based on the compatible system
one or more attributes. This paradigm is the mostabstraction matrices, in which vendors of a spetyfoe of
preferred in WSNs because data in WSNs is demandegensor nodes have to set already-agreed existing
based on certain attributes, not on the node igeitgelf. ~ Management matrices for instance, by followingegitm
It also supports efficient energy consumption asred existing standard or using compatible general abttms.
with the Address-Centric paradigm [1]. Furthermore, * Management based on additional system aatistr
Data-Centric naming provides to a group or to @lsin tions. For example, adding middleware that mandges
node an identification which is based on theirilattes heterogeneity among incompatible components. Amothe
such as geographical placement, events, sensoesyalu way is using formal languages to converge the
time-of-occurrence, etc. incompatibility of the syntax and the semantic agon

« Address-Centric paradigm: This paradigm is com- different components. This can be done using a
monly used in traditional networks to identify a derivation of ASN.1 which is used to provide eféiot
particular node depending on an initially assigned communication between heterogeneous applications in
address. Each node has a fixed address which can beaditional networks.

Application Layer iy Application Layer DR Application Layer
Presentation Layer ASN.J“ Presentation Layer ASN.J“ Presentation Layer ASN.]
Middelware <) Middelware ) Middelware
Epedimic ROUtING  [igmeereseme Link StateRouting <G Link State Routing
DC (Data-Centrig <) C (Address-Centrip (<) DC (Data-Centrig
MAC (CSMA) <4 MAC (CSMA) MAC (TDMA)

Node type 1 Node type 2 Node type 3
"'-':- ''''''''''''''' -‘ - When System layers are compatible

~ When System layers are incompatible

Figure 1. Nodes types heter ogeneity.
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3. Generality Paradigms etc.) and low rate WSNs (habitat monitoring, adtime
monitoring, etc.). For each of these main categorie
To achieve generic solutions for the heterogeneousommon middleware specifications can be given.
matrices of WSNs, we propose five schemes. These ar In order to provide a general solution by using
based on a survey of existing solutions and onrsese  middleware, the sensor node designer should adupt o
we have proposed. These solutions can also beraégly  of the middleware techniques, so that these pdaticu
with the management of WSNs to provide a genericsensor node types support the generality of allemod

management. using the same middleware.
The middleware approach can be applicable for both
3.1. Middleware centralized and de-centralized management solutions

centralized management, where nodes are globally

The middleware aims at providing transparent commonmanaged by one or multiple external entities sush a
level abstractions of one or different levels af thcal or  special strong central nodes or a cluster head, the
remote nodes. In other words, middleware technigues management framework on these strong nodes should
used to resolve two main challenges. The first isfollow the middleware specifications followed oneth
interfacing homogenous applications on differeatfptms,  individual nodes. This can easily be achieved, hese
and the second is interfacing two heterogeneouscentral nodes have unlimited resources as compared
applications running on homogenous platforms. In ordinary senor nodes. Therefore, they can accomtaoda
WSNs, Middleware can be used to reduce and addresmultiple middleware of diverse existing sensor r®de
the limitations of the application specificity. Hlso Hence, such strong nodes can provide support for
supports the commonness of the systems, deploymentjifferent heterogeneous sensor nodes at the saraelti
development and maintenance. Many middlewaredecentralized management, where nodes are locally
solutions for WSNs have been proposed. Sagtad, [3] establishing the management among each other, k&ndo
have covered in their classification large numbiethe should adopt the middleware which is used by other
WSN middleware proposals such as: Mate’ [4], TinyDB existing individual nodes, so that these differantles
[5], SINA [6], and many others. have a common interface. Here, a general managament

In Mate’, a middle abstraction layer is providedhisT  difficult to achieve due to nodes’ restrictionsgiiie 2
layer interprets the applications as byte code.eMaas  shows a representation of the system layers foh bot
24 one-byte-long instructions which can be injedted centralized and de-centralized management.
the network and then propagated to the nodes. 8nch
abstraction hides the original platform (hardwared a 3.2. Dynamic and Mobile Agents
operating system) to unify the interpretation of tklate’
instructions; hence, it provides the portability die Mobile agents, in this context, are small piecesade
applications, which are built using Mate’ instranotiset,  which can be exchanged between the nodes in ooder t
among different platforms that support Mate’ vifuachine. resolve the heterogeneity. These mobile agentsalsm

As it is not feasible to accomplish common middle- be added while the compilation time as the manageme
ware for all kinds of WSNs’ nodes, WSNs should be entities in [7]. Here, the sensor nodes manufactur
classified into subcategories. As a proposal, WSNsprovides an agent which comprises the node spaibifics.
applications can be divided into high rate WSNd\strial These specifications can be later used to enhance
application, medical applications, home surveilenc compatibility with the other nodes specifications.

Application Layer
A
Middleware Layer J

Common Interface F PARNIVA

Centralized Management

Central Basestation Sensor Node type 1 Sensor Node type 2

Figure 2. Representation of a middlewar e to have a general interface between nodes from multiple vendors.
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s

M anagement i i

core i Management core | :

G I : 4 | M anagement core | i
eneral i ;

i General [ i

M anagement <: NAZ i M anagament Genaral i
1 i M anagement !

StAz SNA2 i

ﬁ SNA1 ; i

Centralized Management
Central Basestation Sensor Nodetype 1 Sensor Nodetype 2
SNA1, SNA2, SNA3 Sensor Node Agents of type 1, &spectivally.

Figure 3. Representation of the mobile agent paradigm to enhance the generality of WSNs applications.

In Agilla [8], the users are able to inject the nt@b  of other nodes.
agents, which are special code segments, intoddes
These agents propagate into the nodes to perfoem th3.3. Semantic M ethods
application-specific tasks. This fluidity of thesgents

has the potential to convert the nodes in WSN mto . . ,
) This method is based on agreement of the functional
shared, general-purpose computing platform. Such

platforms are capable of running several autonomou{:ean'ngS of data fields and functionality of compais.
applications in parallel. ere, the exchanged messages among heterogeneous

In decentralized management, the sensor nodeg\pplication are semantically interpreted in _order t
initially announce their specifications by exchamgi Produce a general messaging structure. This general
their agents. Then, the received agents are caefigu MeSSages formf’;\t can be then used to provide gene_ral
with the management core in order to establishnegé ~ Management. Figure 4 represents an example oparsi
management compatible with other heterogeneoussnode Sémantically two different messages from heterogese
This method is very limited due to the restricted Platforms (TinyOS and Contiki), in order to have
resources on the sensor nodes. Also, agents sheuld COMMON message structure.
sent as binary code due to the complexity corrélaii¢h Due to the complexity of applying formal language
sending agents as sources. concepts to generate semantically common messages

In centralized management, this method is morefrom different messages, this method can be maiaty
efficient due to the unlimited resources availaisiecentral on base stations in centralized management. The
nodes as compared to the sensor nodes. As shdvigire complexity and the effectiveness of this methodetelp
3, the management core on the base station cachldie  on the degree of overlapping of the functionality aata
agents as dynamic libraries to resolve the spdgific structures among the heterogeneous WSNSs.

Latitude= 82.22 . _
Longitude=34.04 D Active Message= 2 D D Data
Message from a nodes using
TinyOS based on Data Centric.
D D \{3:204.399.308 D \ Port Number= 249 Data
Message from a nodes using Contiki
operating system based on Address Centric.\_ | il
U U ID U App-ID= 2494 | PayLoad

D Represents the discarded fields due to non-appithg with the other message format.
U Unifield field due to semantically missing capanding fields.

Figure 4. How to produce semantically a general packets used in management heter ogeneous WSNs.
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This method is followed in a tool called Message
Interface Generator (MIG) [9] in TinyOS applicatsorit
is specific for TinyOS applications. However, ibpides

ET AL

instead it sits between the network and data-lmjet
(because in sensor nodes data-processing normally
occurs at each hop, not just at the end pointsa®Pbe

generality among heterogeneous application usingused to identify an individual node, a set of nedesa

TinyOS. In this method, the user assigns semaaticers

to the messages’ fields according to well-known imgm
conventions. On a base station, compatible messages
be semantically generated from the different messag
format. Then, these generated messages can bebysed

communication structure such as a tree. SP provides
generality because it enables the users to useV&y
layer without having to care about the overlaying
network layers. Also, it enables users to use atwork
layer without having to care about the MAC

the management core on the base station by thepecifications.

management framework which can be based on JAVA, C

or any other programming language.
3.4. Standards

Standardization is a way to have compatibility,
interchangeability or commonality among multiple

In WSN, using standards is the most efficient
paradigm to obtain generality due to its simpli@td its
efficiency. Standards cause lesser overhead in both
centralized and decentralized management as cothpare
to the other techniques that provide generality.

3.5. COTS(Commercial Off The Shelf)

systems based on different technical and operdtiona

fields. Using standards is another way to have igdihe
among different systems using a particular standard
In traditional networks,
management standards (technical agreement) ddfiyed
different standardization organizations such
International Organization for Standardization ()SO
International  Telecommunication  Union  (ITU),
International Electromechanical Commission (IEC),
Internet Engineering Task Force (IETF), etc. Out of
these groups we find many standards that are pedpos

COTS paradigm means using the components, hardware
and software, available in the market in the desidge

there have been many of well-known legacy components based on existing

standards enhance the generality, while introducieny

ascomponents increases the specificity of the systeon.

instance, using the common AVR microcontrollers
would ease dealing with sensor nods rather than
designing new application-specific microcontrolldcs

WSNSs, since users have to design more specific
development tools and conventions in the latterecas

for networks management solutions. Simple Network This way is still one of the dominating ways in idesng

Management Protocol (SNMP) is defined by IETF.
Telecommunication Management Network (TMN),

general WSNs applications.

which uses Common Management Information Protocol4, Conclusions

(CMIP), is defined by ITU-T based on the managersent
specifications of OSI/ISO.

Normally, in all standards, one or more of the eyst
abstraction matrices are fixed. These fixed madritave
to be followed by all vendors or manufacturers. yrhe
should fulfill and cover all needed functionally at
specific level of the system. Example for that e t
SNMP. SNMP, which is proposed by IETF, has
specifications which should be fulfilled by all \dors
who are going to introduce a solution compatibléhvair
general to this protocol.

To sum up, generality is an important feature used
address the specificity of heterogeneous platforfiss.
WSNs are application-specific, solutions that supfte
generality provide a great help in management,
deployment and development. Many methods can be
applied to support the generality such as using
middleware, semantic interpretation, mobile agemtd
using agreed standards. The selection of one afethe
methods is based on the degree of application faggci

In the WSN field, there are standards that hava bee @1d On the management type whether it is centrhkize

adopted such as 1SO-18000-7 [10], 6lowpan [11],
WirelessHART [12], ZigBee [13] and Wibree [14]. All
these standards are not developed explicitly forN&/S
rather, they are mainly proposed for supportingegain
low power and low rate networks, which is one catgg
of current WSNs.

SP [2] (sensor net protocol) is, so far, the only
standard-alike that has been proposed specifidally
WSNs. SP is a significant step forward towards
generalization of wireless sensor networks. SPessmts
a unifying abstraction layer that bridges the ddfe
network and application protocols to the different
underlying data link and physical layers. SP is atathe
network layer, which is the IP layer in OSI model,

Copyright © 2009 SciRes.
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de-centralized.

Decentralized
Management

Centralized
Management

Not scalable, easy to Scalable, difficult to

Middleware use, resources-efficientise, resources-inefficient
Eggiﬂn;gile Not scalable, easy to Scalable, difficult to

A use, resources-efficientise, resources-inefficient

gent
Semantic Not scalable, easy to Scalable, difficult to
Methods use, resources-efficientise, resources-inefficient
Scalable, ease to use,

Standards Not scalable, easy to artially

use, resources-efficien esources-efficient
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suitable in large scale WSNs; however, decentmdlize

schemes perform well

in such scenarios,

In general, centralized management schemes are nd#]

as the

management is distributed over all the nodes. The
implementation and the use of different generabrat
schemes in centralized management are simplerithan
the decentralized management. Since the management
centralized schemes is performed at the centraksiod
having sufficient resources, the resources of thel®!

individual sensor nodes are less consumed. The tabl

below summarizes the comparison of the generadizati

methods in

both

management.
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Abstract

Code dissemination is one of the important servigiesvireless sensor networks (WSNSs). Securing the
process of code dissemination is essential in soen@in WSNs applications, state-of-the-art secaode
dissemination protocols for WSNs aim for the effiti source authentication and integrity verificatiof
code image, however, due to the resource constidind/SNs and the epidemic behavior of the code
dissemination system, existing secure code dissdimimprotocols are vulnerable to Denial of SeriDeS)
attacks when sensor nodes can be compromised €inBidS attacks). In this paper, we identify five
different basic types of DoS attacks exploiting épédemic propagation strategies used by Delugey &ine

(1) Higher-version Advertisement attack, (2) FaRequest attack, (3) Larger-numbered Page attagk, (4
Lower-version Adv attack, and (5) Same-version Athack. Simulation shows these susceptibilitiesedu
by above insider DoS attacks. Some simple modelsalso proposed which promote understanding the
problem of insider DoS attacks and attempt to dfyatite severity of these attacks in the courseade
dissemination in WSNSs.

Keywords: Sensor Networks, Code Dissemination, Deluge, Sgcld0S Attacks

1. Introduction nodes exploiting control packets. First is Highersion
Adv attack,second one is False Req attack, the third is
Larger-numbered Page attack, the fourth is Lowesioa
Adv attack and finally is Same-version Adv attatke
also present the degree of damage made by each atta

Wireless sensor networks (WSNs) now can provide
many services witha large number of resource-
constrained nodes. One important service cizde h h titat Vs
disseminationwhich can disseminate new code images rough quantitative analysis. . .
into all sensor nodes that need them over the egsel The paper is organized as follows. Section 2 resiew
link. In order to guarantee flexibility, efficiencand  the related work on security and DoS attacks in \&/SN
reliability of code propagation, a number @bde Section 3 gives an overview of Deluge and describes
dissemination protocols (MOAP [1], Deluge [2], MN#] some vulnerability of the epidemic propagationtsigées.
and Infuse [4], Sprinkler [5], Aqueduct [6], andeBhet ~ Section 4 introduces five basic types of insiderSDo
[7], etc.) have been developed. However, none efth attacks against Deluge and proposes the systemlisnode
consider the communication security of WSNSs. Section 5 evaluates the performance of Deluge under
Recently, some research works (Sluice [8], Secuug@e different forms of the DoS attacks and discusses th
[9] and Deng-tree [10]) have attempted to provide simulation results. Section 6 concludes the paper.
efficient authentication of code dissemination. Jéne
approaches, unfortunately, are vulnerable to Deofal
Service (DoS) attacks because they do not take th
authentication of the control packets (in Deludreytare
named as Advertisement (Adv) and Request (Req)) int A variety of protocols have been proposed to suppor
consideration. code dissemination in wireless sensor networks. FMOA
The contribution of this paper is that we idenfiiye ~ [1] developed by Stathopoul@s al extended XNP [11]
different basic kinds of DoS attacks made by malisi ~and employed a publish/subscribe scheme to propagat

g. Related Work
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software update over a multi-hop network. Delugg [2 of the epidemic propagation strategies in Deluge.
which is distributed with TinyOS [12], shared madgas

with MOAP, including the use of unicast NACKs and 3.1, Overview of Deluge

broadcast of the code. It spreads the code usiatiabp

multiplexing. MNP [3], which was implemented in the Deluge is an epidemic protocol used for code

Michigan State University, introduced a sendertéa dissemination which can guarantee large data abject
algorithm which limits the total number of sendigr®ne be disseminated quickly and reliably over a muttph
neighborhood to mitigate the hidden terminal effect wireless sensor network. It employs advertise-rejue
Rgcent researches have qlevelopeql some protocol_s Sde handshaking protocol [18] to set up a relidiie
provide secure reprogramming services by extendinggirectional link before transferring data and reslube
Deluge with authentication and integrity mechanisms yansmission of redundant data throughout the rdtwo
Sluice [8], SecureDeluge [9] and Deng-tree [10] |5 peluge, the binary image is divided into fixedes
leveraged the similar solutions which based ontaligi pages, each page can be transferred within 48 sime-
signature and cryptographic hash function to guen packets. This data representation supports software
the security of cod_e images. they are disti_ngui?.hmngh update based on page differences and makes use of
structure, granularity and strength of hashing.[13] spatial multiplexing to allow parallel transfers céde
Furthermore, some other protocols which are focuseqmage_ Deluge also borrows some ideas from Trifl®
on security of communication in wireless sensowneis which uses suppression mechanism and dynamic
have been proposed. They can be classified into tw%djustment of advertisement rate to achielansity-
types: asymmetricand symmetricmechanismuTELSA aware capabilityand energy efficiency.
[14] is the representative of the former one. tivted Trickle uses a “polite gossip policy”, where sensor
broadcast authentication via symmetric primitivedyp | 4as periodically broadcast a code shmmary tol loca
and introduced asymmetry Wit.h delayed k_ey disclesur neighbors but stay quiet if they have recently tear
and one-way function key chains. The typical protsC g mmary identical to theirs. It divides time intseries

OT symmetric mechanism are. g-composite key Pre-sf rounds and in each round nodes can decide whethe
distribution and random_pairwise key schemes [15],, 15 proadcast its own Adv. Deluge usgsto denote
proposed by Chaet al They used pairwise keys 10 ihe gyration of round i. And,; is bounded by, and 1,

egtalbhsh a securet C(I)(mmur(;lcagon ![nftrastr!f[ptu'z: tﬁfln each round, a node could broadcast its Adywvahich
WIFEIesS Sensor networks -and attempt to mitiga is picked up randomly in the range,[/2, m]. An Adv

threat of compromised nodes. Moreover, routing 88CU  paq 5 code summapywhich contains two integers{y},
is another important issue which is needed to pay,

. where v is the version number ang is the largest
attention to. Karlof and Wagner analyzed the ségaf v ¢ g

. 4 numbered page available for transfer. If there isea
all thg major sensor network routing protocols and code image injected into WSN by base station, ar#&d
described crippling attacks against all of them and '

d 6 which has received the image, broadcasts an Adv avit
presented countermeasures [16]. summaryp{vs, v¢. When a node R hears this Adyv, it first
However, though many secure protocols have bee

proposed, few of them could mitigate DoS attacks mrbompares. Its_ own Image version Wlth.vs It vs>ve,
node R will update its version iQ Then ifys>yg, node

sensor networks. Strictly speaking, although wealigu i
y sP d d lhg R will send a Req to node S to request smallest

use the term to refer to an adversary’s attempligipt, )

subvert, or destroy a network, a denial of serdttack ~ Numbered page it needed. S broadcasts the requested

is any event that diminishes or eliminates a neligor ~P2ge after it received the Req. Through this procesv

capacity to perform its expected function [17,20he  IMages are propagated to all nodes page by page.
Density-aware capability of Deluge makes effect on

typical DoS attack is that a captured node broddcas . ;
malicious messages to other nodes, resulting irgel ~dv @nd Req propagation, where redundant adveréisem

amount of extra transmission, storage or computatio @nd réquest messages are suppressed to minimize
overhead. Because wireless sensor networks are morgPntention. In each round a node will not broadasst
resource-constrained compared with traditional netg; ~ OWn Adv unless the number of Adv with same verston
they are much easier to be destroyed by DoS attacks ~ N€ard is less than a predefined thresholavhich is
adjusted according to the density of the network.
. . . Moreover, if a node has heard Req packets for dge jit
3. Problem of the Epidemic Propagation of needs before transmitting Req, it will stop reqimegstts
Deluge own Req. Similarly, if a node hears request forghges
with smaller than that of the page it is currently

In this section we will first give a detail desdign of  transmitting, the node suppresses transmitting hef t

Deluge and then we point out some security vulribtia ~ Subsequent code packets. _ _
If the network is consistent, Delugdl decreases its

Supported by the National Natural Science FoundatfoChina unde

Grant No.60573161, the Aualian Research Council Research Nety advertlsement rate, I.e. It sgf;to 2‘[_m'im _eaCh round, but
on Intelligent Sensors, Sensor Networks and InfGonaProcessin W|.” -be not larger thany,. Otherwise, it Setp; to the
(ISSNIP), and the DEST International Science amitage Grant. minimal valuer;. Deluge changes dynamically the rate of
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advertisements to allow quick dissemination when Attack 1: Higher-version Adv
needed and save resources when new code updat@shis is an insider attack which aims to increasergy

propagation is not needed. comsuption and prevent normal nodes from receiving
new code images. We assume the current version of
3.2. Security Vulnerabilities of the Epidemic image in it isv, at this moment a malicious node
Propagation Strategies in Deluge broadcast an Adv with higher versian (v'>0), the

network will be inconsistent and all the neighbades
will update their version ta'. Meanwhile, they will
adjust 7,; to the minimal valuer; according to the
Deluge’s rules. Therefore the adversary could akfhe
dynamic adjustments of the advertisement rate nmisiing
to enforce legitimate nodes to transmit more fradjye
and eventually result in energy waste of network.
Furthermore, if at the same time the base stat@asm h
injected a new image with versioti lower thany', the
However, the power, communication, computation N0des, whose image version have updated’tezould
and storage capabilities of each sensor node @enely 1Ot get the new image with versiofi. In this case, the
limited and wireless sensor networks could be deglo ~ code dissemination will be failed.
in hostile and unattended environments for longoplsr
of time. Each sensor node is insecure, which médas ~ Attack 2: False Request
trivia”y easy to retrieve program code, staticadadind This is another insider attack which targets tooiditice
even dynamic program memory from nodes [20]. unnecessary communication overhead or disrupt the
Moreover, the most of current code disseminationnormal code dissemination. According to the Delage’
protocol like Deluge have not been designed withrules, if a node S sends a Req to node R to request
security in mind. Consequently, code disseminatiay specific page, R will broadcast a large number afec
be possible to face threats from compromised ndéles. packets to S as response. Besides this case, fjae
node is captured, the attacker can gain contrathat requested has a smaller page number than othdrhueig
node and even gain complete control of an entirenodes’, Deluge will give this Req higher priority.
deployed network due to the epidemic nature of Therefore the adversary could leverage these weakse
protocols like Deluge. For example, an adversary ma of the rules to send bogus Req to trigger unnecgssa
use suppression and dynamic adjustments of theransmission of code packets or send Req modified
broadcast rate mechanisms of Deluge to prevent theyhich included a smaller page number in order to
propagation of code updates, waste network ressurce suppress other Req from normal nodes.
introduce unnecessary latency or disrupt the normal

operation of code dissemination. Attack 3: Larger-numbered Page
Although many secure code dissemination protocolStys is an insider attack which is to target sensmie’s

have been proposed recently, most of them aim forgnerqy consumption and looks similar to Attackl tierd
providing authentication and integrity of code uggdain

e above. We assume a node R has successfully recaived
sensor networks to ensure malicious code are no

; . : backets in page0 to pagé According to the Deluge’s
dlssgmmated or installed. However, hone of themrules, when this node R hears an Adv sent by node S
provide the effect schemes to prevent insider ketiac

from exploiting epidemic and suppression mechanismsWhiCh contains higher page(y>y), R will send a Req

of Deluge to launch DoS attacks. Although our fatur Packet to S to request new pagel. This Larger-
goal is to provide Insider-DoS-Resistant code disisation ~ numbered Page of Adv from S could cause inconsisten
scheme, we first should discover and analyze the@Mong neighboring nodes. And these nodes incluling

susceptibilities of Deluge caused by insider Dagcks. ~ Will adjust 7y, to the minimal valuer Therefore a
malicious node can take advantage of this principle

. . . : enforce nodes to broadcast Adv more frequently and
4. Five Basic Tipes of Insider DoS Attacks eventually waste sensor nodes’ energy through induc

and System Models them disseminating meaningless Req and produciog a
of Adv messages.

Epidemic propagation strategies allow rapid diseation

of information through purely local interactions large
scale, dynamic and not all the time coherent
environments. In an epidemic protocol such as Delug
[2], a new code initiated from a source is rebraatied

by neighboring nodes and extends outward, hop Ipy ho
until the entire network is reached. The epidemic
behavior provides high resilience to random process
network failures in the free attack scenario.

In this section we first describe five differensici types

of insider DoS attacks agaist efficient code disaetion Attack 4: Lower-version Adv

mechanisms used by Deluge. Then we proposed simplehis is another insider attack which is similar to
models for these attacks made by malicious nodeg us Higher-version attack except that in this attack

control packets. adversarial nodes could broadcast Adv with lower
version than its neighboring nodes’. Therefore #tiack
4.1. Insider DoS Attacks on Deluge induces a larger number of extra communicationshwae

Copyright © 2009 SciRes. I. J. Communications, Network and System Scie2€89, 1, 1-89
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Table 1. Five kinds of DoS attacks exploiting the égemic Because the impact of the Same-version Adv attack i

propagation strategies used by Deluge. obvious and easy to understand, we shall not preisisn
i model here. Section 5 will give more performancults
Attack Resource Prevention of code obtained by simulation.

propagation or introduction

clezs SRS of unnecessary latency ) )
Attack 1. Attack Attack 1: Higher-version Adv
Adv-based ' Attackl, Attack 5 Firstly we analyze the propagation time of a bogds
3, Attack 4 - -
from one comprised node to all sensor nodes in WS
Reg-based  Attack 2 Attack 2 through epidemic mechanisms like Deluge. This domat

Toaavnfor a nodeh hops away from the first malicious
which lead to resource consumption because mangator node of the bogus AdV Boagy. h = h ‘TagWhereTag, is
nodes which have already the new object profilen@lld e time used by the nodes in advertising theirusog
send their Adv and code packets to malicious node. Adv. To calculateT,y, we need to find the expected
number of transmission required for a successful
transmission of a packet. LB},e.nogoe the probability of
a successful transmission of a packet over a simgpe
Assuming that the retransmission of a packet is
independent, the probability that the number of
gansmissions of a packity; equals k is

Attack 5: Same-version Adv

This is an attack which aims to introduce unneagssa
latency. According to the Deluge’s rules, a nodd wi
broadcast its Adv with summanry only if less than a
thresholdk advertisements with summagy{ v'=v, y'=y}
have been received. Therefore, a compromised nod

could exploit suppression mechanisms of Deluge to P(N,, =K =(1-P p)kflp
reduce the Adv transmission of legitimate nodesugh pit one- o one.hol
sending multiple bogus advertisements with As a The expected number of transmissions for a given

result, the code updates would not be disseminateq)acket is
efficiently and rapidly. N
These five basic kinds of DoS attacks mentioned@bo — k-1
can be divided into two classes in terms of attaekhods. ElNo] = kZ:; ML= Roe- v Fore
Furthermore, the insider DoS attacks against Deluge
can be more complex and effective through combining
the different basic kinds of DoS attacks. For exiamna _ 7,
malicious node can broadcast Higher-version Advievhi Taw = E N‘p"‘](3+ Tunc* Tt Topd
send Req to neighbor nodes. This hybrid attack ccoul i , i
cause much greater damage to the propagation @& codVN€r€Tuac is MAC delay for a sing packely, is the

Tagv Ccould be approximated as follows:

updates in WSNs. transmission time for a single packef,,. is the
processing time required by a node after receiving
4.2. System Models packet. Then the total communication overhead chuse
o by a bogus Adv durin@pagy, hiS
In this subsection, we set up some simple systedefao _ C
for four different kinds of attacks described above COSign-version = COShie S CF Zl: |
(I
0 o<t-lh<l
2 2
1 u <t—T—'h <2
2 2
Ii = n-1 : T n !
n ARSI 2"1<t—5'h smin@ 27+ 5 27T ),n:{ log fn ﬁ
= j=1 I
T t-h-T T, T
log, () |[+| ——| t=-—Lh>T,T=7 (2" -1+
A

where Costyp is the communication overhead a node up bound of the time, when this threshold is exeded
broadcasts an Adw is the average amount of neighbors z,; will be set to 60 seconds [2].

for each node (it is decided by network density and

communication range of a sensor no&)s the number  Attack 2: False Request

of sensor nodes in the netwotkis the number of rounds In Deluge we know that one Req packet sent by a
within Deluge during the€Taqy n hi is the number of malicious node to a neighbor node which has redeive
hops fornodg away from the first malicious nodé&.is a packets requested will cause 48 code packets penss.

Copyright © 2009 SciRes. I. J. Communications, Network and System Scie2€89, 1, 1-89
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Meanwhile all neighbor nodes of this malicious node we compare normal Deluge’'s performance to that of

will adjust 7,; to the minimal value; . Therefore, the
latency introduced by this kind of Attackd sency,
consists of the following components:

T, =Tt T +T

Latency Req tGiveUp Coc

attacking in different cases through using TOSSII] [
which is a bit-level node simulator designed speaify
for the TinyOS platform.

We use two performance metrics in our evaluation:
Communication overheadnd update completion time

where Treq is the time used for requesting the code The communication overhead is measured as the total

packets Tiveup IS the time which is due to the condition
when a node exceeds its limit af requests, it must
transmit to MAITAIN and wait for another advertisent
before making additional requests [Z]cqgeiS the time
required to send 48 code packets.

Treq COuld be calculated as follows based on system

model above:

TReq = E[ thkt] E Nreq];( E qr +

TMAC+ Ttpkt+ Tp)kt

number of packets transmitted by all the sensoresod
during a code dissemination, which is related tergy
consumption. The update completion time is the time
required to finish disseminating a code image tahe
sensor nodes in the network.

In the simulation, we set the parameters of Delge
following. For the maintenance service, we set2
secondsy, =60 seconds, and k =1. For requests, we, set
=0.5, =2, and®=8. And for each set of results, we

where E[N,d is the expected number of requests a perform the simulation 10 times using the same ltapo

node makes to complete a given page Bftd is the
expected time between two requests.
Tcogecould be calculated as follows:

TCode = 48)( E[thkJ(TMAC+ T + Tppl)

tpkt

and then take an average over them. The resuttsesé
simulations are presented in the following subsesti

Attack 1: Higher-version Adv
In this kind of DoS attack, we repeat the simulatwith

The communication overhead caused by a false Re@ 10X 10 grid topology network with adjacent nodes

during T atency IS

COStfals& req = 48)( H thkt] Cos;pkl

Attack 3: Larger-numbered Page
In this attack, the malicious node continuouslyaol@asts
Adv (v=0", y >y’) containing high page number.
Therefore neighboring nodes always keep MAINTAIN
state with high rate of advertisements. The comaoatiain
overhead caused by this kind of attack is
Ctt

Costﬂigh— pageid= Costpk( E Neql+ %ne hope#_)

b Z-I
wheret is attack time caused by a malicious Nd8ge-nop
is the number of contending nodes of neighborindeso
of the malicious node in one-hop range.

Attack 4: Lower-version Adv
In that attack a malicious node pretend having lajecd
with old version. As a result, this node will reguithe
transfer of all pages in the code image. The conmation
overhead caused by Lower-version Adv attack isrgise
Ct t
Cosrowerfversion: COSkaI E Npk]( %ne hope'CLk_
b Z—I
+ E[ NIGiveUp] +48 X Npage)

wheret is attack time caused by a malicious nddeage
is the number of pages in code updates.

+ [E NJ,

5. Evaluation

spaced 15 feet apart (see Figure 1). The black dedetes
a malicious node. And the grey node representsirtste
node which can receive packets from the base statio

Figure 2 shows the communication overhead of
different conditions which are measured as thel tota
number of Adv broadcasted by all sensor nodes @h ea
test case. For the case of free attack, Deluges takeut
10.4 seconds for all nodes in the network to uptize
image version too’. And in this duration the total
number of Adv under free attack is transferred @t%o
less than the condition under High-version Advcita

Figure 3 shows the number of each packet type sent
by all sensor nodes during disseminating a codgénia
the two different conditions respectively.

Among all the simulations, the average number of
Adv packets sent under Higher-version Adv attack.%s
times more than that of the free attack conditiohijle
the average number of code packets sent underkAttac
is reduced by approximately 90%.

We have provided system models of basic insider DoS

attacks against Deluge in Section 4. In this suim®c

Copyright © 2009 SciRes.
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Figure 1. Topology of WSN.
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Figure 3. Communication overhead of free attack andttackl. Figure 5. Update completion time of free attack andttack2.

As we explained earlier, the main reason for this Figure 5 shows the update completion time of thelah
performance difference is that the malicious node network for different size of images in two condliits.
enforces legitimate nodes to transmit more Adv p&k Under the False Request attack, when five pagebeof
by using the dynamic adjustments of the advertistme code image have been disseminated, it takes 4 times
rate mechanisms. When the bogus Adv contains &high |onger than that of the free attack. From Figuneescan
!mage version than the image injected by paseosn;ati also see that when there is only one page in agdma
infected nodes are prevented from requesting the ne i attack could not block reprogramming becatee t
image from base station. Therefore the number af Re malicious node always propagates the Req forfiage
and code packets decrease dramatically. The additional latency i o

y introduced by Attack2 is doe
suppressing other Req from normal nodes when trersaly
sends Req madified which included a smaller pagdeu

These simulation results demonstrate that the False

Attack 2: False Request
In this simulation with a 1810 grid topology network
with neighboring nodes spaced 15 feet apart. Wea let .
malicious node always propagate Req for the fiesjep Requegt a}ttack introduces a Iargg amount of uneanes
of a new image. transmlss!on of code packets Whlch would causeggner
Figure 4 shows the number of each packet type senfonsumption of resource-constrained sensor nodes.
by all nodes during disseminating a code updatthén
two cases respectively. Attack 3: Larger-numbered Page
From Figure 4 we can see that under free attackWe simulate this attack in a 10x10 grid topology
condition, the control packets (Adv and Req) occupy hetwork with nodes spaced 15 feet apart and set the
about 18.18% of total messages, while code patakes  attack time to be 60 seconds. During this peride, t
the left 81.82%. This results fits fairly well thaif malicious node continuously broadcasts Adw(, y>y’)
Deluge [2]. In contrast, under the False Requdsklat  to its neighboring nodes.
condition, the number of code packets increases 3.9 Figure 6 shows the number of each packet type sent
times more than that of the normal condition) dae t by all sensor nodes during disseminating a codgénia
bogus Req sent by the adversary. the two different conditions respectively.

Copyright © 2009 SciRes. I. J. Communications, Network and System Scie2€89, 1, 1-89
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In Figure 6, the average number of Adv packets sen
under Large-numbered Page attack is 7.8 times more

than that of the free attack condition, while therage
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Figure 8. Update completion time of free attack andttack4.

Figure 8 shows the update completion time of thelevh
network for different size of images in two conalits.

From Figure 8 we can see that when the network is
under attack the larger code image is, the longer t
delaywould be compared with normal condition. Under
the Lower-version Adv attack, when five pages & th
code image have been disseminated, it takes 2&stim
longer than that of the free attack.

From the simulation results we know the main reason
for this performance is that this attack can catise
delay of code dissemination while extra resource
consumption is introduced.

Attack 5: Same-version Adv

In this simulation with a 1810 grid topology network
with neighboring nodes spaced 15 feet apart. Figure
shows the update completion time of the whole ngtwo
Ifor different size of images in two conditions.

Under the Same-version Adv attack, when five pages
of the code image have been disseminated, it taxest
42% longer than that of the free attack.

number of Req packets sent under Attack3 increase The aqditional latency introduced by Attack? is doie

approximately to 150 packets. Becauggis minimized,
the rate of advertisements increases, the totabeurof
Adv is much greater compared with that of free citta
condition.

These simulations confirm that Large-numbered Page
attack eventually waste sensor nodes’ energy tliroug

inducing a number of meaningless Req and Adv packet

Attack 4: Lower-version Adv
The simulations were performed in a XQO0 grid
topology network with nodes spaced 15 feet apagure

7 shows the number of each packet type sent by all

sensor nodes during disseminating a code imaghein t
two different conditions respectively.

In Figure 7, the average number of code packets

under Lower-version Adv attack is about 17% mowgnth
that of the case under free attack. Meanwhile tlezaage
number of Adv packets under Attack4
approximately to 500 packets which are about 2 gime
more than that of the free attack.

Copyright © 2009 SciRes.

increase

a compromised node could exploit suppression
mechanisms of Deluge to reduce the Adv transmission
legitimate nodes.
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6. Conclusions and Future Work

In this paper we identify five different basic typef 5]
insider DoS attacks exploiting the epidemic propiaga
strategies used by Deluge. They are Higher-version
Advertisement attack, False Request attack, Larger-
numbered Page attack, Lower-version Adv attack, and®!
Same-version Adv attack. We also proposed the simpl
system models for these DoS attacks to try to dntthe
impact of those attacks on Deluge. Despite the tfzat
Deluge is an efficient protocol for code propagatio
WSNSs, it is susceptible to different kind of attack o
understand more deeply about them, we simulatesthes
five basic types of insider DoS attacks by usingSBIM

and report the detailed statistical results.

There are still many issues that need further
investigation to make reprogramming highly avaiabl
although some recent works have attempted to peovid (9]
DoS-Resistant code dissemination in WSNs [23,24]. Y
Zhang, et al. proposed a public-key scheme -called
“combined public key” to secure Advertisement and
Request packets. The ignorable problem with theceamh
is the resource requirement [24]. Seluge is thestat
work on secure code dissemination and is a solutiah
seamlessly integrates the security mechanism aguhalir
deluge. Unfortunately, although the current versain [11]
Seluge adopts the cluster key approach to provide
authentication of ADV and SNACK packets [23], it
cannot uniquely identify senders. As a result, a-co
promised node can still pretend to be its neighlbising
their cluster keys to launch DoS attacks. In ouurk
work, we will investigate techniques to detect diesi
DoS attacks exploiting the Deluge epidemic and
suppression mechanisms. Finally, we plan to provide
Insider-DoS-Resistant code dissemination scheme. [14]

(7]

(10]

(12]

(13]
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Abstract

Internet routers generally see packets from a ffagt more often than a slow flow. This suggestst tha
network fairness may be improved without per-floviormation. In this paper, we propose a schemegusin
Most Recently Used List (MRUER list storing statistics of limited active flowsat sorted in most recently
seen first mode-to improve the fairness of RED.dBasn the list, our proposed scheme jointly comsitlee
identification and punish of the fast and unrespe@ngast flows, and the protection of slow flowss |
performance improvements are demonstrated withnsixte simulations. Different from the previous
proposals, the complexity of our proposed scherpeoigortional to the size of the MRUL list but rootupled
with the queue buffer size or the number of aclioers, so it is scalable and suitable for varioosters. In
addition, another issue we address in this papguésie management in RED. Specifically, we repthee
linear packet dropping function in RED by a judiljialesigned nonlinear quadratic function, whilégoral
RED remains unchanged. We call this new schemeitgarl RED, or NLRED. The underlying idea is that,
with the proposed nonlinear packet dropping fumgtjpacket dropping becomes gentler than RED at ligh
traffic load but more aggressive at heavy loadaAssult, at light traffic load, NLRED encouragks touter

to operate in a range of average queue sizes rdera fixed one. When the load is heavy and vieeage
gueue size approaches the pre-determined maximreshitld (i.e. the queue size may soon get out of
control), NLRED allows more aggressive packet dnogpo back off from it. Simulations demonstratatth
NLRED achieves a higher and more stable througtaut RED and REM. Since NLRED is fully compatible
with RED, we can easily upgrade/replace the exydRED implementations by NLRED.

Keywords. Random Early Detection, TCP, Unresponsive FlowsnEas, Queue Management

1. Introduction under two conditions. Firstly, when two or more TCP
flow with different RTT competing for the bottlerlec
: : : : . bandwidth, RED tends to let the flow with shorteFTR
With the increasing popularity of stream media &ppl use more bandwidth [9]. Secondly, when responsive T

cations, the fairness of networks has attracted hmuc ) ;
research attention f11]. With these research efforts, a flows shares a RED router with unresponsive UDRslo
1] * “ unresponsive UDP flows may has unreasonable high

number of schemes{42] were proposed to improve the throughput than TCP flows [8].

fairness in networks with modifications to the qgeleu Although per-flow queue (i.e. Fair Queuing [4,1B])

management schemes implemented in Internet routers. the most direct solution to the unfair problemsthvihe
Known as Active Queue Management (AQM), Random large number of flows possibly sharing a link, striot

Early Detection (RED) [13] is recommended by IEBF f  scalable for an Internet router. Notice that a eosees

gueue management in routers. However, past workpackets from a fast flow more often than a slowflave

shows that unfairness of RED may occur with RED propose in this paper the Scalable Fair RandomyEarl

Copyright © 2009 SciRes. I. J. Communications, Network and System Sciences, 2009, 1, 1-89
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Detection (SFRED) to improve the fairness of RED. A encourages the router to operate inange of average
Most Recent Used List (MRUL) storing up d most  queue sizes rather than a fixed one. When the i®ad
active connections’ traffic statistics is maintainby heavy and the average queue size approaches the
SFRED. Based on the list, SFRED has jointly congide  maximum thresholdmaxs-an indicator that the queue
the punishment of fast flows, unresponsive faswdlo  gi;6 may soon get out of control, NLRED allows more
andllthe_ protegt}on |°f. shoré life slow fIO\r/]vs (SngR?g , aggressive packet dropping to quickly back off friim

app '.C?‘“O”S)- Simulations demonstrate that Simulations demonstrate that NLRED achieves a highe
S|gn|f|ca}ntly |mprove_d the fa!rness of RED. The and more stable throughput than RED and REM, an
complexity of SFRED is proportional to the sizetbé efficient variant of RED. Since NLRED is fully

MRUL but not coupled with the queue buffer sizethor X . ;
number of active flows, so it is scalable and $léteor co_mpatlble W'_th RED, we can easily upgrade/repthee
various routers existing RED implementations by NLRED.

Another issue we address in the paper is efficient The rest of _th|s paper is organized as following. |
queue management in RED. Among various AQM Section 2, we introduce the background and thdaemla
schemes, RED is probably the most extensively studi work. of RED, tpgether W'.th the proposed SFRED
RED is shown to effectively tackle both the global algorithm. In Sepuon 3, we give the sn_nulaﬂonukzsofl
synchronization problem and the problem of biasrega SFRED. In Sectlon.4, we present Nonllnea}r RED. .TSh'S

followed by extensive simulations in Section 5. iy,

bursty sources. Due to its popularity, RED (owasiants) Ve th ludi ks in Section 6
has been implemented by many router vendors in thei W€ 9IV€ € concluding remarks in section o.

products (e.g. Cisco implemented WRED). On the rothe

hand, there is still a hot on-going debate on the2. Scalable Fair RED

performance of RED. Some researchers claimed that

RED appears to provide no clear advantage over-droprep [13] provides high throughput while keeping gho

tail mechanism. But more researchers acknowledu®d t queue length (i.e. queuing delay) at the routecsvéver,

RED shows some advantages over drop-tail router# bu [8 9] have shown that RED has fairness problemseiwh

is not perfect, mainly due to one or more of tofeing  two or more TCP flow with different RTT competingrf

problems. the bottleneck bandwidth, RED tends to let the floith

® RED performance is highly sensitive to its paramete shorter RTT use more bandwidth [9]. Similarly, when
settings. In RED, at least 4 parameters, namelyresponsive TCP flows shares a RED router with
maximum threshold (max, ), minimum threshold  unresponsive UDP flows, unresponsive UDP flows may

min, ), maximum packet dropping probabilitynéx. ), ~ has unreasonable high throughput than TCP flows [8]
(min,) P ppPIng p ») LRU-RED [4] was developed based on a LRU list to

and weighting factor, ), have to be properly set. identify high bandwidth flows. This scheme derived
® RED performance is sensitive to the number of from the fact that a router should see a packen @ifast
competing sources/flows. flow more often than a slow flow, so that the numbg
® RED performance is sensitive to the packet size. states to be kept for maintaining the fairness ban
® With RED, wild queue oscillation is observed wheat bounded. However, we find the design of LRU-RED in
traffic load changes. [5] is too rough to fully utilize the potential &RU table.

As a result, RED has been extended and enhanced iRor example, it cannot identify an unresponsivevfkn
many different ways. It can be found that a commonthat the second unfairness condition mentioned in
underlying technique adopted in most studies &eer a  Section 1 cannot be solved. Motivated by this, his t
router to operate around a fixed target queue (svbéch paper, we will propose a new scalable fair AQM scbge
can either be an average queue size or an instantan the SFRED. SFRED is developed based on a listaimil
gueue size). There are some concerns on the ditjtabi to the LRU but the list (MRUL) keeps more infornaati
of this approach, since the schemes thus desigred a SFRED has combined many novel ideas in previous wor
usually more complicated than the original RED.sThi in its design, such as the punishment of unrespensi
renders them unsuitable for backbone routers wherdlows [8,10] and the protection of slow flows [2].
efficient implementation is of primary concern.dame The fairness of Scalable Fair RED (SFRED) is
schemes, additional parameters are also introddded.  enforced in three steps, namelgentifying and limiting
adds extra complexity to the task of parameteingett fast flows, identifying and punishing unresponsive fast
Unlike the existing RED enhancement schemes, weflows, and protecting slow flows. In this paper, we
propose to simply replace the linear packet drappin consider that the SFRED working in “packet mode.”
function in RED by a judiciously designed nonlinear That is, all the computations of throughput and
quadratic function. The rest of the original REBneens ~ bandwidth allocation are in packets. However, the
unchanged. We call this new scheme Nonlinear RED, o proposed mechanisms can be easily extended to work
NLRED. The underlying idea is that, with the propds With all the throughputs and bandwidth allocations
nonlinear packet dropping function, packet droppimg Ccomputed in bits (i.e. “bit mode”).
gentler than RED at light traffic load but more ezgsive
at heavy load. Therefore, at light traffic load NER 2.1. MRUL

Copyright © 2009 SciRes. I. J. Communications, Network and System Sciences, 2009, 1, 1-89
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From the viewpoint of fairness, the flows in netk®r be shown with the number of packet receivetj, § as

can be dast or aslow flow. A fast flow transmits faster _
. . . S T=H.
than the fair rate and may interfere with the traission . : "
of other flows; a slow flow utilizes no more tharetfair So a flow is a fast flow, if
bandwidth. T >@A+a)T, (1)

A fast flow has packets arrives at the router more

often than a slow flow. In other words, given the of L o .
fast flows in a router, with packets in the queoetesd Once a fast flow is identified, packets from tHmaf

with their arrival time, we should able to findlaast one '€ Processed by normal RED with the loss protigbili

packet from each of the fast flow before reaching t increase byT, /T, times, as

head of the queue (searching the queue from thei.end max , = (T, max,) /T,

most recently received packet, to the head i.et les ) o ) )
recently received packet). This suggests thatibissible ~ Where max, is the original maximum dropping
to build a scalable fair queue management algorithmprobability of RED, and max, is the maximum
with limited complexity. Notice that a fair queue dropping probability for the fast flow.

management scheme concerns only the aggregatéd traf Generally, such increases in loss probability is
characteristics and the characteristics of the flasis. sufficient for a responsive TCP flow, since the TCP
The aggregated traffic characteristics are needwd f analytical models [14] indicates that TCP throughisu
determining the fair rate. The characteristicsast fflow inversely proportional to the packet loss rate. Siering
are needed for determining the per flow punishment.he pbyrsty nature of TCP transmission, this is also
Motivated by this, we develop the Scalablle Fair RED necessary as applying a strict bandwidth limitatery.
(SFRED) based on the Most Recent Used List (MRUL).  4rqnning all packets received from a flow except first

In SFRED, a router maintains a linked list (MRUL) e in each 0.5s interval) results in lower thair frate
for up toN most recently seen active flows (flows that throughput for a TCP flow

has packet routed through the router recently).s Thi
linked list keeps simple traffic statistics for baaf the

active flows in list, such as the number of packe
received H,, i=1,2,...,N) and dropped H,, i= ) ) ) ) -
1,2,...,N). Besides, SFRED also keeps the number Otlt;iowever, simply increasing the dropping probabiligs

. een proved to be not effective for the unrespensiv
packet received ), dropped f,) for the aggregated flows [8], such as consistent bit rate user datagra

traffic, and the total number of activate flows) ~ protocol flows (CBR-UDP). An unresponsive flow does
The MRUL is maintained as folllows. Upon receiving not dynamically change its throughput with netwstéite
a packet, SFRED searches the list for a node nmchi (e g. the packet loss rate). In other words, itsdoet

the address of the arrived packet. If it is notnidu  adopt the similar congestion control mechanisnEGR.
SFRED creates a new item for the flow as the Bstder,  Thys, to maintain the fairess of networks, wheerdh

where ¢ is a constant set to 0.1 in this paper.

t 2.3. Punish Unresponsive Fast Flows

and the new item is initialized witfH, =1 and H;=0.  are unresponsive fast flows, the queue management
Otherwise, if a node matching the address is ldgate scheme should take a more actively part in purgstiem.
SFRED increases the number of packet receive) ( In SFRED, the identification of unresponsive fast

by one and moves this item to the list header. SFRE flows is based on analyzing the drop history ofhefast
then processes and checks if the packet should b#ow that performs similar with the method adopted
dropped, and changes the number of packet droppe#flentify fast flows in [10]. Notice that an unresive
(H,) accordingly. When there are alreablynodes in fast flow does not changes its transmission ratb thie

the list (i.e. the list is full), SFRED deletes tal node ~ P2CKet loss rate. When it shares a SFRED queue with
before créétes the new on’e some responsive flows, comparing with the respeansiv

Based on th cala sored 1 VR, SERED perormsyor, L1 2 101 Deckel o e s e bner
the identification of slow, fast, and unresponsfast : Y

flows, as well as determines the particular punishino maintain high throughput under a high loss rateusTan

the fast and unresponsive fast flows unresponsive fast flow is identified by comparirte t
P ‘ per-flow/average loss rate and the per-flow/average

22, Identify Fast Flow throughput. From sub-section 2.1, the packet latsfor

a flow is
i : Li = Hdi /Hri
To be fair, a queue management scheme shouldbfirst
able to identify the fast flow. In SFRED, the feate T, The average packet loss ratelissH, / H, .
is computed as: Thus, when (1) and., > 1+ A)L,
T, = H —H, where B is a constant set to 0.1 in this paper, a
n unresponsive fast flow is identified. The identifilow

With the MRUL, the throughput of an active flow can is then applied with a deterministic packet loss

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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probability of 1. In other words, if a flow has agket
income rate higher than fair bandwidth and at tmes
time its packet drop rate is higher than the averags
rate, the flow is identified as an unresponsive flsv
and all the subsequent packets from the flow asppid.

2.4, Protect Slow Flows

The requirement of protecting slow TCP flows, i.e.
protecting TCP flows from a packet loss at the shbart
phase, arises from the fact that most short lif® TiGws
are low slow flows. With limited data to be transtetl, a
single short life flow generally cannot reach itdl f
transmission rate before the connection is terrathat
However, the performance of short life connectisn i
important for the overall Internet performance.

In SFRED, a new flow seen by the router is protécte
from experiencing packet loss by modifying the
threshold of RED. That is, when a packet is reckaed
the MRUL shows that the flow is wittH, <7 and
zero H,, where 7 is a constant, the flow is treated as
a slow flow. To determine whether the packet shdngdd
dropped, SFRED calls RED with both the minimum
threshold and maximum thresholds increased lby
packets. This equals allocatink) packets buffer in the
gueue to protect slow flow. Because this buffesti a
part of the queue, when congestion becomes seslere,
flows will experience packet loss so that their

ET AL

that it does not limit the throughput of a flow. rFa
CBR-UDRP flow, it transmits a UDP packet with siz2¢
bytes everyt,s, where X is fixed for a flow but may

differ between flows. The path fron to R (forward

path) always carries the data packets, while therse
path from R to Bcarries the ACK packets.

The Web-like flows are implemented to acquire eihoug
simulation results with short life TCP connectiomasd
avoid collapsing the simulator with too many reseur
allocation requests for new connections. A Web-fllgy
is designed to get a small amount of dal, (packets)

each time. Upon finishing the current transmissiomgsets
the connection state (so that its transmissioramsstvith
slow start) and transmits anoth&,, packets.

3.1. Fairnessamong TCP Flows

Figures 2 and 3 show the bandwidth usage of two FTP
flows under RED and SFRED queues, with10ms and
7,=100ms, 7.=10ms, andz=5ms. Each marker on the
curves represents a 10s average of the TCP thratghp
traced at router GO. With much less margin betwéen
two curves, Figures 2 and 3 show that SFRED acHieve
fairer bandwidth allocation than RED. Figure4how
the simulation results with 30 Web-like flows and~§
flows, over 2000s of simulation duration. The siatidn
parameters arer;=t,=...=130=17;=10ms, 73,=10mMs, 13,
=100ms,;;=3ms, and,=10 packets. Figure 4 shows the

throughputs are controlled by SFRED. Because theysnqguidth usage of the two Ftp flows under the RED

congestion window of a TCP connection reaches @l lev
that able to generate duplicate ACK after sendatatut
10 packets, the constamt is set to 10.

3. Simulation Validation of SFRED

queue and Figure 5 shows similar results under the
SFRED queue. The dash dotted curve presents the
theoretical fair rate-the bottleneck bandwidth ovee
total number of flows. Again we see SFRED enables
much efficient fair bandwidth allocation than RED.

Figure 6 shows the cumulative distribution functadn
the data transfer delay of the 30 Web-like flowsork

We evaluate the performance of SFRED by simulatingy,s figure, the transfer delay of Web-like flowsader

the network in Figure 1 with NS2 [15] simulator. €Th
senders (notedS , i=1, ..., n) are linked to router GO
with 10Mbps links, with variable propagation delay

ms. A common receiver R is linked to router G1 wath
10Mbps link with delayr, ms. From Figure 1, the link

SFRED is more stable than RED, in that most of the
transmissions finish in 2s. The improvement to gfan
delay performance is further presented statisticaith

the variance and mean in Table 1. It shows thatESFR
performs better in the both metrics.

between routers GO and G1 is the bottleneck of theTablel Satistic of data trandfer delay, 30 web and 2 FTP flows

network, with a bandwidth of 1.5Mbps and a delay
ms. Note that all the delays, namelg, 7., and 7,

r

are variable. For the RED parameters [13], unless

otherwise stated, we use minimum threshaidth=5,
maximum thresholdmaxth=15, weighting factorw, =

0.002, and maximum dropping probabilityax,=0.1,

with a fixed buffer size of 50 packets.

The traffic simulated in the network includes Idifg
FTP, CBR-UDP, and short life Web-like flows. In #ie
simulations, packet size of 1KB is used for TCRv#o
(FTP and Web-like). The receiver’s advertised windo
is set to two times of the bandwidth delay produsts

Copyright © 2009 SciRes.

RED SFRED
mean(s) 2.057 1.825
Var 18.1812 3.977

1.5M 1.ms \G_l/ 10M T=-ms @
10M 1o ms

Figure 1. The network simulated.

I. J. Communications, Network and System Sciences, 2009, 1, 1-89



ON THE SCALABLE FAIRNESS AND EFFICIENT ACTIVE QUEE MANAGEMENT OF RED 77

0.8 y y

—— RTT=10
-==- RTT=100

0.7

0.6

05

04

Proportion of Bandwidth

03

02 . . . . . . L L
40 60 80 100 120 140 160 180
Time (seconds)

Figure 2. Bandwidth usage of two FTP flows, with 7;=10ms
and 7,=100ms, under RED queues.
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Figure 3. Bandwidth usage of two FTP flows, with 7;=10ms
and 7,=100ms, under SFRED queues.
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Figure 4. Bandwidth usage of two FTP flows, with 7;=10ms
and 7,=100ms, under RED queues, with 30 web-like flows.

3.2. With CBR-UDP Flows

Figures 7 and 8 show the bandwidth of 4 flows. Tofio
them are CBR-UDP flows, with=10ms, X, =1KB, t,,

=10ms, t, =100ms, X,=500B, andt,, =5ms. The other

Copyright © 2009 SciRes.
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Figure 5. Bandwidth usage of two FTP flows, with 7;=10ms

and 7,=100ms, under SFRED queues, with 30 web-like flows.
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mission delay, 30 web and 2 FTP flows.
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Figure 7. Instantaneous bandwidth usage of two FTP flows
and two CBR-UDP flows, under RED queues.

two flows are Ftp flows, withi3=10ms andr,=100ms.
7,=10ms andt, =5ms. From the figures, it is clear that
the implementation of SFRED protected TCP flows by

punishing the unresponsive UDP flows, although
rigorous fairness is still not attained.
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Figure 8. Instantaneous bandwidth usage of two FTP flows
and two CBR-UDP flows, under SFRED queues.

4. Nonlinear Random Early Detection

4.1. NLRED Algorithm

RED was mainly designed to overcome the two
problems associated with drop-tail routers, namely,
global synchronization and bias against bursty esir

Unlike the drop-tail mechanism, RED measures
congestion by the average queue size and drop®tsack

randomly before the router queue overflows. When a

ET AL

aggressive at light load, and not aggressive enaugn

the average queue size approaches the maximum
thresholdmax;,. We also believe that the performance
improvement of some previous work is at least paltle

to the employment of nonlinear dropping functioither
intentionally or unintentionally. (More reasons be
provided later.) However, we notice that these
improvements may not be suitable for core routess,
their corresponding nonlinear dropping functionsagiy
complicate the basic mechanism of RED. In this pape
we propose to replace the linear packet dropping
probability function by a judicially designed quatic
function. The resulting scheme is called non-line&D

or NLRED. The pseudocode of NLRED is summarized
in Figure 9.

When avg exceeds the minimum threshold, NLRED
uses the nonlinear quadratic function shown in t(8)
drop packets, wheremax, represents the maximum
packet dropping probability of NLRED. Figure 10
compares the packet dropping functions for RED and

NLRED. (The choice of a quadratic function is fuath
explained in the next subsection.)

_O avg < min,
) avg - mi A
' (g—_mnm)z max; min, <avg<max, (3)
max, 1”m max, < avg

packet arrives at a router, the average queue size, Comparing (3) to the dropping function of original

denoted avg , is wupdated using the following

exponentially weighted moving average (EWMA)
function,

avg = (1-w,)avg + w,q

RED in (2), if the same value ofmax,, is used, NLRED

will be gentler than RED for all traffic load. This
because the packet dropping probability of NLREMD wi
always be smaller than that of RED. In order to entile

where avg' is the calculated average queue size whentWo schemes to have a comparable total packet sgpp

the last packet arrived is the instantaneous queue size,
and «, is the pre-determined weighting factor with a
value between 0 and 1.

As avg varies from a minimum thresholding, to a

maximum threshold max; the packet dropping
probability pq increases linearly from 0 to a maximum
packet dropping probabilitynax,, or

Q avg < min,,
Py = e, min, <avgsmax, (2
max, — min, max,, < avg
1 h

The throughput performance of RED is not stable. Fo
example, when the traffic load is very light and IRE
parameters are aggressively set or when the tilaffit is
very heavy and the parameters are tenderly set, th
throughput is low. It has been shown that no sisgkeof
parameters for RED could get a stable performance
under different traffic loads. We believe such aility
is due, at least in part, to the linear packet diagp
function adopted by RED, which tends to be too

Copyright © 2009 SciRes. 1.J

probabilities, we setmax; =1.5max,, such that the
areas covered by both dropping functions frenm,, to
max,, are the same, or

J

4.2. Why Usea Quadratic Function?

maXy
ming,

p,d(avg) = [ 7 p;d(avg)

Given that N TCP flows equally share a link with

NLRED

for each packet arrival:
calculate the average queue siaeg

if avg<min,
no packet drop
else if miny, < avg < max,

calculate the packet drop probability using (2)

drop the packet with the calculated probability
else

drop the packet

Figure 9. Pseudocode of NL RED.
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Figure 10. Dropping functionsfor NLRED and RED.
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appealing. From Figure 10, when the average quieee s
is slightly larger than min, , the packet dropping
probability is smaller than the corresponding RE3.
such, the average queue size will not be forceddrk
around min, as strongly as that in RED. Or, one can
interpret this as follows. Under current traffiath the
signal for congestion is not strong enough to fystny
severe measures to cut back queue size; so argeuatte
RED packet dropping probability is desirable. While
doing this, we naturally encourage the routersperate
over a range of queue sizes closernin, (instead of
at a fixed target queue size). Whewg approaches
max,,, the congestion becomes more pronounced. The

routers can thus take decisive actions to dropetackt a
rate higher than RED. Wheavg is bigger thanmax,, ,
the routers drop any packets received. Although BRE
shows superior performance than RED with an adwitio
linear dropping function wheravg is betweenmax,

and 2max, , the design of NLRED does not adopt

bandwidth L, and experience a random packet loss/dropsimilar approach. Besides simplifying the algorithm

probability p. It was shown thatp and N has the
following relationship.

(N |v|ss*a)2
p<| ————
L RIT

determined drop is more reasonable for NLRED than
another slow changed dropping function (such ad use
GRED), because higher than RED dropping probalbitiy
already been proven to be too gentle.

where @ is a constant. This equation indicates that to . Simulation of Nonlinear RED

effectively manage the flows (so as to fully utlithe

available network bandwidth) the packet dropping NLRED is implemented using ns-2 simulator [18]. We

probability should vary quadratically with the nuentof
flows. However, finding the number of active flowsd
needs 1) per flow information, 2) extra storagecspfar
storing extra state information, and 3) extra route
processing overhead. Besides, the resulting flomber

is nothing more than an estimation [13,16].

In (3), we have proposed to vary the packet drappin
probability based on a quadratic function of averag
gueue size. In [17], it is shown that the averageug
size at a router is roughly directly proportional the
number of active TCP flows passing through it. Tisis
further verified by the simulations results showm i
Figure 11. The average queue size versus the nuofiber
flows is obtained by simulating the network in Figd2
with drop-tail router mechanisms. (Other simulasion
using RED with different traffic load also show #amn
results.)

In fact, choosing a quadratic function is alsoititely

Copyright © 2009 SciRes.

conduct the simulations based on the network inreid 2,
which consists of N senders and one sink, connected
together via two routers A and B. The link betweike

two routers is the bottleneck. By varyiny , we produce
different levels of traffic load and thus differdatels of
congestion on the bottleneck link. The active queue
management schemes under investigation are imptethen
at router A, which has a queue buffer size of 12€kpts.
Unless otherwise stated, we assume that all packets
generated by the senders are 1000 bytes long. dixten
simulations based on this network using differe@PT
implementations (Tahoe, Reno, and New Reno), RTTs,
and AQM schemes (with different parameter sets, ar
conducted, whereas only a representative subséteof
results based on TCP Reno is reported below. Besice
choose to compare NLRED with GRED [19] instead of
RED, due to the superior performance of GRED over
RED. We also compare NLRED with REM [18] as it is a
representative scheme that steers a router to tepera

1. J. Communications, Network and System Sciences, 2009, 1, 1-89
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around a fixed target queue size with excellenbntepl
performance.

Experiment 1

Figures 13 to 16 show the results of a set of sitiars
with the number of long-lived TCP flows increasing
from 5 to 120 andmax,, varying from 0.02 to 0.5. The

receiver’s advertised window of each connectioseisto
be bigger than the bandwidth delay product. Eadhtpo
of the simulation results is obtained from a sing@o
seconds simulation while the statistics are catiédn
the second half of the simulation time (i.e. theosel
100-second interval).

As explained earlier, in order to compare GRED and
NLRED, the maximum packet dropping probability of
NLRED is set as max, =1.5max, . As such, the

simulation results/curves obtained using NLRED Wl
labelled by its equivalenimax, instead of max;. As
an example, the line labelled witimax, = 0.1 in Figure
16 means the actual maximum packet dropping
probability is max; =0.15. Both GRED and NLRED
use the same set of parametesg, = 0.002, min, =10,
and max,, =30.

Figures 13 and 14 show the bottleneck link throughp
against the number of flows. Each curve in therfgu
represents the simulation results with a givex; .

Comparing the two figures, we can see that NLRED is
less sensitive to the choice 01‘1axp under different

traffic loads (i.e. number of flows). Although the
throughput of NLRED still changes with the loadys fo
some max, selections (e.g.max, =0.05 to 0.1, or

max; =0.075 to 0.15), NLRED is very successful in

maintaining a high throughput regardless of thelilog.
This is mainly due to NLRED’s nonlinear quadratic
packet dropping function, which allows more packet
bursts to pass when the average queue size is, sméll
drops more packets when the average queue siz
becomes large.
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Figure 13. Throughput vs. number of flowsusing GRED.
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Figures 15 and 16 show the change of the average
queue size with the number of flows. Unlike GRER: w
can see that NLRED allows the average queue size to
grow at a faster rate when the number of flowsnisls
As the number of flows increases, NLRED tends to
control the average queue size better (i.e. thei@gee
converges to a stable value faster) than GRED.
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To have a closer examination on the ability to cmnt

gueue size, we show in Figures 17 and 18 the

instantaneous and average queue sizes againstvithe,
the number of flowsN =100 and max, =0.02. We

can see that the oscillations in both instantanesmd

average queue sizes are much more noticeable when _.

GRED is used. With NLRED, the oscillations are
effectively suppressed, again due to its nonlirgsoket
dropping function.

Experiment 2

We compare the performance of GRED, REM [20] and
NLRED under different traffic loads. We sebax, of

all the three AQM schemes to 0.1g, =0.002,
min, =10, and max, =30. The default parameters of
REM in ns-2 are used, they ang=0.001, a=0.1,
@=1.001, and b=20.
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It is interesting to see a short concave phase vthen
traffic is changed from 10 flows to 40 flows. ltshown
that the performance of NLRED is not very stablertu
this range, partly because of the sharp non-cootigu
increase of dropping probability fronmax, to 1 when

avq grows over max . However, as soon as the

number of flows is larger than 40, the throughput f
NLRED quickly converges to the link bandwidth.
Besides, during the concave range, the throughput o
NLRED is still always higher than GRED. Figure 20
shows the corresponding average queue size of using
GRED, REM, and NLRED. By steering the queue
around a target length, REM suffers the low thrgugh
when traffic load is extremely light (less than I6ws)

and extremely high. WheN>60, the throughput of
REM is unstable and drops ldsncreases.

Since Misragt al. [14] indicated that packet size affects
the performance of AQM schemes, in this experiment
(again based on Figure 12), we test and compare the
packet size sensitivity of GRED, REM, and NLRED.NRE
is configured to work in byte mode because pacladen
shows extremely poor performance. (We believe thar e
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From Figure 19, we can see that NLRED has theFigure 20. Average queue size vs. flow number: GRED,

highest overall throughput, whereas GRED is thesktw
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REM and NLRED.
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predictable average queue size, and can achievgharh
throughput. We credit the above performance gaith¢o
idea of encouraging the router to operate ovemgeraf
queue sizes according to traffic load instead of fiked
one. This is realized in NLRED by using a gentlelkga
dropping probability at the onset of the congestamd a
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much more aggressive dropping probability when the
congestion becomes more pronounced.
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uses bytes as unit whereas others use packetli® s
the problem, we normalize the queue length of bytee
REM to use packets as unit. The conversion assathes
the packets are with the same size as the refetqramket 1]
size. We simulate 50 long-lived FTPs. For each AQM
algorithm, we conduct a set of simulations with plaeket

size ranging from 100 bytes to 2500 bytes. Figute 2 2]
shows the throughput against packet size. We cathse
NLRED is least sensitive to the packet size antethee is

better than both GRED and REM. [3]

6. Conclusions

(4]
We have proposed a mechanism improving the fairness
of Internet routers, which called SFRED. The megran
was developed with a MRUL in which states of upNto  [3]
most recently used flows are stored. SFRED then
identifies and punishes the fast and unresponsig¢ f
flows. To improve short TCP transaction performance
SFRED also protects slow flows by allocating a $mal
amount of buffer. Simulations show that the SFRED
proposed has significantly improved the fairnesRBD, (6]
with only limited resource usage. Different frometh
previous proposals the complexity of SFRED is
proportional to the size of the list but not coupleith
the queue buffer size or the number of active flosesit
is scalable and suitable for various routers. Meeeoin 7
this paper, we also proposed a new active queué
management scheme called Nonlinear RED (NLRED).
NLRED is the same as the original RED except that t
linear packet dropping probability function is reped by
a nonlinear quadratic function. While inheritingeth 8]
simplicity of RED, NLRED was shown to outperform
RED as well as REM and some of its variants. Iti@dar,
NLRED is less sensitive to parameter settings,ahamre

Copyright © 2009 SciRes.
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Abstract

For the congestion problems in high-speed netwakgenetic based fuzzy Q-learning flow controlker i
proposed. Because of the uncertainties and highig-varying, it is not easy to accurately obtaie th
complete information for high-speed networks. lis tlbase, the Q-learning, which is independent of
mathematic model, and prior-knowledge, has gootbpaance. The fuzzy inference is introduced in orde
to facilitate generalization in large state spao®] the genetic operators are used to obtain theeqoent
parts of fuzzy rules. Simulation results show tihat proposed controller can learn to take the detsbn to
regulate source flow with the features of high tigtmput and low packet loss ratio, and can avoid the
occurrence of congestion effectively.

Keywords. High-Speed Network, Flow Control, Fuzzy Q-learniGgnetic Operator

1. Introduction In this case, the reinforcement learning (RL) shdws/s
particular superiority, which just needs very siepl

The growing interest on congestion problems in high information such as estimable and critical inforiomat

speed networks arise from the control of sendibgsraf  19ht" or “wrong” [3]. RL is independent of matheatic
traffic sources. Congestion problems result from amodel and priori-knowledge of system. It obtaine th

mismatch of offered load and available link bandtvid Kknowledge through trial-and-error and interactioithw
between network nodes. Such problems can cause higBhvironment to improve its behavior policy. Soatthe
packet loss ratio (PLR) and long delays, and camev ability of self-learning. Because of the advantagjesve,
break down the entire network system because of thékL has been played a very important role in thevflo
congestion collapse. Therefore, high-speed networkscontrol in high-speed networks {4]. The Q-learning
must have an applicable flow control scheme noy eml  algorithm of RL is easy for application and hasirenf
guarantee the quality of service (QoS) for thetéxgs  foundation in the theory. In [8], a Metropolis eribn

links but also to achieve high system utilization. based Q-learning controller is proposed to solve th
The flow control of high-speed networks is diffitul problem of flow control in high-speed networks.
owing to the uncertainties and highly time-varyiaf In Q-learning based control, the learning agentikho

different traffic patterns. The flow control mainthecks  visit each state in a reasonable time. But in ighed
the availability of bandwidth and buffer space rssegy  networks, the state space is large, so the usypabaph
to guarantee the requested QoS. A major problemiser of storing the Q-values in a look-up table is ingpical.
the lack of information related to the charactessof In [8], a state space partitioning method is introedl to
source flow. Devising a mathematical model for seur reduce the number of state variables, but it cdrsolve
flow is the fundamental issue. However, it has beenthis problem ultimately. In this paper, we adoptzy
revealed to be a very difficult task, especiallyr fo Q-learning (FQL), which is an adaptation of Q-léagn
broadband sources. In order to overcome thefor fuzzy inference system (FIS), to facilitate
above-mentioned difficulties, the flow control sofe  generalization the state space. In FQL, both th®rac
with learning capability has been employed in flow and Q-values are inferred from fuzzy rules, andaib
control of high-speed network [1,2]. But the map a state-action pair to a Q-value in a contisusiate
priori-knowledge of system to train the parameterthe ~ space. Furthermore, we employ the changes qgof
controller is hard to achieve for high-speed neksor values as the fitness values, and use the gem#iaiors

Copyright © 2009 SciRes. 1. J. Communications, Network and System Sciences, 2009, 1, 1-89



A GENETIC BASED FUZZY Q-LEARNING FLOW CONTROLLER®R HIGH-SPEED NETWORKS 85

to obtain the consequent parts of fuzzy rules. In general form, Q-learning algorithm is defined dy
In this paper, a genetic based fuzzy Q-learning/flo tuple <S,A,r,p>, where S is the set of discrete state

controller (GFQC) for high-speed networks is pr@ibs  gpace of high-speed networks; is the discrete action

The proposed controller can behave optimally withou space, which is the feedback signal to traffic sesy

the _epr|C|t kno_wledge_ of th_e network envwonm_eurrujy r:SxA LR is the reward of the agentp: SxA — A(s)
relying on the interaction with the unknown enviment

and provide the best action for a given state. Bams of IS the transition probability map, wher&(s) UJ[0,1] is
learning process, the proposed controller adjbstsource  the set of probability distributions over state@pes.
sending rate to the optimal value to reduce theamee Q-learning provides us with a simple updating
Iength of queue in the buffer. Simulation resultevg that rocedure, in which the |earning agent starts with

the proposed chtrollgr can avoid the occurrence ofgrbitrary initial values ofQ(s,a) forall sO0S, alA,
congestion effectively with the features of highotighput,  and updates the Q-values as

low PLR, low end-to-end delay, and high utilization
Qt+1 (S ) at) = (1_a)Qt (S 1 ) +a[rt + IB maa)Qt (St+1 ﬁ):|

2. Theoretical Framework (1)

where a is the learning rate ands0[0,1) is the
2.1. Architectureof theProposed Flow Controller discount rate [9].

It is vital to choose an appropriatén Q-learning [10].

The architecture of the proposed GFQC is shown injn this paper, based on the requirement and expaief
Figure 1. In high-speed networks, GFQC in bottlénec the pyfferr is defined as

node acts as a flow control agent with flow control

ability. The inputs of GFQC are state variabl8sin 0 q 21.Jg orq < 0.9,
high-speed networks composed of the current queue 1197 —-q,

length g, , the current change rate of queue length T Or <q. <1.g;

and the current change rate of source sending uate r= LT 2
The output of GFQC is the feedback sigralto the q. —0.99,¢ 0.90, <q, <

traffic sources, which is the ratio of the sendiatg. It 0.19,; A <GS
determines the sending rate of traffic sources. The 1 _

learning agent and the network environment interact G =G

continually in the learning process. At the begindf  where q; is the set value of queue length in the buffer.
each time step of learning, the controller serisestates  Refer to (2), if the value ofg, is less than0.9q; or

forl the network and getks tge reward sigr?a:i -;',en 'more than1l.1g;, r =0, the control result should be
selects an action to make decision on which rdi® t . 1 iered bad. If the value aj, is equal to .

sources should use to determine the source senalieg A .

The determined sending rate can reduce the PLR an =1, 'F can 'be. thought that the control resu!t is good
increase the link utilization. After the source&etahe therwise,r is in the range(0,1), the largerr is, the
determined rate to send the traffic, the networnges its ~ Petter control affects.

state and gives a new reward to the controllernTthe In Q-learning based control, the usual approach of
next step of learning begins. storing the Q-values in a look-up table is impreaitin

the case of a large state space in high-speed retwo
Furthermore, it is unlikely to visit each state &
reasonable time. Fuzzy Q-learning is an adaptaion
Q-learning for fuzzy inference system, where bdtha t
actions and Q-values are inferred from fuzzy r{dd3.

In high-speed networks, FIS relies on three
parametersS(q,, ¢, ,U) to generate a selected acti@n

For an input states={q,, q.,d , we find the activate

2.2. Fuzzy Q-Learning Flow Controller

Q-learning learns utility values (Q-values) of stand
action pairs. During the learning process, learrdaggnt
uses its experience to improve its estimate byditen
new information into its prior experience.

Switch value of each ruleR : @(s) . Each rule hasm possible
discrete control actionsA ={a, a,---,a,} , and a

—Q—» parameter calledy value associated with each control

Multiplexer's action. The state associates to each actioR'ina quality

QD)

Se ; .
buffer et with respect to the task. In FQL, one builds an ®#ith
Feedback States competing actions for each rulellN designated as
Control y
Traffic| _ Signal Flow Control R: If isLl, andg, id, and I8
Sources Agent G Ll i 4 i 2 s (3)
— thera g witlo,

Figure 1. Architecture of the proposed GFQC. where q; is the jth q value in a rulei and
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L, =linguistic term (fuzzy label) of input variable, in
rule R, its membership function is denoted Iy, .

ET AL

where &) is the action selected in rul® using a
Metropolis criterion based exploration/exploitation

The q values in (3) are calculated according to total POlicy in [8].

accumulated rewards and rules’ activate values.

The functional blocks of FIS are a fuzzifier, a

defuzzifier, and an inference engine containingizzy
rule base [12]. The fuzzifier performs the functiof
fuzzification that translates the value of eachuinp
linguistic variable into fuzzy linguistic terms. &ée
fuzzy linguistic terms are defined in a term $e{S) and
are characterized by a set of membership funciidf) .
The defuzzier describes an output linguistic vaeiatf
selected actiona by a term setF(a) , characterized by
a set of membership functiong/(a) , and adopts a
defuzzification strategy to convert the linguisigzms of
F(a) into a nonfuzzy value representing selected action

Following fuzzy inference, the Q-value for the
inferred action a, is calculated as
N .
2.@(s)a
Q(S[ , at) :-N—
2.4(s)

Under action a(s,), the system undergoes transition

()

S[LSM where r is the reward received by the

controller. This information is used to calculatenporal
difference (TD) approximation error as

The term set should be determined at an approximate

level of granularity to describe the values of lisgic
variables. The term set fog, is defined asF(q.) =

{Low(L), Medium(M),High(H)}, which is used to
describe the degree of queue length as
“Medium”, or “High”. The term set forg, is defined as
F(g.) ={Decreasq D), Increasg(1)} , which describes

“LOW",

AQ=r+ BMaxQ(s., @) -Q(s &) (6)
The change ofg value can be found by
Ad =AQ [_IN@ () 7
2.a(s)

We can rewrite the learning rule (1) af parameter

the change rate of queue length as “Decrease” owalues as

“Increase”. The term set fou is defined asF(u) =
{ Negative( N), Positivg P)} , which describes the change
rate of source sending rate as “Negative” or “Pasit
On the other hand, in order to provide a precisaled
feedback signal in various states, the term fodlbeek
signal is defined asF(a) ={Higher(HE), High(H),
Normal (N), Low(L),Lower (LE)}. The membership
functions (MFs) are shown in Figure 2.

In each ruleR', the learning agent (controller) can
choose one actiona; from the action setA=

{a, @y -+, a,} . The inferred global continuous acti@n
at states is calculated as

(4)

B,Lb MaHB,

He b Hy Hy Hie

a

>

LE,L, N, H, HE,

(d)
Figure 2. MFs of term set (&) F(a.), (b) F(), () F(y,
and (d) F(a) .

Copyright © 2009 SciRes.

q, — q +a g, ®)

2.3. TheGenetic Operator Based Flow Controller

In this section we develop the fuzzy Q-learning
controller by genetic operators. The consequerts par
fuzzy rules need to compete for survival withiniahe.
In this case, each rule in FIS maintaingjavalue, but it

is no longer an estimation of accumulated rewarfd®e
max operator in standard fuzzy Q-learning is natdus
since the rules that have maximumq value no longer

represent rules with the best rewards. Becaus® ribt
suitable to use theg values as the fithess values in the

learning, we employ their changesq as the fithess

values. In this paper the fuzzy rule in (3) carrdaritten

as follows:
R:Ifq isL, andg id), and ik,
thera is| withj antig;

©)

The fitness value for a rule is an inverse measfire
Ag. By using the fitness value calculation in [13], a

predicted rule accuracy at time stept is defined as

-(Ac, ~Adp)

K = ne Ag, > Ago (10)
n otherwise
The accuracy falls off exponentially foAq, > Aq,.

Aq, is an initial value. The predicted accuracy in)(10
can be used to adjust rule’s fitness valdie using the
standard Widrow-Hoff delta rule

ft = ft +X(Kt - ft)
wherex is an adjust rate of fithess values.

(11)
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The niche genetic operators can prevent theexecuted by the traffic sources. The network monts
population from the premature convergence or thenext state and receives evaluating reward from the

genetic drift resulting from the selection operatbhe
niche genetic operators maintain population divgisnd
promote the formation of sub-population in

network environment for its action.
The discovery component plays an action selection

the role. Two genetic operators are used to implemkaet t

neighbourhood of local optimal solutions. In fuzzy selection. Finally, a set of rule actions is sedddor the

Q-learning, the fitness sharing is implicitly impiented
by assigning fitness values to the activated roéessed on
their contributions. The fuzzy rule antecedent titutes

an evolving niche or sub-population where the fuzzy

rules with the same antecedent share similar emviemt
states. The rule consequences or actions needripete
for survival within a niche, while the rules fronffdrent
niches co-operate to generate the output.

In the definition of a fuzzy rule in (9), a fuzzyle can
be defined as a sub-population and the rule actiwas
encoded as individuals in sub-population. If there N
rules in fuzzy Q-learning, there will beN
sub-population. As shown in Figure 3, in each leen
step, the reward from the environment is apportiotte
the rules that are activated in the previous stpe
rule’s fitness values are accordingly updated e ftrm
of (11). There is a winner action in each sub-pafoih

performance component.
The reinforcement component serves to assign terde
to the individual rules that are activated by autrtate.

3. Simulation and Comparison

The simulation model of high-speed network, as show
in Figure 4, is composed of two switches, Swl véth
control agent and Sw2 with no controller are casdad
The constant output link L is 80Mbps. The sendiaigs
of the sources are regulated by the flow contrsller
individually.

In the simulation, we assume that all packets atle w
a fixed length of 1000bytes, and adopt a finitefdauf
length of 20packets in the node. On the other hdr,
offered loading of the simulation varies betwee® &nd
1.2 corresponding to the systems’ dynamics; theeefo

and the winner actions from all sub-population are higher loading results in heavier traffic and vieersa.

formed the consequent parts of fuzzy rules. Thectieh
for the winners in sub-population is implementedtiog
niche genetic operator. The niche genetic operases
two operators to select the actions:
Reproduce operator: individuals

fitness values. The roulette wheel selection isluse

. S L
Mutation operator: the mutation is taken for each ™

sub-population with a mutation probability. The ogier
chooses an individual from sub-population randotoly
replace a winner in the sub-population.

In the learning process, the network environment

provides current states and rewards to the learaujant.

For the link of 80Mbps, the theoretical throughpsit
62.5K packets.

From the knowledge of evaluating system performance
the parameters of the membership functions for tinpu

in each sub- linguistic variables in FIS are selected as followsr
population are selected as winners in terms ofrthei 4 (q.), mw(q), and i, (q) ,

L.=0, L =6,

=10, M, =2, M,=8, M, =12, M, =20,
H,=9, H,=14, H,=20, and H, =20; for
Hp(q) and p(q) , D.=4, D,=D,, =2,

l, =1,=2, and 1,=4; for g (U) and (),
N.=0.8, N, =04, N, =0.2, B, =0.2, B, =04,

The learning agent produces actions to performhen t and R, =0.8. Also, the parameters of the membership
network. The learning agent includes a performancefunctions for output linguistic variables are givéry

component, a reinforcement component, and a disgove |E, =0.2 ,

component.

The performance component reads states from

network environment, calculates activation degrees
fuzzy rules, and generates an action. The actidhes

Reward
a: f & flf A i
a:f] |&:f] B f,
ac fd |a&:fd B : i
lai|af] - [a]]

Figure 3. Learning mechanism of genetic operator.

Copyright © 2009 SciRes.

L,b=04, Ny=06, Hy,=08, and
HE, =1.

The fuzzy rule base is an action knowledge base,
characterized by a set of linguistic statementhiénform
of “if-then” rules that describe the fuzzy logida&onship
between the input variables and selected actioter Alfie
leaning process, the inference rules in fuzzy hdae
under various system states are shown in Table I.
According to fuzzy set theory, the fuzzy rule bémens a

fuzzy set with dimensions 3x2x2=12. For examplég ru

Figure 4. The smulation model of network with two switches.

Swil Sw2

control
agent

L:80Mbps
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1 can be linguistically started as “if the queueghh is
low, the queue length change rate is decreasedthend
sending rate change rate is negative, then thebéséd
signal is Higher.”

In the simulation, four schemes of flow control agje
AIMD, standard reinforcement learning-based neural
flow controller (RLNC), Metropolis criterion base@-
learning flow controller (MQLC), and the proposed
GFQC are implemented individually in high-speed
network. The first scheme AIMD increases its segdin
rate by a fixed increment (0.11) if the queue lénigt
less than the predefined threshold; otherwise é¢meliag
rate is decreased by a multiple of 0.8 of the mnewvi
sending rate to avoid congestion [14]. Finally, foe
other schemes, the sending rate is controlled ley th
feedback control signab, periodically. The controlled
sending rate is defined by the equation

u =aFL (12)

where a [1[0.2,1.0] is the feedback signal by the
flow controller, F is a relative value in the ratio of 10°
source offered load to the available output bierat
denotes the outgoing rate of link, ang 0[0.200FL,FL]
is the controlled sending rate at sample time

In simulation four measures, throughput, PLR, huffe
utilization, and packets’ mean delay, are usedhas t
performance indices. The throughput is the amodnt o
received packets at specified nodes (switches)owtth
retransmission. The status of the input multiplexer
buffer in node reflects the degree of congestimulting
in possible packet losses. For simplicity, packetsan
delay only takes into consideration the processing at 2
node plus the time needed to transmit packets.

The performance comparison of throughput, PLR,
buffer utilization, and mean delay controlled byurfo
different kinds of agents individually are shown in
Figure 5-8. The throughput for AIMD method decrease
seriously at loading of 0.9. Conversely, the GFQC
proposed remain a higher throughput even though the
offered loading is over 1.0, and can decrease ttiR P 20

throughput

il N\

%.6 0.7 0.8 0.9 1 11 1.2
offered loading

Figure 5. Throughput ver sus various offered loading.

—< — AIMD

— & — MQLC
—— ¢ GFQC

107} — |

packet loss rati
[
o

[y
o
>
I

-8
100.6 0.7 0.8 0.9 1 1.1 1.2

offered loading

Figure 6. PLR versusvarious offered loading.

enormously with high throughput and low mean delay. e AMD.
The GFQC has a better performance over RLNC and —8 — MQLC
. o . —— GFQC
MQLC in PLR, buffer utilization, and mean delay. It = 15"
demonstrates once again that GFQC possesses lity abi % /
to predict the network behavior in advance. =] /Q(
o
Table 1. Ruletable of FIS. £ 10r ye
Ke] —4
Rue 90 ¢ u a |Rue 9 4 u a § e /o/
£ / o
1 L N HE| 7 M | N N 5l e 4
—e
2 L P H| 8 M | P LE o —g — T
e
— =
3 L I N N| 9 H D N L g— —F e ]
4 L | P N 10 H D P LE %.6 0.7 0.8 0.9 1 1.1 1.2
offered loading
5 M D N H 11 H | N L
6 M D P L 12 H ' P LE Figure 7. M ean buffer versusvarious offered loading.
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10" :
—= — AMD
BN
10°k 1 / |
o
> 10 e
« O
3 e /
§ 10°L e o — 4
/ /D
S - o 5
?@ é B
5 ==
10— ]
10>6 L L L L L
0.6 0.7 0.8 0.9 1 1.1 1.2

offered.loading
Figure 8. M ean delay versus various offered loading.

4. Conclusions

In the flow control of high-speed networks, thectese

scheme AIMD could not accurately respond to a

time-varying environment due to the lack of preidict

capability. The fuzzy Q-learning flow controller sha

(3]
(4]

(5]

(6]

(7]

(8]

good performance when the state space of high-speed

network is large and continuous. The genetic operiat
introduced to obtain the consequent parts of fuziss.

Through a proper training process, the proposed GFQ
can respond to the networks’ dynamics and learn
information on the
environmental dynamics. The sending rate of traffic [10]
sources can be determined by the well-trained flow
control agent. Simulation results have shown tlnat t

empirically  without  prior

proposed controller can increase the utilizationttod

buffer and decrease the PLR simultaneously. Thexefo
the GFQC proposed not only guarantees low PLRHer t

existing links, but also achieves high systemaation.
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