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Abstract

The application of directional antennas in wireless ad hoc networks brings numerous benefits, such as
increased spatial reuse and mitigated interference. Most MAC protocols with directional antennas are based
on the RTS/CTS mechanism which works well in wireless ad hoc networks using omni-directional antennas.
However, RTS/CTS frames cannot mitigate the interference completely. Besides, they also contribute a lot
to the performance overhead. This paper studies the problem from a new perspective. We have found that
the transmission success probability under directional transmission and directional reception is quite high
when the antenna beamwidth is quite narrow. Motivated by the analytical results, we design a lightweight
MAC protocol without RTS/CTS frames. The evaluation results demonstrate that this new protocol
performs better than MAC protocols based on the RTS/CTS mechanism. The results also show that a
collision-tolerant transmission is feasible under the narrow beam configuration.

Keywords: Wireless Networks, Directional Antennas, Medium Access Control

1. Introduction [11]. Furthermore, Choudhury et al. [5] have found that
using directional antennas causes new interference such
L . . as new hidden terminals and the deafness problem, which
The application ofd|rect_|onal antennas Fo W|rele_ss ad cannot be solved by using the RTS/CTS mechanism.
hoc networks has received enormous interest in recengggentially, directional antennas can radiate or receive
years. Directional antennas can greatly improve networksignals more effectively in one direction, which can cause
performance by increasing network connectivity, expandingmych less interference than omni-directional antennas. So
transmission range, enhancing spatial reuse and reducingpes the RTS/CTS mechanism still work well with
interference. Recent studies such as [1-10] focus oORjirectional antennas?
designing new MAC layer protocols to improve network  Many novel mechanisms have been proposed to
performance. eliminate the new hidden terminal problem and the
Most of these MAC schemes with directional antennasdeafness problem, which are caused by directional
are based on a four-way handshaking scheme, known asntennas. Although Korakis et al. [3] propose a Circular-
request-to-send/clear-to-send (RTS/CTS). The RTS/ICT®DMAC scheme to combat the new hidden terminal
mechanism has been proposed to resolve the hiddeproblem and the deafness problem, transmitting multiple
terminal problem in wireless networks uswrgni-directional RTS/CTS frames for each data transmission severely
antennas which can broadcast RTS/CTS frames to inforndlegrades the performance. Other schemes, such as Tone-
neighboring nodes of the oncoming transmission. Thosebased DMAC [7] and BTDMAC [12] can alleviate the
nodes that have received the RTS/CTS frames can defempacts of the hidden terminal and deafness problems by
their transmission to avoid collisions. However, using sending tones over another channel or over the data
RTS/CTS cannot eliminate hidden terminals completelychannel after data transmission. However, these bulky
even in wireless networks with omni-directional antennasand complicated schemes also bring additional cost and

Copyright © 2008 SciRes. I. J. Communications, Network and System Sciences, 2008, 4, 285-385



286 H. N. DAI ET AL.

performance penalty. using directional antennas. Yi et al. [15] have found that
How to use directional antennas in wireless networksusing directional antenna in arbitrary networks achieves a

more effectively? We address this problem from anothercapacity gain of277/./aB when both transmission and

y|ewp0|nt. When the beamW|dt_h of a d|r_ect|ona| antennargception are directional. Here, and 8 are transmitter
is lessened (a narrower beamwidth), the interference cause

by the antenna will also be reduced. We have found tha@nd receiver antenna beamwidths, respectively. Under
when the beamwidth is quite narrow and the network israndom networks, the throughput improvement factor is
not so dense, the collision probability is quite low. It is 477 /(@B) for directional transmission directional
the purpose of this paper to study the performance ofeception. Ref. [14] studies the asymptotic bounds on the
wireless networks using narrow-beam antennas. In partiamount of capacity gains that directional antennas can
cular, we are interested in the following problems: acquire. Wang et al. [16] model and analyze multiple
¢ What will happen when the beamwidth of the directional transmission and reception modes coupled
directional antennas is lessened? What is the impact ovith omni-directional or directional receptions. Carvalho
other factors on the success transmission probabilityand Garcia-Luna-Aceves [17] propose a realistic
such as the node density? analytical model which considers the binary exponential
+ How effective is the RTS/CTS mechanism in wireless back-off operation of IEEE 802.11.
networks using directional antennas? If RTS/CTS is In this paper, we try to find the relationship between
turned off, will the network throughput degrade the interference, the beamwidth of directional antennas
significantly? and the density of nodes.
In the next section, we briefly survey the related work
in the literature. Section 3 describes the models used i8. Analytical Models
this paper and analyzes the success transmission proba-
bility for directional transmission and directional reception. |n this section, we analyze the successful transmission
In Section 4, we present a lightweight MAC protocol probability with directional antennas. The successful
without the RTS/CTS mechanism and compare its pertransmission probability does not only depend on the
formance with a representative MAC protocol using the activity of the interfering nodes but also on the
RTS/CTS mechanism. Section 5 offers some implicationsiransmission/reception mode of directional antennas.
of our results. Finally, we summarize our paper in First, we present the antenna model in Section 3.1.

Section 6. Section 3.2 discusses the interference range for
directional transmission. Finally, we analyze the
2. Related Work successful transmission probability under the directional

transmission and directional reception mode.

Many studies [1-10] focus on designing new MAC
protocols with directional antennas. Most of them are
based on the IEEE 802.11MAC [13], which typically . L .
uses RTS/CTS to reduce interference in wireless networksThe_ radiation pattern of a d'reCt'on antenna Is often
Although the RTS/CTS mechanism works well in wireless dep|cted_ as the gain _va_lues in each direction in space. We
networks equipped with omni-directional antennas, it can project the rad!atlon pattern of an_ant_enna to an
cannot mitigate interference completely [11]. Besides,alZIrnUthaI or elevation plane. The projection of _the
using RTS/CTS in wireless networks with directional patter_n typically has a malobe (bea_lm) of the peak gain
antennas is not as effective as we expected. For examplt‘:f",nd _S|de-/back-_lobes of smaller gains. .
ref. [5] shows that RTS/CTS cannot completely mitigate _Smce ”?Ode"”g a real _ant_er_ma with precise value_s for
new interfering nodes caused by directional antennas. main and side-/back-lobes is difficult, we use an approximate
To address the new hidden terminal problem and the
deafness problem, many researchers propose more
complex schemes, such as Circular-DMAC [3], Tone-
based DMAC [7] and BT-DMAC [12]. Although they
can mitigate the impacts of hidden terminals and deafness,
they also bring additional cost on network performance.
For example, Circular-DMAC needs a sender to transmit
multiple RTS frames before each data transmission,
which greatly degrades the network performance. Tone-
based DMAC and BT-DMAC also need to send out-of-
band tone signals to reduce interference.
Other studies [14—17] concentrate on capacity analysis
and performance evaluation on wireless ad hoc networks Figure 1. The antenna model.

3.1. Antenna Mode€l

Copyright © 2008 SciRes. I. J. Communications, Network and System Sciences, 2008, 4, 285-385



COLLISION-TOLERANT TRANSMISSION WITH NARROW-BEAM ANTENNAS 287

antenna pattern [18]. In an azimuthal plane, the main lobe
of antenna can be depicted as a sector with afigle
which is denoted as the main beamwidth of the antenna.
The side-/back-lobes are aggregated to a circle, as shown
in Figure 1. The narrower the main beamwidth of the
antenna is, the smaller the side-/back-lobes are. Take the
above antenna model as the example. The gain of the
main beam is more than 100 times of the gain of side-
lobes when the main beamwidth is less than 40° [18]. ) )
Thus, the side-/back-lobes can be ignored when the main Figure 2. Theinterference model.
bezé)m IS quite narrow. ... _transmitter powerG, and G, are the transmitter antenna
ur proposed model assumes that a directional v i )
antenna gairG® is within a specific anglé, whereg is ~ 9ain and the receiver antenna gain, respectively,
the beamwidth of the antenna. The gain outside theandh and h, are the antenna height of the transmitter and
beamwidth is assumed to be zero. At any time, thethe antenna height of the receiver, respectively.
antenna beam can only be pointed to a certain direction, Consider a large-scale wireless ad hoc network with
as shown in Figure 1, in which the antenna is pointing ton static nodes. Without loss of generality, the distribution
the right. Thus, the probability that the beam is switchedof the nodes follows a Poisson distribution with a
to cover each direction 8/(277) . The antenna gain parameterp over the 2-D plane. The probabilify(i, S)

pattern is given by: of finding i nodes in an area &is given by:

G* if anglewithin @

H — (ps)l -pS
0 otherwise P(.S) = T € @)

9(6) ={

We also assume that every node has an identical
antenna and transmits with a fixed power. Thus, each
Compared with omni-directional antennas, directional node has the same transmitting rargand the same
antennas have different transmission properties.interference rangg . In the scenario shown in Figure 2,
Directional antennas can radiate or receive ratio signalguppose that nodeX; transmits to noder over a
more effectively in a certain direction than other
directions. Thus, directional antennas have different
transmission range and interference region, comparedransmitting rangeR of the transmittek; .
with omni-directional antennas. In this subsection, we The successful reception of the signal is mainly
investigate the interference region of directional antennasiecided by thesignal-to-interference-plus-noise ratio
and the relationship between the transmission range an¢SINR), which is often required to be greater than a
the interference range. threshold. When their transmission is on-going, an

When a signal is propagated from the transmitter tointerfering node X, at the interference rangg away
the receiver, whether it is correctly accepted by thefrom the receiver starts the transmission toward the

receiver is mainly determined by the receiving power of .o coiver at the same time. So, it will have an interfering
the signal at the receiver end. In open space, if the

" o - ) signal with the strengtt® at the receiveK. . Since the
transmitting power is fixed, the receiving power is mostly o o e
decided by the path loss along the distance between thi€rmal noise is negligible compared with interference
transmitter and the receiver. Under this condition, multi- Signals, similar to [11], we do not (iount it in our model
. . . P .
path_a_nd shadowing (_affects can be ignored since they arg. el Thus, we ha@NR =1 =i2 o whereo is
so trivial compared with the large path loss. Therefore, in > 4
this paper, we assume that the signal propagation followg,e g|NR threshold. In practice; is usually set to 10.
the two-way ground model which is typically used in i i
open space. So, we get the interference rarige=VoR .
According to [19], under the assumption of the two-
way ground model, the receiving power of a signal at the3.3. Directional Transmission and Directional

3.2. Interference Range

channel. The receiveK; locates exactly within the

receiver can be calculated by the following equation. Reception
h[2h2
R (d)=RGG, d4r (1) A directional antenna has two modes: an omni-

directional mode with a gai®° and a directional mode
where R, (d) is the receiving power at the receiver which \yith a gainG®. Since antennas in the directional mode
is far from the transmitter with the distande R is the can radiate or receive radio waves more effectively in

Copyright © 2008 SciRes. 1. J. Communications, Network and System Sciences, 2008, 4, 285-385



288 H. N. DAI ET AL.

some directions than in others, the directional gainis

generally greater than the omni-directional @ain The
transmitter or the receiver equipped with a directional
antenna can choose any one of the two modes to transmit
or receive frames. Hence, there are four combinations for
the transmission and reception modes of directional
antennas: 1) Omni-directional Transmission and Omni-
directional Reception (OTOR); 2) Directional
Transmission and Omni-directional Reception (DTOR);
3) Omni-directional Transmission and Directional
Reception (OTDR); 4) Directional Transmission and
Directional Reception (DTDR).

According to Equation (1), the larger the antenna
gains both the transmitter and the receiver have, the
higher the receiving power the receiver has. Besides, the
transmission range between the transmitter and the
receiver will be extended if the antenna gains of them are
increased. Thus, when both the receiver and the = : )
transmitter use the directional mode, the communicatiorf™SSION range. Sindg =YoR, we haveprR® =\oN.
range between them is maximized. On the other hand, th&eplacing the corresponding part in Equation (3), we have:
receiver is only susceptible to the interfering signals from )
its receiving direction when it is using the directional Pzefp(zfﬁ“ 4)
mode. So, DTDR also has the smallest interference area
compared with the other three modes. Hence, DTDR isa \when p=0.1 and 0=10 , we set different
preferred method to utilize directional antennas. In this

paper we only discuss the transmission under the DTDRN - 4’8’12’16’ 2(r'espect|vely and then we get the results
mode. in Figure 3. Figure 3 shows that the successful

Let us consider the scenario shown in Figure 2. Wherfransmission probability is high when the beamwidth is

node X; begins to transmit with nod; , this packet is  narrow, For example, wheflis less tha , the success
successfully received by node; if no node within the 6

Figure 3. The probability of a successful transmission.

probability is always above 95%. One possible reason is
that using directional mode at the receiver end can
towardX; . First, we need to calculate the probability that greatly reduce the collision probability.

sector region covered by, ’s antenna beam transmits

[ i i . T
no node can interfere with nodg . Since the placement Results under a narrow beammdtﬂ:{l—z) are also

of nodes follows the 2-D Poisson distribution with the
tabulated in Table 1, which shows that the transmission

densityp , there arepnR’ E—IZHTTnodes within the sector ynder DTDR is less vulnerable to interference when the
beamwidth is quite narrow.

The analytical results under DTDR show that the
region is denoted by . Among these nodes, the successful transmission probability is quite high when the
interfering node X, can cause interference with node beamwidth is lessened enough. For example, when

X, only when it has a frame to send and its antenna beanb Y/
<— (i.e,

region covered b¥,’s antenna beam. The area of this

15°), the success probability is always
is pointed to nod&; . We assume that a node begins to

transmit with a probabilityp.Then, the probability that above 98%. A beamwidth of 15° is a feasible angle for

most directional antennas. Thus, intuitively, there is an

. ) . g
node X, can interfere with nodeX. is p3— . There, the
k iSSP 21T Table 1. The probability of a successful transmission under

probability P that no nodes within region can cause the very narrow beam.
collisions with nodeX; is given by:

gL gL gL T

p=% 0 ply oY gue 48 36 24 12
= 2 il (3) N=4 0.9999 0.9998 0.9995 0.9978
~ 7D§Zps ~ 7p(279”)2pm%z N=8 0.9997 0.9995 0.9989 0.9956
=€ =e N =12 0.9996 0.9993 0.9984 0.9934

To simplify the calculation, we usé = p77R*, which N=16  0.9995 0.999 0.9978 0.9913
denotes the average number of nodes within a node’s transN =20 0.9993 0.9988 0.9973 0.9891

Copyright © 2008 SciRes. I. J. Communications, Network and System Sciences, 2008, 4, 285-385



COLLISION-TOLERANT TRANSMISSION WITH NARROW-BEAM ANTENNAS 289

interesting question: can the transmission continue evemsing DOA caching [4] or similar mechanisms. A
if there exist few collisions? In other words, when the specific problem with B-DTDR is how to help a receiver
beamwidth of antennas is narrow enough and theto know that a transmitter is trying to send a frame to it.
collision probability is quite low, can the transmission be Zhang [10] proposes a scheduling mechanism to address

collision-tolerated? this problem. In this paper, we assume that both B-DTDR
and RTS-DTDR can solve the neighbor discovery
4. Lightweight MAC Protocol problem.

On the other hand, when a node receives any frames
. . . . (RTS, CTS and data frames), it will record the
In this section, we propose a lightweight MAC scheme .o onding information into its DNAV (Directional
d?nOt?d as Bas_|c Directional T_ransm|SS|on andNetwork Allocation Vector), which is a directional
Directional Reception (B-DTDR), which turns off the version of NAV of IEEE 802.11, proposed in [4,5].
control frames of request to send (RTS) and clgar t_o Seng)NAV excludes the directions ’and sets the cc’>rre—
(CTS). .It _has a r|\(al t.ermed RTC/.CTS Directional sponding durations, toward which the node is not allowed
Transmission and Directional Reception (RTS-DTDR). to initiate a transmission to avoid collisions with data or

Then, we compare the performance of B-DTDR with thatcontrol frames. When a node receives a frame and the
of RTS-DTDR and discuss the implications from this frame is for this node. it beamforms toward the

lightweight scheme. transmitter (switch to directional mode) and replies the
) ] ] frame with a CTS (or ACK) frame. If the frames are not
4.1. Quick Review of RTS/CTS Mechanisms  for jtself, it will update the sender’s information and set
with Directional Antennas the corresponding DNAVs. DNAVs are used in both B-
DTDR and RTS-DTDR.
B-DTDR scheme keeps the basic collision avoidance
features, such as the exponential backoff and the controf 2. Performance M odel
frame of acknowledge (ACK). Thus, if there is a collision

with data packets, those data packets need to be, this paper, we adopt a discrete Markov chain model
retrapsmltted. In IEEE 802.11 Q|str|buted coordination sed in [16, 20] to evaluate the saturation throughput and
function (DCF) [13], an exponential backoff scheme canhe gyerhead of wireless networks (as shown in Figure 4).
be used to avoid further collisions of data packets. Atyye extend the model to support directional antennas.
each packet transmission, the backoff time is unlformeRange extension and overhead calculation are also
chosen in a range ofo,w) where w is called the  considered in our model. We also adopt the assumption
contention window. At the first transmissiow, is set to  that each node operate in time-slotted mode, with a time
be the minimum value o . After each unsuccessful slotr . If the time slotz is very small, the performance

transmission (no ACK received), the sizenofs doubled of the time-slotted protocol is very close to that one of
until it reaches the maximum value &%, . This the asynchronous version of the protocol [16, 20]. The

. . - ... period of time during which RTS, CTS, data and ACK
mechanism can effect_wely reduce the collision probab|l!ty. frames are transmitted can be depicted as multiples of
Most of current directional MAC schemes are using . .
another four-way handshaking technique which turns on"& bis tus» Lo AN 1Ly , TESPECiVEY.

RTS/CTS frames. In stead of sending a data packet, a The throughputis calculated by the proportion of time
transmitter sends a short control frame called request téhat a node spends transmitting data packets successfully
send (RTS). After the reception of RTS, the receiveron the average. L&(S), P(l) and P(C) denote the
responds the transmitter with the frame called clear tosteady-state probability oBUCCESS, IDLENESS and
send (CTS). After shaking hands of RTS and CTS, theCOLLISION, respectively. From the Markov chain model
data transmission begins. This mechanism is useful to
reduce the hidden nodes in wireless networks using
omni-directional antennas. However, it cannot mitigate
the hidden terminal problem and the deafness problem
with directional antennas [5]. In this paper, we consider a
general MAC scheme (RTSDTDR) which can be used to
represent the current directional MAC schemes since it
keeps has the main features of them. In both B-DTDR
and RTS-DTDR, RTS, CTS, data packets and ACK are
transmitted directionally.
One of the difficult problems with B-DTDR and
RTSDTDR is to find the location of a node’s neighbors,
or neighbor discovery. This problem can be solved by Figure 4. The Markov chain model for a node.

Copyright © 2008 SciRes. 1. J. Communications, Network and System Sciences, 2008, 4, 285-385
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shown in Figure 4, we have the following equation to
calculate the throughput.

P(S) l:ﬂdata
PC)T. +P(S)Ts + P(NT,

Throughput = (5)

whereT. , Tg and T, are the duration ofCOLLISON,
SUCCESSandIDLENESS, respectively.

The duration of time that a node stays in the
SUCCESS state, T or the collision state]. , depend on
the mechanisms of different MAC protocols. Thus, the
detailed calculation will be given in the following
subsections. The duration of a nodelDLENESS state
T islr.

with node X; and nodeX; .

H. N. DAI ET AL.

j
1

fi
Figure5. Theinterferenceregion for DTDR.

The transmission range
betweenX; and X; is denoted as . So, the interference

ranger, =</or , which can be easily derived from the
results presented in Section 3.2. Since the number of

Then, we need to calculate the probabilities that thenodes depends on the area size, we need to calculate the
node stays in different states. From Figure 4, the steadyfour areas of regions 1, 2, 3 and 4, which are denoted

state probability of DLENESS equals:

P(1) =P() IR, +P(S) +P(C) (6)
Note thatP(S) + P(C) =1-P(l), thus,
P(1)=1/(2-R,) ()

From Figure 4, the steady-state probability of
SUCCESS can be calculated B(S) = P(1) (R, . Before

deriving the transition probability from IDLENESS to
SUCCESS, we need to calculat®(r) that nodeX,
successfully shakes hands with no&g which is a
distancer way. The detailed calculation d?.(r) will

be stated as follows.
We also derive the MAC overhead by calculating the

asS, S,, S, andS,, respectively:

S =m>@®/(2n)

S =m?@/(2m)-r*tan@ /2)/2
S, =m? @/ 2mn)-m?*@#/(2r)
S, =m? B/ (2m)-m2 B/ (2n)

(9)

Ps(r) equals the probability thaX; transmits in a
given time slot, andX; does not transmit in the same

time slot, and none of the nodes within the four regions
interferes with the handshake between nodesand X, .

Therefore, we have:
Rs(r) = p(l- p)[F, [P, [P,[P, (10)

Since RTS-DTDR does not prevent interference from

portion of time that a node spends transmitting controlneighboring nodes in regions 3 and 4, the handshake
frames on the average when data packets are successfulljight be interrupted at any time. Hence, @@LLISON

transmitted.

Overhead = PO [, (8)
PC)Te + P(S)Ts + PONT,
where t,, is depicted as time slots which are used to

transmit control frames such as RTS, CTS and ACK.
In the following subsections, we derive the steady-

state probabilities, transition probabilities and times spent

at different states of the two MAC schemes, respectively.

4.3. RTS/CTS Based Directional Transmission
and Directional Reception (RTS-DTDR)

period T, lasts from
Tl = l:rts +1 tl” T2 = l:rts +tcls +tdata +1
propagation delafr is also consideredI. is the mean

value of the truncated geometric distribution. Then, we
obtain the following equation to calculalg .

« t4, where one

a

T.=@-p)/a-p Y P +H) ()

The probability that no nodes in region 1 interferes
with the handshake between nod¢sand X, is equal

to the probability that no node in this area transmits as
node X, does, which can be depicted as:

In this subsection, we calculate the throughput and the

overhead of RTS-DTDR. From the throughput model

presented above, we need to calculate the transition

probability By first. Figure 5 indicates that the nodes

within the four regions (hamed 1, 2, 3, 4) may interfere

Copyright © 2008 SciRes.
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The probability P, is equal to the probability that no Equation (11).

node transmits toward nod¥; within the duration of And the success period time is

time t,, and no node transmits within the slot when node T =ty +ty +2 (18)
X; begins to transmit toward nod¢; Thus, we have

the following equation to calculak. P, keeps the same as RTS-DTDR. is equal to the

probability that no node transmits toward nodg
P = e—p%pg«ngl) @fpgng (13) within t,,, period and does not transmit in the slot when
node X; begins to transmit with nod¥, , therefore, we have
R,is equal to the probability that no node can interfere
[ 4
i i - pS (tama D) =P
with the reception of CTS and ACK frames of noge p =g "2’ g e (19)
Hence, we have:

Similarly, we have
P25, (1) ™ P2 St D)

P3 € (14) 0208 ()
P3 —e 27 &
In region 4, there is no interference if no node T (20)
transmits toward nodé ; when nodeX; is sending a data P=e 2r '[@ 27
frame. Then, we get: _ . _
Then after replacing the corresponding parts in

b= —p%rpSA l]g—p%pSA(tdala-%-l) 15 Equation (5), we get the throughput of B-DTDR. Since
1=€ (15) ty =t +2in B-DTDR, we can calculate the overhead

Because each transmitter can choose its receiver witl?f B-DTDR from Equation (8).
the equal probability and the average number of nodes .
within a region of radius is proportional ta?, the 4.5. Numerical Results

probability density is the function of distantebetween
nodes X. andX , i.e., f(r)=2r , whereO<r <R We compare the performance of the RTS-DTDR and
i j ey 1] .

BDTDR under the different configurations and present
the results in Figure 6 and Figure 7.

. Figure 6 shows the saturation throughput and
Ps :IO Bs(r) f(r)dr overhead of RTS-DTDR and B-DTDR under different
(16)  node density N =10, 20,30, 4(, respectively) when the

Therefore, B is equal to:

R
= |, P~ p)R P, (PP, (2rdr o i _
beamwidth is less thag. The results are obtained under

The duration in time slots of a node in tA8CCESS

a short data length, i.et,,, =40r . With the increased

state is ata
node density, both the throughputs of RTS-DTDR and B-
To =t D)+t D+ G T D+ G + 1) 17 DTDR begin to degrade although B-DTDR has a much
=ttt +t, +t, +4 n higher throughput than RTSDTDR protocol. The peak

value of B-DTDR is almost 20% higher than that of
wheret ., t_., t,.. andt,, are the duration times of RTS-DTDR. One possible reason is that when the
t it RTS CTS dat d ACK f beamwidth is quite narrow, the number of the interfering
r:aasr;)Semc;ivIgI%/ ' » data an TAMES, hodes is so small that those nodes cause nearly no

After the corresponding parts are replaced in Equationcolllsmns. In this situation, RTS/CTS frames are not

(5), the throughput of RTS-DTDR is obtained. Following necessary to be used. On the contrary, they only

the similar process, we can calculate the overhead Ogontrlbute additional overhead on the throughput.
RTS-DTDR from Equation (8). Then we calculate the throughput and overhead under

the long data length setting (i.e,,, =120r and the

4.4. Basic Directional Transmisson and results are shown in Figure 7. Similarly, both RTS-
" Directional Reception (B-DTDR) DTDR and B-DTDR perform well under a narrow beam

(e.g., /L). Under this setting, B-DTDR still has a higher
15

Since there is no RTS and CTS frames, B-DTDR has gnrqughput than RTS-DTDR because it gets rid of the
narrower  bound on T, (from T =1r to bulky RTS/CTS mechanism. However, when the
T, =ty Tt +2). Then we can calculaf€ by using  beamwidth is increased further, the collisions caused by

Copyright © 2008 SciRes. 1. J. Communications, Network and System Sciences, 2008, 4, 285-385
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(8) N=10 (b) N=20

(8) N=30 (b) N=40

Figure 6. Throughput comparison when p=0.1t, =t =t =57,t,,, = 40 (short data frame).

rts ach
interfering nodes become remarkable, both theyield a high success probability. As shown in Section 3.3,

throughput of RTS-DTDR and B-DTDR degrades. ) ) ) o
if the beamwidth is less thaclné (i.e., 15°) and both

5. Discussions directional antennas are used at the transmitter and the
receiver, then the probability of a successful transmission

The results in Figure 6 and Figure 7 show that, when thds greater than 99%. The transmission under this situation
beamwidth is decreased, a higher network throughput ca§an be regarded ascallision-tolerant transmission (the

be obtained. The capacity analysis in [15] also provescollision probability is quite small). Hence, DTDR
that the capacity grows with the lessened beamwidthshould be the best way to use directional antennas.
However, the capacity will not grow arbitrarily high Meanwhile, the angle 15° is feasible in maogelligent
when the beamwidth decreases further and everflirectional antennas. Under this condition, the
approaches to zero. Yi et al. [15] have also observed thatomplicated collision avoidance mechanisms, such as
when the beamwidth is too small, the interference hasRTS/CTS, are not necessary to be used because they only
been fully reduced and there is no further improvementcontribute excessive overhead on the performance. At
by decreasing the beamwidth of the antennas. that time, using some simple collision avoidance
Actually, when the beamwidth is narrow enough (more mechanisms, such as the exponential back-off, might be
specifically, less than a certain angle) a trans-mission carenough to reduce the interference.

Copyright © 2008 SciRes. I. J. Communications, Network and System Sciences, 2008, 4, 285-385
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(a) N=10 (b) N=20
(a) N=30 (b) N=40
Figure 7. Throughput comparison when p=0.1t, =t =t =57,t, . =120 (long data frame).

This collision-tolerant transmission gives us some using directional antennas with a narrow beam. In
important implications on MAC design. Directional particular, we examine the probability of a successful
antennas have different properties, e.g., higher spatialransmission under Directional Transmission and
reuse and the smaller interfering region. Although Directional Reception. The numerical results show that
RTS/CTS schemes work well in wireless networks usingthe interference probability is quite low when the antenna
omni-directional antennas, they cannot mitigate beamwidth is narrow enough. These results encourage us
interference caused by directional antennas completelyo design a lightweight MAC protocol which turns off
[5]. Thus, the MAC layer design with directional RTS/CTS. The evaluation results prove that the protocol
antennas should start from another different perspectivehas a higher throughput than the typical MAC protocol
For example, when the beamwidth is narrow enough andased on RTS/CTS. The results also demonstrate that a
the collision probability is small, we can turn off collision-tolerant transmission is feasible when the
RTS/CTS. On the contrary, we should consider otherbeamwidth is narrow enough. One of our future works is
techniques, such as power control and multi-channeko implement the lightweight MAC protocol in simulators
schemes to reduce interference. and conduct experiments in real environments.
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Abstract

Printed-circuit board (PCB) elliptic antennas with useful bandwidth exceeding 10:1 ratio are suitable for
wideband radar, wireless ultra wideband (UWB) and other wireless communication applications. We present
wideband PCB elliptic dipole antennas which are capable of achieving the bandwidth requirements for all
the applications. A set of elliptic dipole antennas with varying eccentricities have been fabricated for
demonstration. We find one specific size (specific eccentricity) dipole that can yield an impressive 1.5-16
bandwidth exceeding the currently available. A couple of elliptic dipole antennas suitable for UWB
application have been presented. We have measured swept frequency response, impedance and radiatior
patterns of all dipoles. An empirical formula is given for calculating the starting resonant frequency within
the operating band. The calculated values are found in good agreement with measured results.

Keywords: Elliptic Dipole Antenna, Wideband Radar Antenna, Printed-Circuit Board (PCB), Ultra
Wideband (UWB)

1. Introduction

The printed-circuit elliptical antenna has proven to be an

efficient and effective radiator with broadband per-

formance. In its simplest configuration, circular or

elliptical antenna can be designed to produce a broad

beamwidth as well as broadband with linear polarization

and a radiation pattern having a broadside maximum.

The most direct approach to provide a broad beamwidth

and broadband performance from such an antenna is to

use a printed-circuit dipole with the upper and lower

radiation elements having a circular or elliptical shape.

The antenna dipole could be fed with a 50 ohm micro-

stripe line, extending into the dipole center (the point (@) (b)

where the two adjacent circular or elliptical radiators

join). It was found that the current on the radiator at all

frequencies is largely concentrated on the peripheral ™ ~— ,

edge with very low current density approaching inward With dielectric constant £, =4.2.

towards the center. For elliptic (circular) dipoles, one can

picture that numerous semi-elliptic thin-line dipoles of impedance of elliptical printed-circuit antennas3L A

varying lengths are effectively formed to excite multi- printed crescent patch antenna [4] and a bottom fed

linear modes hence resulting in a wide bandwidth with elliptical antenna [5] were investigated experimentally to

linear polarization. provide broadband performance with linear polarization
Several methods have been proposed to study thewithout added complexities inherent in the feed circuit.

Figure 1. (a) Geometry of an elliptical printed-circuit dipole
antenna. (b) An elliptical dipole antenna etched on PCB

Copyright © 2008 SciRes. I. J. Communications, Network and System Scie2€88, 4, 285-385
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Broadband printed-circuit elliptical dipole antennas the real and imaginary parts of the input impedance
covering 750 MHz to 6.0 GHz for WLAN and WiMax against frequency is given in Figure 4. From this figure,
applications have been fabricated and tested [6].we can see multiple resonance peaks indicating that the
Recently, Powell [7] has shown that broadband linear radiator effectively consists of multi-elliptically-shaped
polarization could also be achieved by two differential thin-line dipoles of various lengths exciting many linear
crescent patches fed at the dipole center of the twomodes thus resulting in a broad bandwidth with linear
adjacent elliptic elements. They achieve a broadbandpolarization.
performance covering the 3.1-10.6 GHz ultra wideband  Next, we vary A from 26.0, 27.5, 29.0, and 30.5 mm
(UWB) spectrum with a swept frequency return loss of while holding & constant at 26 mnb(a ratios of 1.000,
about 11dB. 0.945, 0.897, and 0.852) and repeat the experiment. For

In this paper, experiments are carried out to theseb/a ratios, the measured swept frequency return
investigate the impedance bandwidth and sweptlosses are compared and results are presented in Figure 5.
frequency measurement for several elliptic dipole Typical swept frequency input impedance derived from
radiators using various eccentricities (equivalently, corresponding Smith chart measurements are given in
various b/a ratios, see Figure 1). The radiation patternsFigure 6 and Figure 7. The first dipole wita=82mm
are also measured. outperforms all. Then, we have also fabricated elliptic

The rest of the paper is organized as follows. Sectiondipoles with reducingb/a ratios of 0.800 and 0.750
2 presents experimental results of the bandwidth (increasing @ beyond 32mm) and found that the
performance for a set of elliptic dipoles of various sizes performance also starts to fall.

(various eccentricities) by measuring the frequency The bandwidth performance (bandwidth is defined
return loss. An optimum dipole size is found to yield here as the frequency range with return loss better than
widest bandwidth among all. Section 3 discusses the

starting resonant frequency. Section 4 discusses the  ° |——b/a=0.813
antenna products for UWB application. Then, Section 5 -5\
measures the radiation patterns of the optimum dipole.

-10-
Finally, Section 6 concludes the paper. v
-15

2. Experimental Results of Bandwidth

Return Loss (dE
)
o
T

Performance 25|
-30
The geometry of a printed-circuit elliptic antenna dipole 35|

is shown in Figure 1(a). A photograph of an elliptical — R — R S E—
dipole antenna etched on PCB with dielectric constant of 1 25 4 55 Fr7eque8ri§y (é%2)11'5 13 145 1€
4.2 is shown in Figure 1(b). In the lower elliptic radiator,
portion of the area is cut off in the shape of an ellipse to Figure 2. Measured return loss for elliptic dipole with 32
accommodate the 50 ohm micro stripe feed line. The first™™ X 26 mm,b/a = 0.813.
part of our experiment study is to investigate the
broadband properties. A set of dipoles with varyiig
ratios were etched on the printed-circuit board (PCB).
We varied théd/aratio progressively from 1.00 (a circle),
0.945, 0.897, 0.852 to 0.813. The minor diamekewas
held constant at 26 mm, while the major diametewas
progressively increased from 26 mm to 32 mm. Thus,
five different size dipoles are etched on microwave
printed-circuit boards (PCBs) using 41.2 mi88.1 mm
to 38.1 mnX53.4 mm FR4 with thicknegb= 0.762 mm
and dielectric constant 4.2.
The swept frequency return loss for an elliptic dipole
with 2a=32 mm and B=26 mm (b/a = 0.813) is first
measured using a network analyzer. We can see from
Figure 2 that, in the 1.5 GHz to 16 GHz range
(bandwidth ratio 10.66:1), the return losses are all better
than -10 dB. This is an impressive broadband result as
the bandwidth has exceeded the 10:1 ratio. Next, Figure
3 presents the swept frequency measurement of thigrigure 3. Smith chart display for elliptic dipole with 32 mm
particular dipole in Smith chart format. Then, a plot of x 26 mm,b/a=0.813.
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16C 100
R— b/a=0.813

120% ), Q— (32mmx 26mm) 160
g X
S sof 20 @
x : 5

40 -20

0 | | | | -60
1 4 7 10 13 16

Frequency (GHz)

Figure 4. Impedance

vs. frequency for elliptic dipole with

32 mm x 26 mmb/a = 0.813.

0
-5
10 |
-15

-20

Return Loss (dB)

b/a=0.852
——b/a=0.897

5.5 7 85 10 115 13 145 16
Frequency (GHz)

Figure 5. Comparison of measured return loss between

elliptic dipoles (b/a=0

.852, 0.897, 0.945, and 1.000).

16C

120

R (OHM)

100

b/a=0.852
(30.5mmXx 26mm)
60

-60

Figure 6. Impedance
30.5 mm x26 mm,b/a

7 10
Frequency (GHz)

13

16

vs. frequency for elliptic dipole with

=0.852.

-10 dB) versusb/a ratio for the above five dipoles is ]
given in Figure 8. It is observed that as the radiator shapeeturn loss < -10 dB) in GHz as

becomes less elliptical, the number of effective semi-
elliptical-shaped thin-line dipoles of various lengths

appears to decrease resulting in a narrower bandwidth.

Copyright © 2008 SciRes.

16C 1 100
i . bla=1.00
N (26mmXx 26mm)
120 160
s |
s ¥
(14
40 11
0 ! ‘ : -60
1 4 7 10 13 16
Frequency (GHz)

Figure 7. Impedance vs. frequency for elliptic dipole with
26 mm x26 mm,b/a = 1.000.

11

105

Bandwidtt

8 L | L L

0.8 0.84 0.88 0.92
b/a Ratio

0.96

Figure 8. Bandwidth vs.b/a ratio for elliptic dipoles with
minor diameter 26mm.

3. The Starting Frequency

The second part of our study is to investigate the starting
frequency in the operating band of the elliptic dipole. It
is well-known that the minor diameteb 2f a dipole
radiator determines the resonant frequency. To
investigate the resonant frequency of the elliptic dipole
experimentally, we vary 2 from 27.0, 28.0, 29.0, and
31.0 mm while holding & constant at 32 mnb(a ratios

of 0.844, 0.875, 0.906, and 0.969) and repeat the
experiment. For thesb/a ratios, the swept frequency
Smith charts are measured and the typical input
impedances derived from the corresponding Smith charts
are given in Figures 9 through 12.

For a PCB material of dielectric constafit and a

given 2b (mm), we found an empirical formula for
calculating the starting resonant frequency (defined for

_ 408

_b\/s_r

fs 1)
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For elliptic antenna dipoles withhZ/aried from 26.0, To achieve the required 3.42:1.00 UWB impedance
27.0, 28.0, 29.0, and 31.0 mm and withteld constant  bandwidth properties, low eccentricity elliptic dipole
at 32 mm, using (1), the calculated values of radiators were first etched on FR4 PCB with an overall
corresponding starting resonant frequencies aresize of 24 mmx 46 mm. The measured return loss, as
respectively about 1.53, 1.47, 1.42, 1.37, and 1.28 GHz.shown in Figure 14, in the 3.1 GHz to 10.6 GHz range is
These calculated frequencies are found in goodgenerally better than -12.6 dB. Figure 15 presents the
agreement with the measured frequencies (at frequencieswept frequency measurement in Smith chart format.
the impedance values correspond to better than 10 dBNext, to reduce he size of the product, an elliptical dipole
return loss) as shown in Figure 4 and Figures 9 throughantenna of the same design is etched on a flexible

12. Thus, (1) proves to be quite useful and handy. laminate PCB with a thickness d=0.635 mm &pgl10.2.

With an overall PCB size of 15 mm 28 mm, this
elliptic dipole provides suitable impedance properties
across major portions of the frequency spectrum. The
Utilizing Equation (1) in Section 3, printed-circuit Swept frequency return loss of this elliptic dipole
elliptical dipole antennas for 3.1-10.6 GHz UwB fabricated on the flexible laminate PCB is presented in
applications have been fabricated and tested [8]. FigureFigure 16. Due to the non-uniform properties of the
13 shows a photograph of e|||pt|ca| d|p0|e antennas flexible laminate PCB, this antenna can Only achieve
etched on PCB with dielectric constant of 4.2 and 10.2, close to -10 dB return loss performance in the specified

4. Products for UWB Application

respectively.

3.1 GHz to 10.6 GHz frequency band.

16C

b/a=0.844
(32mmXx 27mm)

100

60

16C

b/a=0.906
(32mmXx 29mm)

10C

6C

-20
0 | | | L -60 0 I I | -60
1 4 7 10 13 16 1 4 7 10 13 16
Frequency (GHz) Frequency (GHz)

Figure 9. Impedance vs. frequency for elliptic dipole with

32 mm x27 mm,b/a = 0.844.

16C

b/a=0.875
(32mmXx 28mm)

100

160

(WHO) X

-60

1 4 7

10

13

16

Figure 11. Impedance vs. frequency for elliptic dipole with

32 mm x 29 mmb/a = 0.906.

16C

0 I !

b/a=0.969

(32mmXx 31mm)

1 4 7

10

13

100

60

Frequency (GHz)

Figure 10. Impedance vs. frequency for elliptic dipole with
32 mm x28 mm,b/a = 0.875.
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Frequency (GHz)

Figure 12. Impedance vs. frequency for elliptic dipole with
32 mm x31 mm,b/a = 0.969.
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UWB impulse radio application, antenna requires 5
sufficient impedance matching, linear ungroup phase ;,
response or near constant group delay throughout theg
entire 3.1 to 10.6 GHz band. As shown in Figure 13, the 2
presented antennas are small, compact, and shoul<§ 201
exhibit fixed phase center property. Owing to that, this _El -25r
antenna tends to radiate a mostly non-dispersive 2 -30
waveform which cause less pulse shape distortion to the® 35|
transmitted waveform and provides suitable frequency
domain characteristics and performance. For UWB

applications, we are preparing equipment to performthe 753 "7 "5 5 7 & 9 10 11
time domain transmission tests required to assess the Frequency (GHz)

impulse response and fidelity characteristics of these
antennas.

Different from in wideband radar applications, for 0 N

-15T

Figure 14. Measured return loss of the (24 mm x 46 mm)
elliptic dipole etched on FR4 withE, = 4.2.

5. Radiation Patterns

The third part of our experiment is to investigate the
radiation patterns of the 1.5-16 GHz elliptic dipole. For
demonstration purpose, we only present the
measurements for our optimum dipole (32 mm x 26 mm,
b/a = 0.813). The radiation patterns on the x-z, x-y, and
y-z planes of the optimum elliptic dipole at 2.0, 4.0, 10.0,
and 14.0 GHz are measured in an anechoic chamber and
shown in Figure 17, Figure 18, and Figure 19
respectively. Results indicate reasonable omnidirectional
radiation patterns on all the three planes. Consistency of
the patterns, similar to a typical dipole radiation pattern,
can be observed across major portions of the frequency
band. The measured gain is about 2 dBi.

6. Conclusions
Figure 15. Smith chart display of the (24 mm x 46 mm)
For elliptic dipole antennas withb2varied from 26.0, elliptic dipole etched on FR4 withE, = 4.2.
27.0, 28.0, 29.0, and 31.0 mm and withi#ld constant
at 32 mm, we found an optimum size 32 mm x 26 mm,
b/a = 0.813 can yield a maximum bandwidth
performance in the 1.5-16 GHz range. Thus, we have

Figure 16. Measured return loss of the (15 mm x 28 mm)
elliptic dipole etched on a flexible laminate PCB witl€, =

10.2.
Figure 13. Elliptical dipole antennas etched on PCB with  shown that, with a proper choice of minor to major axis
dielectric constant€, = 4.2 (Left) and 10.2 (Right). ratio, a printed-circuit elliptic dipole antenna using a

Copyright © 2008 SciRes. I. J. Communications, Network and System Scie2€88, 4, 285-385
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simple single-feed network can provide a useful
operating bandwidth exceeding the 10:1 ratio. Aside

from swept frequency and impedance measurements for

elliptic dipoles of variousb/a ratios, the radiation

patterns for the optimum dipole are measured and found

to be in consistency with typical dipole radiation patterns.
By properly choosing the minor diameter for the dipole
made of PCB of known dielectric constant, the starting

operating frequency can be easily calculated using an

empirical formula for system design. A couple of elliptic
dipole antennas for 3.1-10.6 GHz (3.42:1 bandwidth

ratio) UWB application have been presented

demonstrate that these dipole antennas can be designed

for other fixed operating frequency bandwidth ratio.

Figure 17. Measured radiation pattern on x-z plane of
antenna (32 mm x26 mm,b/a = 0.813).

Figure 18. Measured radiation pattern on x-y plane of
antenna (32 mm x26 mm,b/a = 0.813).

Figure 19. Measured radiation pattern on y-z plane of
antenna(32 mm x 26 mmp/a= 0.813).
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Abstract

The exponential growths of the World Wide Web (WWW) users have made the deployment of proxy servers
popular on a network with limited resources. WWW clients perceive better response time, improved
performance and speed when response to requested pages are served from the cache of a proxy server
resulting in faster response times after the first document fetch. This work proposes cyclic multicast as a
scalable technique for improving proxy server performance for next generation networks. The proposed
system uses a cyclic multicast engine for the delivery of popular web pages from the proxy server cache to
increasingly large users under limited server capacity and network resources. The cyclic multicast technique
would be more efficient for the delivery of highly requested web pages from the cache to large number of
receivers. We describe the operation of the cyclic multicast proxy server and characterized the gains in
performance.

Keywords: Caching, Cyclic Multicast, Reliable Unicast, Scalable Data Delivery, Next Generation Network

1. Introduction remote transmission.
Proxy caching has become one of the vital components

A proxy server is a server that sits between a client” &ll web systems. Streaming media, in particular those
application, such as a web browser, and a real server. prestored can ha_\ve significant performance |mprovements
intercepts all requests to the real server to see if it cadfOmM Proxy caching, due to their static nature in content.
fulfill the requests by itself. Otherwise, it forwards the Hence proxy servers have found useful applications in
request to the real server. Proxy servers have two maifedia streaming, video on demand and large scale
purposes on a network, firstly, to improve network multimedia applications [b].
performance through the delivery of previously request Over the last several years, the WWW has gained
objects from the cache and secondly to filter request, i.etremendous popularity; similarly, the number of WWW
preventing users from accessing some specific sets ofisers on the Internet has grown exponentially. Making the
website. Proxy caching has been widely used to cach&ystem administrator to continually battle with ways of
static (text/image) objects on the Internet so thatimproving response times due to large volumes of users’
subsequent requests to the same objects can be servégnuest. Different approaches have been used to solve the
directly from the proxy server without contacting the real problem of scalability; one of such approaches is to simply
server. buy more powerful hardware to upgrade the servers. This
In order to reduce client perceived access latencies ats not a cost effective or scalable solution as this approach
well as server/network loads, caching of frequently usedmay fail with increasing WWW users. Another solution is
data at proxies close to the client is an effective techniquethe improvement of the Hyper Text Transport Protocol
This will enhance the availability of objects and reduce (HTTP) to reduce the latency associated with HTTP
packet losses, as local transmission is more reliable thagommunication by removing overhead of creating a new
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connection for each HTTP request [6]. Another solution is UDP Multicast
replicating transparent servers’ at the most popular
websites [7], caching of hot pages [8] and multicast Cyelic Multicast Engine - Source
delivery [9] Popular
The focus of this work is to investigate cyclic multicast Pages
architecture for the delivery of WWW pages to TP on | TCP Delivery
increasingly large numbers of user given limited serverrequests Connect  Decision Reliable Unica
capacity and network resources for next generation Other:
networks. Access pattern to files follows a Zipf-like Requestsin Source

Queue

distribution [10]. Access to website typically follows a

skewed pattern, namely; small number of popular pages

(hot pages) accessed very frequently, a large number of Figure 1. Cyclic multicast proxy server architecture.

warm pages accessed with moderate frequency and a large

number of cold pages accessed a few times or rarely. Wgigure 1 shows the basic design of a cyclic multicast proxy

explore the cyclic multicast for the transmission of popularserver. This server is capable of delivering web pages

(hot and warm) requested web pages and reliable unicagising cyclic multicast and reliable unicast. When a request

for other (cold) pages. With this option, web pages arefor Transmission Control Protocol (TCP) connection

delivered to multiple requesting clients using a single arrives from a client for a page, the requests are queued

server response based on the network support for point tQntj| the server can process them. When the request is

multipoint communication. about to be processed, the server establishes a TCP
The cyclic multicast option is expected to be more ¢onnection and the client request is transmitted.

efficient for the delivery of highly requested web pages  p delivery decision is made based on the popularity of

(hot and warm pages) to large number of users. With thighe requested page. There are two possible options for the

option, the web page is broken into chunks, cyclically yojivery of a page, cyclic multicast or reliable unicast. The

transmitted and clients can listen at any point in time in themost popular (hot) pages and moderately popular (warm)

transmission, and continue to listen until all of the data 'Spages are served using cyclic multicast engine, while other

received. unpopular (cold) pages are served using the traditional

The rest of the paper is orga}nized as foIIows..In sectionTCP unicast connections. The decision for the pages to
2 we review related work and in section 3 we discuss the '

architecture of a cyclic multicast proxy server. In section 4setrve futilng cyclic _rpr:JItlcasIF IS b?fecj :)n the ?ocqmerllt hit
we present the operation of the cyclic multicast proxy rate ol the server. The cyclic muiticast operation INVOIves

server and in section 5 the analysis of cyclic multicast. In? pumber of processes ranging from chunking of the page,

section 6 we present the simulation of the server and id®iNing @ multicast group to receive all the chunks
section 7 we discuss the result of our performance analysi€OTrectly in one or more cycles and finally leaving the

The paper concludes in section 8. multicast group after receiving all chunks correctly. This
architecture is further described in detail in the following
section.

2. Related Work

Large popular files can be delivered efficiently from a 4. The Cyclic Multicast Proxy Server

server to several clients concurrently using multicast or ~ Operation

broadcast. Some previous work has shown the use of

multicast to provide scalable services [9:13]. Some  The proposed cyclic multicast engine built in the proxy
other applications of multicast for the delivery of server is an effective way to deliver most popular and
information, news to large audience and general data basgeavily requested pages. The cyclic multicast engine is
access were described in [14,16,17]. The use of multicas¢apable of delivering multiple pages simultaneously using
support within the Internet has been largely tied to themultiple multicast groups; however, in this work we only
delivery of videoconferencing, audio, video and streamingdescribe the use of this engine to deliver a single page to
of multimedia applications to large recipients. In this work,several receivers. For the delivery of multiple pages
we propose the User Datagram Protocol (UDP) best effortimyitaneously, the operation is replicated for every page
multicast for the delivery of popular pages to large jniended for delivery using cyclic multicast. The cyclic

numbers of receivers, with repetitive, cyclic transmission ., iticast delivery scheme may be summarized in the
of the requested page to ensure reliability. This solution isfollowing steps similar to [18].

expected to be scalable and more efficient when used for
the delivery of the same content to large numbers of
requesters or receivers.

The page including embedded files is divided into a

number of chunks.

« A multicast address is used to transmit all chunks in a
page sequentially from the server to the group of

3. TheBadcDedgn of aCydic Multices Praxy Server receivers. A cycle is the transmission of all chunks in a page.
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« A receiver joins an appropriate multicast group and B(0.3) b(O.N)
remains a member until all chunks are received
correctly. If a receiver misses a chunk, the receiver
must remain in the group until the missed chunk is
re-transmitted and received correctly in subsequen
cycle.

« The server (cyclic multicast engine) continues the
cyclic transmission if there is at least one receiver in the °
group waiting to receive the page. The server stops
transmission when all members of the group have Figure 3. Markov chain for receiving one chunk.
finished receiving the page.

received a particular chunk at the end of cycklaen the
probability of m+n receivers receiving the chunk at the

5. Analysisof a Cyclic Multicast Engine end of cycle+1 will be:

We use the following analysis to compare the performance b - ( N'm) P" * (1- P)(N-m) (3)
of cyclic multicast with reliable unicast. We assume our (mmren)

web page is broken int6 equal-size chunks and those

transmissions out of the server are in packets for both The Markov chain for all N receivers receiving one
unicast and cyclic multicast with each packet containingchunk is shown in figure 3. Equation 3 gives the transition
one chunk. We assume thdireceivers make requests for between states; the end state is reached when
same page at the same time. If the probability that a packe|| N receivers have received the chunk correctly.

(chunk) is received correctly i and losses are The transition probability matrix is given by:
independent of packet and receivers, for reliable unicast,

U, the number of packets (chunks) that will be transmitted 1 by by by * ¢ o by
such that alN receivers get all chunks making up a page is 0 1 b, by * + + by
given by: {0 0 1 by e e e by

UC:'\‘;C (1) B0 0 0 1+« . b,

Similarly, for cyclic multicast, the server will continue 000 0---1
to cycle through the chunks until &l receivers get all 3 _
chunks. Assume s the number of cycles requikéd, Let P(k,f) be the probability thak receivers have
the packets (chunks) transmitted is given by: already received a particular chunk at the end of dycle
Then
M. =C*qa ()]
¢ P(k,t) = 3 by, *P (.t -1) (4)
i=0

Since allN receivers make their request at the same
time, they will all be waiting to start receiving just before - o
the transmission of the first cycle. We use a discrete time F(h)=1 for i=j, (i=0,1,2,3...K
Markov chain to represent the behavior of the system. The P(,0)=0 for (i=1,2,3...K
chunks represent a state and a pag&iehsinks. Figure 2 P(ij)=0fori=>2, j=i-1

The following initial conditions apply tB(k,t):

shows the Markov chain for one user receiving Kall If Prev(N,C,9 represent the probability that aN
chunks correctly. receivers have received &8lchunks at the end of cydge
Similarly, a discrete time Markov chain may be used to @nd we assume independence of loss then,

represent how a chunk is received by Mlireceivers. Let- Pevol N G ) =[P(N, 1)]° (5)

the state of the system represent the number of receivers

that have received a particular chunkmlfeceivers have By computingPrcve(N,C,) in Equation 5 we obtain the
‘ minimum number of cyclesy for the delivery of allC

cos oK chunks to alN receivers with increasing valuestof

6. Simulation of the Cyclic Multicast Proxy
Server Architecture

In this section, we present the results of simulations for the
cyclic multicast proxy server which supports cyclic
multicast and reliable unicast. Our objective is to provide a
Figure 2. Markov chain for all chunks. comparison in performance based on throughput, response
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time, end-to- end delay and jitters experienced by clients
using a cyclic multicast proxy server and how it compares
with clients using a caching or unicast proxy server.
For our simulation we used the ns-2 [19] network
simulator. We assume a large number of clients making
request which follow a Poisson process and each server
will have N pages with all pages of same size. We assume
that access pattern follows a Zipf distribution. We use the
time to transmit all the chunks that make up a page (time
for one cycle) as our time unit. We also assume that there
is no propagation delay in making a request and in
receiving chunks from the server and that the list of
popular pages are know. The reliable unicast server is
capable of transmitting streams out of the server using
selective reject Automatic Repeat Request (ARQ) Figure 5. Throughput comparison.
protocol, while the first request to the cyclic multicast
server for a page is used to start the cyclic multicast Figure 5 shows the comparison of throughput for
engine. unicast and cyclic multicast servers. The throughput
The experiment scenario is shown in figure 4. Fromachieved by the unicast server was about 10,000Mbps
Figure 4 the centre node 0 is the server surrounded bwhile the throughput of the cyclic multicast server with a
client’'s node 1 to node 8 receiving packets from the serverjoining timet=0.5s was about 20000Mpbs. Reducing the
Each client node (node 1 to node 8) has a link speed gjpining time tot=0.2s allowed more clients to join the
1Mbps with a delay of 10ms and a drop tail buffer to the multicast group, further increasing the throughput to about
central server node 0. There is a TCP/FTP flow from the50,000Mbps.
server node O to all the eight clients’ nodes. A complete This results shows a better performance by the proxy
page (all chunks making up the page) can be transmitted igerver when the number of receivers in a multicast group
one cycle to all clients receiving transmission from the increases.
server using cyclic multicast, but for unicast a cycle is the ~ Similarly, we studied the response time. Response time
time to transmit all chunks to a single client. We conductedis the time it takes to completely receive a page. In Figure
the experiment for unicast i.e. each node receivingd We can see a better response time for the cyclic multicast
transmission from the server one node at a time and foPerver.
cyclic multicast which allows several nodes to receive ~The response time reduces as more clients join the
transmission from the server at the same time. For thdnulticast group to receive a page. For the unicast, the
cyclic multicast, we also vary the time a client joins the 'esponse time for all clients to completely receive a page is

in our simulation. response time is 4.5s, while for cyclic multicast with

joining timet=0.2s the response time is about 2.5s. Hence
. . the load on the server is zero for cyclic multiogs0.2)
7. Performance of a Cyclic Multicast Proxy  after 2.55 and cyclic multica0.5) after 4.5s since there
Server are no more receivers waiting to receive a page.
End-to-End delay is another performance parameter

Throughput is one of the performance parameters studiegonsidered. End-to-End delay is defined as the time taken
in our simulation. Throughput is defined as the amount offor a packet to be transmitted across a network from source

data (bits) that can be sent in a unit time. For the grapiC destination. From Figure 6, the End-to-End delay

below, our time interval length (TIL) is 0.1s. expene_ncec_i by the.un|cast proxy server increases W|th_the
simulation time, while the End-to-End delay for the cyclic
multicast reduces as the simulation time increases,
showing again that the cyclic multicast proxy server out
performs the unicast server. Similarly, for cyclic multicast,
the server load drops to zero after 4.5s since there are no
more requests to serve by the proxy after the last receiver
exits the multicast group.

Jitter is another performance parameter considered.

Jitter is an unwanted variation of signal characteristics.
Jitter may be defined as the variation in the delay. Figure 7
shows the comparison of Jitter for unicast and cyclic
multicast. The cyclic multicast experienced less jitters,

Figure 4. Cyclic multicast proxy server simulation scenario. indicating lower variation in the delay of packets.
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Figure 6. End-to-end delay comparison.

Figure 7. Jitter comparison.

8. Conclusions

In this paper, we propose a proxy server based on the
cyclic multicast for next generation networks, as a scalable
delivery option for the delivery of web pages to
increasingly large number of users under limited server
capacity and network resources. Our proposed solution
uses a cyclic multicast engine attached to the proxy server
to deliver a popular page using UDP multicast with
reliability achieved through repetitive, cyclic multicast
transmission of a requested page. This solution is expected
to be scalable and more efficient when used for the
delivery of the same content to large numbers of receivers.
Our simulation results show the performance gains
achievable with this technique. Our result also shows that
the performance of a proxy server can be further enhanced
by integrating both delivery options in the proxy server for
the next generation networks. A practical implementation
of the cyclic multicast proxy server with squid [20], and
detailed analysis of the behavior of the cyclic multicast
engine using a discrete time Markov chain will be
considered for future work.

We also plot the Cumulative Distribution Function
(CDF) for End-to-End delay and jitter for unicast and
cyclic multicast. Figure 8 shows the CDF for delay in

unicast and cyclic multicast proxy server.
KR(¥=RX<x)
For unicast proxy server,
Pr@elay< 3)= 0.7
For cyclic multicast server,
Prdelay< 0.)= 0.7

This shows that the cyclic multicast proxy server
performs better than the unicast proxy server with respec

to end-to-end delay.

Figure 9 shows the CDF for jitter in unicast and cyclic

multicast server.
KR(®=HX<x)
For unicast proxy server,
Pr(itter < 0.)= 0.7
For cyclic multicast server,
Pritter < 00)= 0.7

Figure 8. Delay CDF comparison.

Jitter CDF for Unicast vs Cyclic Multicast (t =0.5s)
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Again Figure 9 shows that the cyclic multicast proxy Simulation Jitter [sec]
server performs better than the unicast proxy server with

respect to jitter.
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Abstract

The medium access control (MAC) technique of standard WLANS, called the distributed coordination function
(DCF), is carrier sense multiple access based on collision avoidance (CSMA/CA) scheme with binary slotted
exponential backoff. It has a two way handshaking technique for packet transmission and also defines an
additional four way handshaking technique called RTS/CTS mechanism, which is used to reduce the hidden
terminal problem. The RTS/CTS frames carry the information of the packet length to be transmitted which can
be read by any listening stations, to update a network allocation vector (NAV) about the information of the
period of time in which the channel is busy. In this paper a method is proposed called the table driven technique
(which has two parts called table driven DCF and table driven RTS/CTS) which is similar to the standard DCF
(IEEE802.11) and RTS/CTS (IEEE802.11) system without having the exponential backoff. In this technique
users use the optimum transmission probability by estimating the number of stations from the traffic conditions
in a sliding window fashion one period at a time, thereby increasing the throughput compared to the standard
DCF (IEEE802.11) and RTS/CTS (IEEE802.11) mechanism while maintaining the same fairness and the
delay performance.

Keywords: Standard DCF (IEEE802.11), Standard RTS/CTS (IEEE802.11), Table Driven DCF, Table
Driven RTS/CTS

1. Introduction the throughput is shown. In [7] a contention based MAC
protocol named fast collision resolution is presented

Wireless local area networks (WLANS) have been widely Wh[(;ﬁ;h;:;gggg \i;h?clioulétg;z?r?é ﬁaTng?th?QSEO\?ecti;

deployed for the past decade. Their performance has beefﬁ_
the subject of intensive research. In [1] an improvement o ainess. .
throughput and fairness is shown by optimizing the It IS evident that the throughput, delay, faimess
backoff without estimating the number of active nodes in performances are improved by tuning the backoff in
the network. In [2], the authors proposed a MAC |ayerd|fferent scenarios cop&dergd by the e}uthors in [1-8].
based WLAN technique in which they gave higher RTS/CTS_mechamsm with (NAV) is used solve the
priority to access points so as to improve the throughputtidden terminal problem. In [9] Khurana proposed a
and the channel utilization. A technique is proposedconcept ofHearing graphto model the hidden terminals
where the backoff is tuned based on collision avoidancen Static environment and analyzed the performance. Also
and fairness to improve the channel utilization [3]. In[5] a in [11] Fullmer, proposed a three way handshaking
DCF model is proposed where the arrival and the servicdechnique to solve the hidden terminal problems of single
of the packets in the queue are controlled to improve thechannel WLANs. However our paper does not
throughput and delay performance. concentrate on the hidden terminals but contributes on a
Cali in [6] pointed out that depending on the network modification of the standard DCF and standard RTS/CTS
configuration, DCF may deliver a much lower throughput mechanisms.
compared to the theoretical limit. Cali derived a In this paper table driven DCF and table driven
distributed algorithm that enables the stations to tune itsSRTS/CTS systems are proposed, which are similar to
backoff at run time where a considerable improvement inlEEE 802.11 (Both DCF and RTS/CTS) standards without,
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the use of the exponential backoff. In table driven DCFshort RTS and CTS frames prior to the transmission of
and table driven RTS/CTS the users estimate the numbegictual data frame. As shown in Figure 2, an RTS frame is
of active stations and transmit with an optimum transmitted by a node, which needs to transmit a packet.
probability measured from the traffic conditions (by When the destination receives the RTS frame, it will
sensing the channel) in a sliding window fashion, which istransmit a CTS frame after SIFS interval immediately
described elaborately later on. Simulation results showfollowing the reception of the RTS frame. The source
that our systems out perform the standard in terms oftation is allowed to transmit its packet only if it receives
throughput while maintaining same delay and fairness. the CTS correctly. Note that all the other stations are
capable of updating their knowledge about other nodes
2. The IEEE 802.11 MAC Protocol transmission duration by receiving a certain field in RTS,
CTS, ACK, and packets transmission called network
. . . allocation vector (NAV). This helps to combat thidden
Flgur.e 1 '.ShOWS one of many transmission .Scenar'osterminalproblem. In fact, a node that is able to receive the
possible with the IEEE 802.11 DCF mode. In this mode acTs frames correctly, can avoid collisions even when it is

nq?}e W'thda packlet to tII'aI'ISI'ant |_r}|t|al||zefs a b?]CKOﬁ tlmeor unable to sense the data transmissions directly from the
with a random value selected uniformly from the range [0, s, ;e station. If a collision occurs with two or more RTS

tC.:W'lll' }{Nh%? CWis dthe conter}[tt;o?t\r/]vmdﬁw In I“?”T:fl O]f frames, much less bandwidth is wasted when compared
Ime siols. After a node senses that In€ channel IS 101€ 10y i, the sjtuations where larger data frames in collision,
an interval called DIFS (DCF interframe space), it begins

thus justifying th for RTS, CTS mode of tion [4].
to decrease the backoff timer by one for each idle time slot us justifying the case for ' mode of operation [4]

observed on the channel. When the channel becomes bus . .

due to other nodes transmission ativity the node freezes itg- Analysis of Table Driven DCF and Table
backoff timer until the channel is sensed idle for another ~ Driven RTS/CTS

DIFS. When the backoff timer reaches zero, the node

begins to transmit. If the transmission is successful, thg et p be the transmission probability of each node fnd
receiver sends back an acknowledgement (ACK) arhe the number of active stations. Assuming each user tries
interval called the SIFS. Then, the transmitter resets itg transmit randomly in each slot following the DIFS
CW to CW,,. In case of collisions the transmitter fails to period. According to table driven DCF (Figure 3) the

receive the ACK from its intended receiver within the probability of successful transmission, is thus given by
specified period, it doubles its CW subject to maximum gquation (1).

value CW,., chooses a new backoff timer, and starts the P = Mp(l- ) (1)
above processes again. s

In 802.11, DCF also provides a more efficient way of  The probability of an idle slot in table driven DCF is
transmitting data frames that involves transmission of special

R =@-p)" 2)
SIFS ACK DIFS DIFS
N\ r'd and the probability of unsuccessful transmission for table
PACKET PACKET drlven DCF IS
TRANSMISSIPN CotLision TRANSMISSION ~ " F(’: =1_P5_Po (3)
S -—> Let i be the number of idle periods (cycles) before a
WIRELESS CHANNEL IDLE BACKOFF SLOT IDLE BACKOFF SLOT SUCCGSSfU' transmission as ShOWﬂ in Figure 3] mthe

number of idle slots in each idle period lengths

Fi 1. IEEE 802.11 MAC hanism.
aure meehanism (Wi,Ws,...). The throughputr, ) is given by Equation (7)

DIFS SIFS for table driven DCF.
- | It is easily seen that the average length of each idle
RTS DATA period except the last one before packet success in table
Source driven DCF is given by
SIFS SIFS -
*‘*m *‘* W=W =W =B = ) (R) R
Destination ‘D”:f _ R)Pc slots (4)
NAV (DATA) | > (1_ P, )2
[ NAV (RTS) cw
Other [NAV (CTS) which means Equation (4) determines the number of idle
L o | Backoff slots before a collision.
I Defer Access ST The last idle period before a success, has an average of
Figure 2. Standard RTS/CTS access mechanism in IEEE W, :iszslots (5)
802.11. (1-P,
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The average number of cycld}ié given by, plp
. I
=P 1-r)
. ) Therefore
where R No 0fcyc|e;1)= R+ BR+RP+.......
P ) ©)
= S Ps
1-R . :
Let the number of collisions &= 1-1. ThisC and W
P P ol P are calculated from different valuesMfandp which are
i Noofcycles=2) =P, —p TR T TR R TTh [ stored in two different tablegot shown for space con-
op ° ° ° sideration). So for particular values MfandP there is a
=t particular value ofC and W. The throughput for table
t-r) driven DCF(/]l) and table driven RTS/C'I(SZ) are
_ PCZPS given in Equations (7) and (8) respectively based on the
E( No ofcycles= 3) - (1_ P )3 transmission activity on the wireless channel as shown in
0 Figure 3.
First Idle Perioc Last Idle perioc
SIFE W,=3 before success SIFs
\ o 5 \
Packet Collision Packet
transmissio| ACK” [pIFS DIFS transmissior

LY_} IdTe_YSIJ)t:

Idle Slot:

H I BN J
— ~
Previous Transmission Peri Current Transmission Peri Next Transmission Peri
(@)
First Idle Perioc Last Idle perioc
SIFs W,=3 before success SIFS
Packet ACK |pIFg RTS Packet
transmissio| Collision DIFY RTY |CTS| |transmissio
1dle Slot: Idle Slot:
H I AN )
— ~
Previous Transmission Period Current Transmission Peri Next Transmission Peric
(From DIFS start to end of packet success)
(b)

Figure 3. Transmission Activity on the Wireless Channel for (a) table driven DCF and (b) table driven RTS/CTS.

n = TPayload (7)
' ( W W+ W—l) Tt + ( |‘1){ -EIFS} * Bies + Tack + Girs + Teayioad ¥ WiTsior
TPayload (8)
W W Wl) Jiot * ( "1){ Arst Birs t+ g—IFS} + Bies + krst Erst Tack T3 Eies * Trayioad ¥ WiTsiot

/72:(
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The throughputy; (for table driven DCF) is calculated of this generator is less than or equatit tries to start its
for different values oM andp as in Figure 4. Table 1 packet transmission in the given next slot. If the value is
depicts the probabilities at which the maximum larger tharp, the user persist on listening and repeats trials
throughput occurs for different valuesif as stated. However if the channel is sensed busy the user
Similarly for the table driven RTS/CTS, to calculate defers his transmission till the next DIFS idle period heard.

the C and W, Equations (1)—(6) are used. However the The users measure the number of collisiérs—1 and

throughput is calculated from Equation (8) which includes the length W by monitoring the channel over a large
the RTS/CTS frames (Figure 3). enough window (which is explained latter on). With the

For the case of table driven RTS/CTS all cycles help of these values the users can use the tables formulated

leading to no success (RTS heard but no CTS) will eacHn Section 3 to obtain the correspondmgndM. o
have a cost of Fr<tToret Tsior SECONGS. Users having a non-empty queue start by monitoring
the channel for the first n transmission periods. This

active user will average the length of the idle period
preceding the correct packet transmission over n

transmission periods, i. and C , the average number

In the proposed protocol, if the nodes sense that theof collisions over the same period. Aided with these

channel is idle for an interval called DIFS (DCF : :
interframe space), they try to send a packet with a proba\-/alues the users obtain the operating values afdM

" S . L and use® to control their activities for the head of line
b'“tybp’ Wh'gh |s:[.d§tpendfetrt11t on tge trafflc; (ilondltlon i.e. the packet in their queue. Active users continuously monitor
nurx uesre?r::or?t(i:r:xgl?ssl)?mo?]i?oorsetf],eac?h:nr?gsiﬁ each idIethe channel and use a sliding window technique to

. X ) . .~ estimate W andl and hence obtair, p). For example
slot following the DIFS idle period. If the previous slot is W ™ p) b

. ) ; the first sliding window averages VndC of the first n
idle, it calls a uniform random generator (0,1). If the Valuetransmission periods. The second window averages W

and C of the [=2,3,...n+1 transmission periods. The
sliding window averaging process reflects the changing
traffic, so transmission activity of active users are dependent
only on the current traffic and not on past history.

It is possible that the tables relatindg,(p) to (W, I)
yield more than one possibility fok( p) for certain Y\, 1)
0 measurement values from the sliding window. In this case,

4. Operation of Table Driven Technique

0.96

=TTz
[ TR T T T TN}
B O®NO0A®N R

T T T

~ € R R N S —|
E; ! % | DDD the user averages the obtained valugd @ind use Table
N O Y U I E T S S S 1 to find the optimunp at this averaged value bf. This
A A | S Table 1 is obtained from Figure 4 in an evident manner.
A I T -SRI S CHR B R The operation of this table driven technique is similar to
T I Lo the DCF standard (IEEE 802.11) [4] except for using this
0 I S S L S T L I S optimized transmission probabilitg. The active users
| NP A CC just estimateN], p) from the traffic conditions (by sensing
om0 l as l ° the channel) in a sliding window fashion one period after

Figure 4. Throughput for different probabilities and

0.3 0.4

0.6 0.7 0.8

Probability of each transmitting station

different number of stations for table driven DCF.

Table 1. Optimum throughput for different probabilities
and different number of stations for table driven DCF.

0.9

another.

We note that old and new users both measure the
traffic and adapt to the same traffic conditions fairly and
obtain the samp. However having sangdoes not mean
all users will repeatedly collide in the same slot because of
feeding a random number generator vath

The above procedure is followed for both table driven

DCF and table driven RTS/CTS shown in Figure 3.

S’t\lact)icc)):ls Probability Optimum throughput
1 0.9000 0.9532 5. Simulation Results
2 0.3400 0.9458
3 0.2200 0.9444 For numerical calculations the following parameters are
4 0.1600 0.9437 taken from “Bianchi” in [4].
5 0.1300 0.9434 In the table driven DCF, as per the standards, following
6 0.1000 0.9431 the observance of each DIFS, users try to transmit with
7 0.1000 0.9428 probability p obtained fromw, andcC . If two or more
8 0.1000 0.9420 stations try to transmit at the same time, collisions occur.
9 0.1000 0.9410 If no stations transmit (Figure 3), the number of idle slots
10 0.1000 0.9397 will increase. If one station is successful after certain

Copyright © 2008 SciRes.
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TF’avload 10msec

PHYheader 128bits 0.9
ACK 112bits+PHY header oe
RTS 160bits+PHY header N
CTS 112bits+PHY header 07

Channel bit rate

1 Mbits/s

Slot time (o) 50 ps =
TSIFS 28 'JS % 0.5
Toies 128 us 8
service rate 1 £

U=

Tpayload o

offered traffic A packets/sec 02

MA<u o1
No of stations M

1

311

o
>

number of idle and collision periods, the transmission
period ends. As a result the total time for one successful
packet transmission includeyfs, Tsies Tidies Trayload The

throughput is calculated at the end of the simulation at

certain values oM, A andpi.e., 4
_ Toayioaa X NOOF Transmissi onPeriodsinthewholesimulation 12
Timel

where Timé"is the total simulation time that depends on
TD||:5, T5||:5 TSlOt- TPaonad |n|t|a”y T|mén) =TD|FS and is
subsequently increased based on the user’s activity, e.g

Timd" = Tinkd + Jot; foreachdleslotperiod
Timd" = Tim@ + TBies: foreachcollision

Timd") = Timé) + Toies + Tsirs * Tpayioad:

Average Delay in Seconds

foreachsuccessfupacket

For the Table driven RTS/CTS the total simulation
time is calculated by the following equations,

Timd" = Tin¥d + Jot;  foreachidleslotperiod
Timd" = Tim@) + Trs* Fies; foreachcollision
Timd" = Tim&) + Rrs* Trst Toirs +3Tsies + Trayioad:

foreachsuccessfupacket

Figure 5 shows a comparison of the throughput
between the table driven DCF and the standard DCF
(IEEE 802.11) for 10 stations. The values of standard
DCF are taken from [5] which uses the same parameters
as in [4]. It is evident the table driven DCF performs better
than the standard DCF (IEEE 802.11).

Figure 6 shows a comparison of average delay between
the table driven DCF and the standard DCF (IEEE
802.11). The values of standard DCF are again taken from
[5]. It is noticeable that the delay performances are the
same.

Figure 7 shows the throughput curve for different
offered loads for the table driven RTS/CTS technique. It
shows that the throughput rises and becomes saturated at
higher values of the load. The maximum throughput

Throughput

Offered Traffic Packets/sec

Figure 5. Throughput comparison between the table driven
DCF and the standard DCF (IEEE 802.11).

T T
Standard DCF with M=10
—+— table driven DCF with M=10
|

0.92

0.9

0.88

0.86

0.8

Offered Traffic Packets/sec

Figure 6. Average Delay Comparison between the table
driven DCF and standard DCF (IEEE 802.11).

|
|
|
|
1
1 2

Offered Traffick packets/sec

calculated by “Bianchi” in [4] for the standard RTS/CTS Figure 7. Throughput corresponding to different offered

(IEEE 802.11) mechanism is 0.837281 when M=10.
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|
- — — - Input Traffic A - L S
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Figure 8. Throughput and input traffic corresponding to the Figure 9. Fairess index for different number of stations for
number of transmission periods (table driven RTS/CTS). table driven DCF, table driven RTS/CTS and standard DCF

(IEEE 802.11).
From the Figure 7 it is evident that table driven

tRJi/SCC')IEh?SLZ);?St better than the standard RTS/CTS 5 conclusions and Future Work

The table driven RTS/CTS technique has an extra . ,
advantage as it is a load adaptive system. It means that |f' thiS paper a new approach that is based on the table
has the capability to adapt to the input traffic as quickly asdrven technique is proposed for DCF and RTS/CTS
possible. Figure 8 shows a case where the input traffidNeéchanism in WLANs. While maintaining the same
suddenly increases from 5 packets/sec to 10 packets/sefi€/ay the table driven DCF outperforms the standard DCF

. ' : (IEEE 802.11) in terms of throughput. The table driven
In this case the throughp(uyx Input traffic rate(/l)) S RTS/CTS also demonstrates that its throughput is more

shown to follow the offered traffid . than the standard RTS/CTS mechanism. Moreover the

Fairness (FI) is another important issue considered irtable driven DCF and table driven RTS/CTS gives very
this paper. To express this, we take the fairness indexjood fairness performance. In the table driven technique
defined in [10] and [2] to measure the fair packet capacity(for both DCF and the RTS) a simple search mechanism is

allocation. In [10] fairness index is represented asysed to find the values ¥ andp from W, andC .

(1zn Xjr However an efficient lookup mechanism is required for
n <= . this purpose.
1en ) For example if m dollars are to be The subnet technique presented in this paper is
(nzi=l)§ J amenable to implementation with two hops or more from
distributed among n people and we favor k people bythe.SS (subscriber stations) of the IEEE802.16. This SS is
giving them m/k dollars each and discriminate against n_ktyp|cally aware of the number of the n.odes of the subnet
1 of the IEEE802.11 standard and will broadcast such
people, then the above function beconfds= (_j ) number to the nodes of the IEEE802.11 subnet. The nodes
may use this value as rule of thumb against the actual
Favoring 10% would result in a fairness index of estimated value of M obtained by the new table driven
FI = 0.7 ' and discriminate index df- 0.1X. Therefore  technique. This current paper estimates p and M from the
N2 nodes activities on the channel. Further, the value of M
(Zm‘) h from SS and its favorable consequences are for future
m’ where research. Our table based technique shall hence improve
=1 the performance of such subnet.
Fl is the fairness indexyis the number of stations, is

r should be equal to 2. That iE| =

the packets transmitted by th® active station during the 7. References
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Abstract

Intrusion detection systems provide additional defense capacity to a networked information system in
addition to the security measures provided by the firewalls. This paper proposes an active rule based
enhancement to the C4.5 algorithm for network intrusion detection in order to detect misuse behaviors of
internal attackers through effective classification and decision making in computer networks. This enhanced
C4.5 algorithm derives a set of classification rules from network audit data and then the generated rules are
used to detect network intrusions in a real-time environment. Unlike most existing decision trees based
approaches, the spawned rules generated and fired in this work are more effective because the information-
theoretic approach minimizes the expected number of tests needed to classify an object and guarantees that ¢
simple (but not necessarily the simplest) tree is found. The main advantage of this proposed algorithm is that
the generalization ability of enhanced C4.5 decision trees is better than that of C4.5 decision trees. We have
employed data from the third international knowledge discovery and data mining tools competition
(KDDcup’99) to train and test the feasibility of this proposed model. By applying the enhanced C4.5
algorithm an average detection rate of 93.28 percent and a false positive rate of 0.7 percent have respectively
been obtained in this work.

Keywords: Decision Tree, Intrusion Detection, KDD Cup Dataset, Enhanced C4.5

1. Introduction U2R .and R2L. .The two main intrusion detectio_n
techniques are misuse detection and anomaly detection.
. . . . . Misuse detection systems, for example, IDIOT [1] and
To apply data mining techniques in intrusion detection, gt [2], use patterns of well known attacks or weak
first, the collected monitoring data needs to be spots of the system to match and identify known
preprocessed and converted to the format suitable foTntrusions. For example, a signature rule for the
mining processing. Next, the reformatted data will be “guessing password attack’ can be “there are more than
used to develop a clustering or classification model. They \ tailed login attempts within two minutes”.

classification model can be rule-based, decision-tree The existing intrusion detection methods [3,4] like

based, and association-rule based. Classificationnis;se detection and anomaly detection are generally
approach can be useful for both misuse detection angcananle of adapting detection systems to the change of
anomaly detection, but it is more commonly used for ojcmstances resulting in high false positive rate. The
misuse detection. most popular ways to detect intrusions are by using audit

trail data generated by operating systems. An audit trail is
1.1. Intrusion Detection System a record of activities on a system that are logged to file in

chronologically order. Manual inspection of these logs is
Intrusion Detection Systems (IDS) have been used tmot feasible due to incredibly large sizes of audit data
monitor network traffic thereby detect if a system is generated. Therefore, data mining is used to automate the
being targeted by a network attacks such as a DoS, Probgading through audit data [5].
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1.2. Classification System signatures of known intrusion instances to detect attacks.
The attribute selection measure allowing to choose an
Classification is similar to clustering in that it also attribute that generates partitions where objects are
partitions customer records into distinct segments calleddistributed less randomly. In other words, this measure
classes. But unlike clustering, classification analysisshould consider the ability of each attribute to determine
requires that the end-user/analyst know ahead of timdraining objects’ classes. The measure is the gain ratio of
how classes are defined. It is necessary that each recof@uinian, based on the Shannon entropy, where for an
in the dataset used to build the classifier already have &ttribute Ak and a set of objects T. The information gain
value for the attribute used to define classes. As eaclineasure is used to select the test attribute at each node in
record has a value for the attribute used to define thdhe tree. Such a measure is referred to as an attribute
classes, and because the end-user decides on the attribg@lection measure or a measure of the goodness of split.
to use, classification is much less exploratory thanThe attribute with the highest information gain (or
clustering. The objective of a classifier is not to explore greatest entropy reduction) is chosen as the test attribute
the data to discover interesting segments, but to decidéor the current node. This attribute minimizes the
how new records should be classified. Classification isinformation needed to classify the samples in the
used to assign examples to pre-defined categoriegiesulting partitions. Such an information-theoretic
Machine learning software performs this task by approach minimizes the expected number of tests needed
extracting or learning discrimination rules from examples to classify an object and guarantees that a simple (but not
of correctly classified data. Classification models can benecessarily the simplest) tree is found.
built using a wide variety of algorithms. Classification ~ These data mining techniques will dynamically model
categorizes the data records in a predetermined set ofhat a normal network should look like and reduce the
classes used as attribute to label each recordfalse negative alarm rates in the process. We will use
distinguishing elements belonging to the normal or classification-tree techniques to accurately predict
abnormal class. This technique has been popular to detegrobable attack sessions.
individual attacks but has to be applied with The subsequent sections are organized as follows.
complementary fine-tuning techniques to reduce itsSection 2 presents a general survey in the field of misuse

demonstrated high false positives rate. Classificationgdetection in network intrusion detection. Section 3
algorithms can be classified into three types [6] describes the systems architecture of the new misuse

extensions to linear discrimination (e.g., multilayer intrusion detection and Enhanced C4.5 algorithm for
perceptron, logistic discrimination), decision tree and generating active rules. Section 4 depicts the results and
rule-based methods (e.g., C4.5, AQ, CART), and densityits possible implications. Section 5 gives the conclusions
estimators (Naive ayes, k-nearest neighbor, LVQ). on this work and suggests some possible future works.
Decision trees are among the well known machine
Iear.ning techniques. A d-e(.:ision tree-is compo§ed of thre?. Literature Survey
basic elements—- A decision node is specifying a test
attribute. — An edge or a branch corresponding to the one _ )
of the possible attribute values which means one of thel Nis section discusses the related works on IDS and
test attribute outcomes. A leaf which is also named arflassification for IDS and compares them with the
answer node contains the class to which the objecProposed enhanced C4.5 algorithm. There are many
belongs. In decision trees, two major phases should pavorks in the literature that deal with classification.
ensured: 1) Building the tree. 2) Classification. This [1,3,5.8]. Decision tree [9] is a widely used tool for
process will be repeated until a leaf is encountered. Th&lassification in various domains that need to handle
instance is then being classified in the same class as tHarge data sets. One major advantage of the decision tree
one characterizing the reached leaf. Several algorithmds its interpretability, i.e., the decision can be represented
have been developed in order to ensure the constructiol terms of a rule set. Each leaf node of the tree
of decision trees and its use for the classification taskepresents a class and is interpreted by the path from the
The ID3 and C4.5 algorithms developed by [6,7] are root node to the leaf node in terms of a rule such as: “If
probab|y the most popu|ar ones. Al and A2 and A3, then class Cl,” where Al, A2, and
This paper proposes an enhanced C4.5 algorithnA3 are the clauses involving the attributes and C1 is the
towards developing a more-robust Intrusion Detectionclass label. Thus, each class can be described by a set of
System through the use of data-mining techniquesrules.
Signature-based intrusion-detection systems are normally Xiang et al. [8] say that intrusion detection is the
known as misuse-detection systems. Misuse-detectiofrocess of monitoring the events occurring in a computer
systems apply a rule-based approach that uses storegystem or network and analyzing them for signs of intrusions.
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Figure 1. Misuse detection.

For accurate intrusion detection, we must have reliableThe main task of the intrusion detection system is to
and complete data about the target system activitiesdiscover the intrusion from the network packet data or
Similarly, routers and firewalls provide event logs for system audit data as shown in Figure 1. One of the major
network activity. These logs might contain simple problems that the IDS might face is that the packet data
information, such as network connection openings andor system audit data could be overwhelming. Some of the

closings, or a complete record of every packet thatfeatures of audit data may be redundant or contribute
appeared on the wire [10]. little to the detection process. The intrusions are

Decision trees are special classifiers built from simulated and the detection of the intrusions is done and

instances for which the classification is known, and theyProper alert message is displayed.
are used to classify new cases taken from the same In decision trees, two major phases should be ensured:
application domain [11]. Each internal node of the tree is1) Building the tree. Based on a given training set, a
associated to an attribute describing a feature of the UJecision tree is built. It consists of selecting for each
dataset (domain data), and each outgoing arc is labeled 9€cision node the ‘appropriate’ test attribute and also
with a possible value (set of values) for that feature. Each 8 def!?e ttr_'e lelss Igbel'lng leach leaf. inst
leaf node is associated to the attribute we want to predic?) tastskl)lcgwlon. T ofr tﬁr ((j) c_a_ssﬁ;; a net\r/]v ins an;:e,tvtvr?
a value for (the classification attribute), and to a value for Zt?rribug/e see::(?mfi)e(;)b tehiser?gs(;(;n Trr?ee'resm \(l)vfethie: teste
that attribute. As stated in [12], learning algorithms based allows mo?/in dowz the tree .branch relative to the
on decision trees generally adopt the divide-and-conquer b | 9 f the ai . Thi i
strategy, i.e. they build the decision tree by recursively E‘tm ute vadue O.It legllcv_en Instance. d |_Is_hpr(_)cess Wit

Lo . . e repeated until a leaf Is encountered. The Instance Is
dividing the 9""_“"" set Of. examp!e_s into subsets acc_:o_rdlng then being classified in the same class as the one
to some splitting criterion (splitting test). The splitting

L X . o characterizing the reached leaf.
criterion is very important in the process of building the  gayeral algorithms have been developed in order to

tree, because it determines if we must attach a node or gng re the construction of decision trees and its use for
leaf as next element in the tree. Some of the well knownye cjassification task. Using enhanced C4.5 algorithm

splitting techniques are information Gain and Information e have generated rules. Comparison is take place for the
Gain Ratio [13], Gini Criterion and Twoing rule jnput data. If the pattern is found we can detect the data

proposed in [14]. is an attack, otherwise the data is normal.
Shavlik et al. [15] provide a framework for kdd cup

1999 dataset. The KDD 99 intrusion detection datasets4
are based on the 1998 DARPA initiative, which provides
designers of intrusion detection systems (IDS) with a
benchmark on which to evaluate different methodologies.
To do so, a simulation is made of a factitious military
network consisting of three “target” machines running
various operating systems and services. Additional three .
machines are then used to spoof different IP addresses t%l' Enhanced C4.5 Algorithm
generate traffic. Finally, there is a sniffer that records all

network traffic using the TCP dump format. The total In a number of applications like pattern recognition, we
simulated period is seven weeks. need to classify data items into discrete set of applicable

categories. A classifier, which is a function (or model)
) that assigns a class label to each data item described by a
3. System Architecture set of attributes, is often needed in these classification tasks.

. Mathematical Preliminary

In this section, a brief introduction of the classification
algorithms used in the i.e., the Enhanced C4.5 algorithm
for building decision trees algorithm, will be given.
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There are quite a few machine learning approaches fom the resulting partitions. Such an information-theoretic
generating classification models, among which decisionapproach minimizes the expected number of tests needed
tree learning is a typical one. As an example, C4.5 in [6]to classify an object and guarantees that a simple (but not
builds a decision tree where each internal node denotes @ecessarily the simplest) tree is found.
test on an attribute, each branch represents an outcome of __. . . ] . -

Existing Algorithm: Information Gain:
the test, and leaf nodes represent classes or class

S . . Let S be a set of training set samples with their
distributions. The top-most node in a tree is the root nOdECOrresponding labels. Suppose theremmasses and the

The .tree s a model gengrated by the CI""Ssmc""t'Ontraining set containg samples of clasisandsis the total
algorithm. In order to classify an unknown sample, thenumber of samples in the training set. Expected

attribute values of the sample are tested against th formation needed to classify a given sample is
decision tree. A path is traced from the root to a leaf node.5 ¢ 1ated by:

that holds the class prediction for that sample. The C4.5
algorithm builds a decision tree, from the root node, by | s _s)= S S)| S 1
choosing one remaining attribute with the highest (S:8;:--8) E(S/ )log, (S/9) @)
information gain as the test for the current node. In this

. A featureF with values {i, f,, ..., f} can divide the
paper, Enhanced C4.5, a later version of the C4.5 _. . . :
algorithm, the gain ratio, expresses the proportion oftrammg Set into v Subsets{S,, ..., S} where § s the

useful information generated by split, i.e., that appears|S:Ubset which has the valfdor featuref” [Zhi-xin, 2005].
helpful for classification will be used to construct the urthermore le§ containS; samples of class Entropy

L o i . of the featurd- is
decision trees. The specific algorithm is given below. y
The reader is referred to [7] for further details. E(F)= + +s.)/sxi(s.. s. 2
Algorithm: Generate a decision tree from the given (F) J-:l(S“ S”‘)/ (S“S"‘) @)
training data.

Input: Training samples, represented by discrete/ Information gain foiF can be calculated as:

continuous attributes; the set of candidate attributes, Gain(F)=1(S,S,....S,)-E(F) ©)
attribute-list.
Output: A decision tree In this experiment, information gain is calculated for
Method class labels by employing a binary discrimination for
1) Create a node N; each class. That is, for each class, a dataset instance is
2) If samples are all of the same class, C, then considered in-class, if it has the same label; out-class, if it
3) Return N as a leaf node labeled with the class C; has a different label. Consequently as opposed to
4) If attribute-list is empty then calculating one information gain as a general measure on
5) Return N as a leaf node labeled with the mostthe relevance of the feature for all classes, we calculate
common class in samples; (majority voting) an information gain for each class. Thus, this signifies
6) Select test-attribute, the attribute among attribute-listhow well the feature can discriminate the given class (i.e.
with the highest information gain ratio; normal or an attack type) from other classes.
7) Label node N with test-attribute;
8) For each known value ai of test-attribute 4.2. Proposed Enhancement: Gain Ratio
9) Grow a branch from node N for the condition test- Criterion
attribute = ai;
10) Let si be the set of samples in samples for which testThe notion of information gain introduced earlier tends to
attribute = ai; favor attributes that have a large number of values. For
11) If si is empty then example, if we have an attribu that has a distinct
12) Attach a leaf labeled with the most common class inya|ue for each record, thénfo(D,T) is 0, thusGain(D,T)
samples; is maximal. To compensate for this, it was suggested in
13) Else attach the node returned by Generate_decision_treg] to use the following ratio instead of gain.
(si, attribute-list). Splitinfo is the information due to the split 8fon the
Attribute Selection: basis of the value of the categorical attribDiewhich is

The information gain measure used in step (6) ofdefined by
above Enhanced C4.5 algorithm is used to select the test . & T T 4
attribute at each node in the tree. Such a measure is Sp"“”fo(x)"; ?xlogz[?J
referred to as an attribute selection measure or a measure i
of the goodness of split. The attribute with the highest And thegainratio is then calculated by
information gain (or greatest entropy reduction) is chosen Gain(D T)
as the test attribute for the current node. This attribute GajnRatio(D,T) = '/
minimizes the information needed to classify the samples Splitinfo(D,T)

()
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The gain ratio, expresses the proportion of useful this classification we can detect the misuse data in the
information generated by split, i.e., that appears helpfultesting dataset.
for classification. If the split is near trivial, split Different databases are created for different data. The
information will be small and this ratio will be unstable. network accepts the normal packets. The abnormal data
To avoid this, the gain ratio criterion selects a test toare then detected and then deleted. As the anomaly data
maximize the ratio above, subject to the constraint thats detected in the network an alert message is given to the
the information gain must be large, at least as great as theser of the system or administrator.
average gain over all tests examined. RESULTS

5. Implementation and Results Tree Generation with Training Data
' Enhanced C4.5 summarizes its results in a table of the

. . . - _ following form:
Since information gain is calculated for discrete features, g

continuous features should be discretized. To this end, Eyaluation on training data (4000 items):

continuous features are partitioned into equalized Before Pruning After Pruning
partitions by utilizing equal frequency intervals [16]. In  ________________ .
equal frequency interval method, the feature space is sjze  Errors Size Errors Estimate

partitioned into arbitrary number of partitions where each 1085 496(12.4%) 873 546(13.7%) (26.9%)
partition contains the same number of data points. That is

to say, the range of each partition is adjusted to cohtain ~ Evaluation on test data (4000 items):

dataset instances. If a value occurs more than N times in Before Pruning After Pruning
a feature space, it is assigned a partition of its own. In  ~-7=""""" R — )
“10% KDD” dataset, certain classes such as denial of Size  Errors Size  Errors Estimate

service attacks and normal connections occur in the 1085 1232(30.8%) 873 1206(30.1%)  (26.9%)
magnitude of hundreds of thousands whereas other pacision Tree Generation:

classes such as R2L and U2R attacks occur in the g piree [S1]

magnitude of tens or hundreds. Therefore, to provide it sy rate <= 0.9 - portsweep < 5.0/2.3 >
sufficient resolution for the minor classNss set to 10, ey
(i.e. maximum 50,000 partitions).

Enhanced C4.5 Rules Subtree [S2]

Enhanced C4.5rules read the decision tree produced 9St_host_same_src_port_rate<=0.75:others
by Enhanced C4.5 and generates a set of production rulest03.0/5.0>
from each and from all trees together. Single Enhanced dst_host_same_src_port_rate>0.75: land < 4.0/2.2 >
C4.5 acquires pruned decision tree with 117 nodes on

diff_srv_rate > 0.9 : macspoofing <7.0/1.3 >

train data. Total classification error rate is 47%. However, Subtree [S3] P '
. e dst_host_src_rerror_rate<=0.5:macspoofing
we found that Enhanced C4.5 has high classmcatlon<l4 0/1.3>

capability for buffer_overflow and guess_passwd. Follow-
ing results is a part of Enhanced C4.5 rules for
buffgr_overflow and guess_passwd on given 29313 g piree [S4]
training patterns.

dst_host_src_rerror_rate>0.5:portsweep <4.0/1.2 >

dst_host_src_diff_host_rate<=0.25:macspoofing
Detecting Misuse Data <8.0/1.3 > _
The anomaly data is detected using the rules generated. dst_host_src_diff_host_rate>0.25: others <4.0/1.2 >
The rules are given as SQL queries and then the test data

is given as input. The data are separated and stored in the Evaluation on training data (105131 items):

different database either as normal or anomaly data. By Before Pruning After Pruning
Table 1. Rulesfor training data. Size Errors Size Errors Estimate
— , 955 74 (0.1%) 446 109(0.1%)  (0.2%)
RuleNo  Conditions Actions
num_failed_logins > 0 class The above rule depicts the decision tree generation.
Rule 1 dst_host_same_srv_rate > 0 guess_passwd Most of this should be self-explanatory. The “Size”
column gives the number of nodes in the decision tree.
hot > 2 class The “Errors” column gives the number (and percentage)
Rule2  root_shell >0 buffer_overflow of examples that are misclassified. The “Estimate”
src_bytes <= 70 class column gives the predicted error rate for new examples
Rule 3 dst_bytes > 5006 buffer_overflow (this is the so-called “pessimistic” estimate, and it is
dst_host_same_src_port_rate computed internally by the tree algorithm). In this case,
>0 we see that the unpruned decision tree had 1,085 nodes
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and made 496 errors on the training data and 1,232 errordecision tree into a set of rules. To execute the program,

(or 30.8%) on the test data. Pruning made the treaise the following command line:

significantly smaller (only 873 nodes) and, while it hurt  C4.5rules -f stem -u >> stem.log

performance on the training data, it slightly improved Enhanced C4.5rules will read the stem.names,

performance on the test data. The pessimistic estimatgtem.data and stem.unpruned files and append its output

(26.9%) was actually a bit optimistic, but not too far off to the file stem.log. It will evaluate its rules on the

the mark (30.1%). You should use the error rate on theexamples in stem.test. This program can be quite slow.

test data to plot your learning curves. This rules act as a platform for misuse detection.
Enhanced C4.5 also prints out a confusion matrix thattnese rules are saved in a separate document and then

has one row and column for every class. The numbegney are used as SQL query. Enhanced C4.5 ules displays

shown in rowi, columnj is the number of examples that 4| of the rules and then summarizes the rule performance
we classified into clasisbut whose true class wasThe in the following manner

perfect confusion matrix has entries along the diagonal only.
Read 105131 cases (41 attributes)

Generation of Rulesfrom Tree Processing tree 0
After Enhanced C4.5 has been run, then convert the Final rules from tree 0:

Table 2. Rulesfor testing data.

Rule No Conditions Actions
srv_count<=1 class macspoofing [99.9%]
Rule 10 same_srv_rate <= 0.26

diff_srv_rate > 0.9
dst_host_srv_count<=31

srv_bytes >0 class macspoofing [99.5%]
Rule 6 dst_bytes <=1

count>9

srv_count<=1

Rule 32 service = eco_i class macspoofing [99.5%]
src_bhytes <= 26
protocol_type = udp class macspoofing [99.2%]
Rule 8 service = other

src_bytes <= 17
srv_count <=1

Service = other class macspoofing [99.2%]
Rule 16 src_bytes <= 26

srv_count <=1

dst_host same _src_port_rate >0.08

The columns in the confusion matrix given below Table 3.

have the following meaning. Default class: smurf
+ “Rule™ The number of the rule. There is one row for  Evaluation on training data <105131 items>:
each rule. Tested 105131, errors 18343 (17.4%)
+ “Size": The number of tests in the rule. In Table 3 we see that the rules achieved an error rate
+ “Wrong": The number of times the rule made an error 17.4% on the test data. The rules are grouped according
(also expressed as a percentage). to their output classes. Furthermore, the classes are
+ “Advantage”: A heuristic quantity used by the rule to ordered. The rules are applied in th order given. If none
select and prune rules. of the rules applies to an example, then the example is
+ The class given in the conclusion part of the rule. assigned to the “default” class. The top left entry in the
+ “Error”: The estimated error rate for this rule. confusion matrix shows that 6038 of the actual “normal”

The classified results, the false positive and detect ratéest examples were predicted to be normal by this entry.
was obtained in confusion matrix shown in the following The last column indicates that in total 99.6% of the actual
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Table 3. Confusion matrix obtained by C4.5.

%

smurf Ipsweep nmap neptune portal land teard correct
Actual
smurf 72535 1 99.6
ipsweep 2 99.1
nmap 375 737 2 3 97.4
neptune 504 2 2922 93.2
portal 598 91 376 3 89.4
land 47 9 242 2 0
teard 9
% correct 83.3 93.2 99.2 94.6 94.2 84.3 0 0

Table 4. Performance comparison of C4.5 vsenhanced C4.5.

C4.5 Algorithm Enhanced C4.5 Algorithm
Class Detection Rate False Positive False Negative Detection Rate False PositivEalse Negative
Normal | 0.9603 0.0397 - 0.9826 0.0174 -
DoS 0.906 - 0.094 0.9455 - 0.0545
Probe 0.84 - 0.16 0.8801 - 0.1199
U2R 0.8366 - 0.1634 0.8830 - 0.117
R2L 0.5376 - 0.4624 0.5580 - 0.442
normal examples were recognized correctly. The bottom | | | |
row shows that 89.3% of test examples said to be normalSplitinfo(X) = - —X|092( j 4
were indeed normal in reality. From the last column, we | | |T|
can obtain the average detect rate of 84.9%, the false
positive rate is 15.1%. And the gain ratio is then calculated by
Classifying and Detecting Anomalies .
Misuse detection is done through applying rules to the GainRatio(D,T) = Gain(D.T) (5)

test data. Test data is collected from the DARPA. The Splitinfo(D,T)
test data is stored in the database. The rules are applied
as SQL query to the database. This classifies data under |n Enhanced C4.5 the gain ratio, expresses the

different attack categories as follows: proportion of useful information generated by split, i.e.,
1) DOS (Denial of Service) that appears helpful for classification. If the split is near-
2) Probe trivial, split information will be small and this ratio will
3) U2R (User to Roof) be unstable. To avoid this, the gain ratio criterion selects
4) R2L (Root to Local) a test to maximize the ratio above, subject to the

The C4.5 algorlth.m builds a dgqsmn tfee* from the constraint that the information gain must be large, at least
root node, by choosing one remaining attribute with the
as great as the average gain over all tests examined.

highest information gain as the test for the current node. It has been observed that the class distribution in

In this paper, Enhanced C4.5, by choosing one remammq data will affect classifier | ificantl
attribute with the highest information gain ratio as the test raining data will affect classifier learning significantly
ince the decision trees are built with the statistical

for current node is considered a later version of the C4.5° ) :
algorithm, will be used to construct the decision trees f0r|nformat|on of the samples, and naturally occurring class

classification. From the table 5.4 it is clear that EnhancecfiStribution may not be the best in terms of classification
C4.5 outperforms the classical C4.5 algorithm. R2L performance. Thus, not all the connection records from
attack was a bit challenging to Enhanced C4.5 but everPriginal training set were used. Some heuristics have
in that case, it has reported a subtle improvement over it9een employed in selecting the training set. Basically, all
counter part. the samples will be used if the number of samples is

Split info is the information due to the split®bn the  relatively small, and only a small subset will be randomly
basis of the value of the categorical attribDtewhich is selected from the original training data if the size of the
defined by training data is huge.
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6. Conclusionsand Future Enhance’ne’]t [5] J. F. Tian, Y. Fu, Y. Xu, and J. L. Wang, “Intrusion

detection combining multiple decision trees by fuzzy
logic,” Proceedings of the Sixth International IEEE

In this paper, a novel architecture for NIDS has been  conference on Parallel and Distributed Computing,
proposed which uses an Enhanced C4.5 algorithm for  Applications and Technologies, Dalian, China, pp. 256—
intrusion detection in the system. The NIDS monitors 258, May 2005.

network packets and connection status from the networkg] R. J. Henery, “Classification,” Machine Learning Neural
layer to the application layer of the TCP/IP protocol and Statistical Classification, 1994.

stack. The NIDS detects anomaly behaviors through statgz; 3. R. Quinlan, “C4.5: Programs for machine learning,”
transition and classification that has been carried out Morgan Kaufmann, San Mateo, California, 1993.

using Bayes-like decision. The major advantage of thisig] ¢ xiang and S. M. Lim, “Design of multiple-level hybrid

architecture is that it creates profile using enhanced C4. classifier for intrusion detection system,” in IEEE

algorithm and utilizes the original C4.5 algorithm to Transaction on System, Man, Cybernetics, Part A,
implement behavior classification. The system has been Cybernetics, Vol. 2, No. 28, Mystic, CT, pp. 117-122,
tested with a set of attacks using KDD-99 data set. The = May 2005.
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Abstract

Whenever streaming of multimedia based data such as video, audio and text is performed traffic will be more
and network becomes congested in mobile ad hoc networks. The present routing protocols are not able to
cope up with this situation. It is observed that network congestion is the dominant reason for packet loss,
longer delay and delay jitter in streaming video. Most of the present routing protocols are not designed to
adapt to congestion control.

We propose a new routing protocol, Congestion Adaptive AODV Routing Protocol (CA-AODV), to
address the congestion issues considering delay, packet loss and routing overhead. To evaluate their
performance, we have considered mpeg4 for streaming video data using network simulator (NS2). CA-
AODV outperforms present protocols in delivery ratio and delay, while introducing less routing protocol
overhead. The result demonstrates that integrating congestion adaptive mechanisms with AODV is a
promising way to improve performance for heavy traffic load in multimedia based mobile ad hoc networks.

Keywords: AODV, Streaming, Congestion, Multimedia, Video

1. Introduction agency is involved. Such perceived advantages elicited
immediate interest in the early days among military,
police, and rescue agencies in the use of such networks,

A mobile ad hoc network (MANET) is a collection of especially under disorganized or hostile environments
mobile nodes that form a wireless network without the like isolated scenes of natural disaster and armed conflict.
use of a fixed infrastructure i.e., base stations or accesk recent days, home or small office networking and
points or any centralized administration. Ad hoc wirelesscollaborative computing with laptop computers in a
networks are self-creating, self-organizing, and self-small area (e.g., a conference or classroom, single
administering. They come into existence solely by building, convention center) have emerged as other
interacting among their constituent mobile nodes andmajor areas of potential application. In addition, people
only such interactions are used to provide the necessarglso recognize that ad hoc networking has obvious
control and administration functions supporting such potential application in all the traditional areas of interest
networks. The ad hoc wireless networks offer uniquefor mobile computing.

benefits and versatility for certain environments and Streaming multimedia type of data is very challenging

certain applications. The preexisting fixed infrastructure issue in mobile ad hoc networks. Many researchers have

and base stations are not being prerequisite to suckonsidered these factors very seriously and are working

networks. They can be created and used any timein this direction [1,2]. Thus, our aim is to develop a

anywhere. Such networks could be intrinsically fault- routing protocol that provides alternate non congested

resilient, for they do not operate under the limitations of path if node become congested. The congested node will

a fixed topology. Indeed, since all nodes are allowed toimmediately provide congestion status to concerned node

be mobile, the composition of such networks is in order to take necessary action. Providing congestion

necessarily time varying. Addition and deletion of nodes status is desirable for many applications, as this allows
occur only by interactions with other nodes, no otherthem to alter the data they transmit. For example, several
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visual compression techniques, such as MPEG-4 [3] and The remainder of the paper is organized as follows:
H. 263 [4], are designed to meet various channelRelated Works is presented in Section 2. The proposed
conditions. Without this congestion status information, congestion adaptive routing protocol is presented in
the node may not be alert to change its path, causingection 3. In Section 4 we investigate simulation results
congestion in the network and a large number of droppedand analysis of obtained results. Finally, Section 5
packets. concludes the paper.

In mobile ad hoc networks, a message sent by a
mobile node may be received simultaneously by all of itso Related Works
neighboring nodes. Messages directed to mobile nodes

not within the sender's transmission range must beS. Mobile ad network nod highlv d .
forwarded by neighbors, which thus act as routers. Due Ince Mobrle ad network nodes are highly dynamic in

to mobility it is not possible to establish fixed paths for nature, congestion is a main factor for more packet loss

: : and longer delay. Traditional AODV is not an effective
nmeetjvsoargz deg\r/:ry ?g%up%gége ng;worllfrioll\)/:lc;blle s'?;ti:r?g method under this situation in ad hoc networks [11]. It

communicating solely through wireless links [5]. doesn’t take any necessary precautions to handle the

Routing protocols are classified as proactive or reactive nodes which become congested under heavy network

: : traffic. The modified version of AODV called CADV
depending on whether they keep routes continuously, . . g
updated, or whether they react on demand. favors nodes with short queuing delays by adding it into

The routing protocois [6] can also be categorized _the route to the destina_tion. While this modification may

b . . .~ improve the route quality, the issues of long delay and

ased on congestion-adaptive versus congestion un. ;

. . . high overhead when a new route needs to be discovered

Yemain unsolved. Furthermore, CADV is not congestion

adaptive. It offers no remedy when an existing route

becomes heavily congested. A similar routing protocol
has been proposed in [12], Dynamic Load Aware

Routing protocol, which favors low routing load in the

. . ?outing path during route discovery. CADV and DLAR
new rout_e. The problgm with an on-demand routing are both are single path on-demand routing protocols.
protocol is the delay it takes to search for the NeW g me of the multi path protocols were suggested in [13
route. _ 15] which are extensions of AODV and DSR.

2) _Hugeroutmg overh_ead: In case a new route is needed, AODV (Ad hoc On-demand Distance Vector) [7] is a
't. takes Pprocessing and cqmmumcanon effort to dynamic, self-starting, multi-hop on-demand routing
discover it. If mL_JIt|—path. routing |s.used, though an protocol for mobile wireless ad hoc networks. AODV
alternate route is readily found, it takes effort 10 yigeqyers paths without source routing and maintains
maintain multiple paths. table instance of route cache. This is loop free and uses

3) Heavy packet loss: Many packets may have already gegtination sequence numbers. AODV also maintains
been lost by the time congestion is detected. A typicalyctive routes only while they are in use and delete the
congestion control solution will try to reduce the gia1e (unused) route. AODV performs Route Discovery
traffic load, either by decreasing the sending rate atusing control messages Route Request (RREQ) and
the sender or dropping packets at the intermediateroyte Reply (RREP) whenever a node wishes to send
nodes or doing both. The consequence is a highyacket to destination. The source node in network
The above problems become more visible in large-ring search technique. The forward path sets up in

scale transmission of traffic intensive data such asintermediate nodes in its routing table with a lifetime
multimedia data. In such situation congestion is moregssociation using RREP. When route is broken,
probable and the negative impact of packet loss on thejestination or intermediate node moves RERR to the
service quality is more of significance. We have source node. When RERR is received, source node
proposed Congestion Adaptive AODV Protocol which reinitiate discovery is still needed.

tries to prevent congestion from occurring in the first  DSR (Dynamic Source Routing) [9] is reactive,

place and be adaptive should a congestion occur. The nsimple and efficient routing protocol for multi-hop

2 simulation results show that the proposed protocolwireless ad hoc networks of mobile nodes. DSR uses

significantly improves the packet loss rate and end-to-source routing and this protocol is composed of two main

end delay while enjoying small protocol overhead andmechanisms: Route Discovery and Route Maintenance.
high-energy efficiency as compared to AODV [7], Both the mechanisms work together entirely, on-loop-

DSDV [8], DSR [9], and TORA [10]. Our proposed free routing. They can rapidly discover the changes in

Adaptive Congestion AODV protocol tries to prevent the network routes and are designed for mobile ad hoc

congestion from occurring in the first place and it is networks of up to about two hundred nodes and they

adaptive to network congestion. work well even with high rates of mobility. The source

in MANETs may lead to the following issues.

1) Maximum delay to find a new route: Traditional
routing protocol takes maximum time for detecting
congestion using a suitable control mechanism. In
severe congestion situations, it may be better to use
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route is needed when some nodes originate a new packsponding destinations. In networks using TORA, an
destined for some node by searching its route cache oindependent copy of TORA runs for each possible
initiating route discovery using RREQ and RREP destination. So for different destinations, routers may
messages. On detecting the break, DSR sends RERRave different heights and links can have different
message to source for new route. directions.

The Destination-Sequenced Distance-Vector (DSDV)
[8] Routing Algorithm is based on the idea of the 3 caA-AODV: Congestion Adaptive Routing
classical Bellman-Ford Routing Algorithm with certain Protocol
improvements. Every mobile station maintains a routing
table that lists all available destinations, the number of

hops to reach the destination and the sequence numb

assigned by the destination node. The sequence numb@rva”ab'“ty of primary route as well as alternative routes

is used to distinguish stale routes from new ones and thu§2d ri?#tciftg;éogiwoevsghse:u%g ggggde;'t(i):aggﬁpf;dsezt
avoid the formation of loops. The stations periodically yp

transmit their routing tables to their immediate neighbors.On primary route, concerned node warns its previous

A station also transmits its routing table if a significant hode about congestion. The previous nqde uses a non
. ongested alternate route to the destination node. Since
change has occurred in its table from the last update sent. . o
. . . : Video data is very sensitive in delay and packet loss, the
So, the update is both time-driven and event-driven. : )
. . . measurement of congestion has been considered here
The routing table updates can be sent in two ways: depending on average packet delivery time and packet
a “full dump” or an incremental update. A full dump b 9 ge p Y b

X : delivery ratio. The Congestion adaptive AODV is
:Sggsr;gi;ugargkuetggv&ﬁgiaf itgeage;gg:)eor?erig? Sgggrggcﬁve routing protocol and has the following three
only those entries from the routing table are sent that has |V|é:)onnsésti on status setu
a metric change since the last update and it must fit in a: Routge Discovery Procegs
packet. If there is space in the incremental update packe.t Route Maintenance Process
then those entries whose sequence number has changed
will be included into it. When the network is relatively .
stable, incremental updates are sent to avoid extra traffig"l' Congestion Status Setup
and full dump are relatively infrequent. In a fast- _ i _
changing network, incremental packets can grow big goCalculate time tak_en at every intermediate no_de from
full dumps will be more frequent. source _node perl_odlcally. The calculated time at

The Temporally-Ordered Routing Algorithm (TORA) |ntermed|ate_ node is called as calculated delayT@e
[10] is “an adaptive routing protocol for multi-hop 2verage delivery time should be calcqlatgd by source
networks”. TORA is a distributed algorithm so that node_ i.e. expected delayjBo reach dgstlnauon. Check
routers only need to maintain knowledge about theirCd With expected delay fn the following manner and

neighbors. TORA also maintains states on a perSetUp value of (rongestion status.

destination basis like other distance-vector algorithms. It 1h€ Status of congestion can be indicated by three
uses a mix of reactive and proactive routing. Sourced€Vels: Forward, Alert and Drop. The Forward level
initiate route requests in a reactive mode. At the samdneans that pack_et can be for\{va_lrded fo the next node,
time, selected destinations may start proactive operationéIert means continue with remaining packets, but not for
to build traditional routing tables. Usually, routes to a longer time, and Drop level means there is no alternate
these destinations may be consistently or frequently"v""y to forward p_acket, just drop it. . :
required, such as routes to gateways or servers. TORA If calculated time ¢< B, the value of Gwill be in
supports multiple path routing. It is said that TORA Forward Ievelj _ . .
minimizes the communication overhead associated with® If calculated time <= E the value of Gwill be in

e proposed routing protocol is designed to ensure the

; - Alert level.
adapting to network topology changes. The reason is that . . :
TORA keeps multiple paths and it does not need to® gr%?alclgi?etfd time &> By, the value of Gwill be in

discover a new route when the network topology changes
unless all routes in the local route cache fail. Hence, the )
trade off is that since multiple paths are used, routes may-2- Route Discovery Process

not always be the shortest ones.

TORA uses the concept of height associated with aDuring the route-request phase, each node which
certain destination to describe the routing metric used byeceives a RREQ packet will determine level of
routers. Like water flows in pipes, routers with higher congestion status. If Cs is in forward level, RREQ packet
heights may forward packet flows to neighbors with Will be forwarded to next neighbor nodéCs is in alert
lower heights. Note that since heights for routers arelevel, RREQ packet might be forwarded but this is not
associated with particular destinations, the paths tocontinued for a longer time. If Cs is in drop level, RREQ
forward packets are also associated with the correpacket will be dropped.
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We have modified conventional AODV as per our Simulator NS-2 [16] version 2.28. We have compared
requirements. For all the nodes on the main route, RREQCA-AODV to DSR, AODV, DSDV and TORA, the most
packet will be forwarded to next node. The destinationpopular MANET routing protocols. In following sections
node will send the RREP packet back to the source as thebservations are discussed.
conventional AODV does and then complete the route
discovery process. 4.1. System Simulation model

The data structures used are as follows:

The main routing table is represented by MR,JI. We built a simulaton model to support video

It specifies the entry for destination, In the routing  yrangmission which consists of 100 mobile nodes to form
table of node S The MRT[S, Dy].attr specify the value 4 hoc network within the 1500m x 800m rectangular
for the attribute attr. The traffic can be reduced by fie|q  The nodes were equipped with omni-directional
‘(‘JIropplng RREQ packets when congestion status iSyntennas. To test the performance of our proposed
Drop” and also stop broadcasting RREQ packets. routing protocol with other protocols in MANET
1) The main routing table metric attribute is set to 1: gnvironment we have used MPEG4 video traffic
MRT[S,,Dy].nc_metric=1, for n nodes. Set destination generator [17]. The packet size used in our simulations is
node and its congestion status level: MRYT[S 513 pytes and the raw channel bandwidth is 2 Mbps. The

Pn]-”C_h?'p = D and MRT[SD,.hop_status=  ten pairs of source destination flows are randomly
Forward”. Set main table as not congested node:chosen to observe congestion. The routing buffer at the
MRT[S;,Dr].nc_hop=1 for every other node. network layer could store up to 128 data packets. The

2) Whenever node Seceives an updated packet from its MAC layer was based on IEEE 802.11 CSMA and
neighbor node g it will check if MRT[S. interface queue at MAC layer could hold 50 packets. The
Dy].nc_status="Drop” and MRT[g«Dn].-nc_status  random waypoint model [18] was used with maximum
="Alert” then node $ will initiate non congested path node speed of 4m/s as suggested in [19].
discovery process towards the nodg,Sobtained The simulations were run for 900 seconds for ten
from the update packet. different simulations with different pause times, where a

3) Searching for non congested optimal route: Set TTLhigher pause time reflects lower mobility, O indicates a
to 2 x k in non congested request packets, where k idigh mobility scenario, while a pause time of 900 is
distance between nodg &nd non-congested node S considered a stable network. For each connection, the
on the main route. source generated 512-byte data packets at a constant bit

4) If non congested node is already present in mainrate (CBR) in the traffic model.
routing table, drop non congested request packet.

5) If timeout occurs after certain period, delete the 4.2. Parameters Monitored
entries in the non-congested alternate table.

6) The traffic splitting can be done effectively as follows: We have evaluated the performance of CA-AODV by
If next main node MRT [$ D,].hop = “drop” the considering three important parameters: Data packet

incoming packets will follow main Link. delivery ratio, Normalized routing overhead and End-to-
S, 2 MRT[S,, D,).hop and with probability p = MRT  end data packet delay [20].
[Sh, Dy]-prob = 0.5. Data packet delivery ratio: The ratio of the number of
Non congested link S>> MRT[S,, D,.nc_hop will packets sent by the source nodes to the number of
have equal chance (1-p = 0.5). packets received by the destination nodes.
Normalized routing overhead ratio: The ratio of the
3.3. Route Maintenance Process total number of routing packets transmitted to the

number of data packets delivered. For packets sent over

The route maintenance of our proposed modified versionmultiple hops, each transmission of a packet over a hop
of AODV algorithm will take necessary actions COunts as one transmission. Protocols that generate large
compared to traditional AODV. If there is a broken route @amounts of routing overhead increase the probability of
detected by monitoring error message RERR and/or nod@acket collision and data packet delays in network
does not receive any reply message from a specifignterface queues.

neighbor within a predefined interval of time, it remarks  End-to-end data packet delay: The delay in
that routes as invalid and sends an error message to tHeansmitting data packets through wireless links plus the
upstream nodes. Once the error message has beatelay in the network interface queues due to network
received by previous node, it would select best alternatecongestion. This metrics includes all the possible delays

route. caused by buffering during the route discovery latency,
gueuing at the interface queue, retransmission delays at
4. System Simulation Design the MAC layer.

We have implemented proposed protocol using Network4.3. Simulation Result Analysis

Copyright © 2008 SciRes. 1. J. Communications, Network and System Sciences, 2008, 4, 285-385



326 B. RAMESHAL.

The performance of proposed CA-AODV was evaluatedprotocol tried to make use of non congested available
by comparing it with AODV, DSR, DSDV and TORA. route and uses route request packets very often. The
We considered various numbers of sessions withoverhead to maintain non-congested paths in proposed
different packet rates and mobility models. algorithm is kept small by minimizing the use of multiple
Figures 1 to 3 show the performance of CA-AODV paths.
and other routing protocols with different packet rates
(20 packets/sec, 30 packets/sec and 40 packets/sec), anc Packet Delivery Ratio
a pause time of 500s. The proposed routing protocol 1
provide a high packet delivery ratio, small normalized .
routing overhead and low end-to-end delay than AODV 08 +
and other routing protocols. As a consequence, AODV . 06
has slightly same performance compare to CA-AODV o 04
under light traffic - this is also observed at 10 packets/sec. ’
This is because of less traffic load. When the packet rate 0.2

increases to 20, CA-AODV performs better than AODV 0 , . |
and other routing protocols, and this becomes more 5 10 20 40 50
pronounced as the traffic load increases. At 20 packets/s, Packet Rate(Se )

the packet delivery ratio of CA-AODV outperforms
AODV by 12%, DSR by 17% and DSDV by 20% and
TORA by 22%. Whenever the packet rate is increased,
CA-AODV uses less routing overhead (up to 20% less)Figure 1. Comparison of packet delivery ratio vs. packet
than AODV. The end-to-end delay is slightly more than rate.

AODV because of some alternate routes that are not the
shortest. Average End to End Delay

Thus with CA-AODV the traffic load is more ‘
balanced, and the probability of packet loss is reduced.
Furthermore, in congested nodes, alternate routes should
be selected, resulting in a significant increase in packet
delivery, decrease in routing overhead and increase in
delays.

Different mobility models were simulated by using
different pause times. It was observed that mobility has a
great impact on the performance of CA-AODV and other
routing protocols. Performance is always worse with
high mobility, but mobility has a slightly greater impact
on CA-AODV than AODV and other routing protocols. |+DSDV —s—DSR —+ TORA — AODV —x CA_AODV
Figures 4 to 6 show the performance of CA-AODV and
other protocols with 20. CBR sgssions. The CA-AODV Figure 2. Comparison of average end to end delay vs
has a lower packet delivery ratio than AODV by 2% at packet rate.

Os pause time (high mobility), and the routing overhead
is 10% less than with AODV. At 900s pause time (low
mobility), CA-AODV has a 5% t010% higher packet

delivery ratio than AODV and other protocols, and

requires 30% to 40% less routing overhead than AODV
and other protocols.

The delay variation is less than that of AODV and
DSR which makes our protocol more suitable for
multimedia kind of applications as shown in Figures 2
and 5.

The routing overhead incurred by CA-AODYV is very
less when compared to other routing protocols. This is
shown in Figure 3 and 6. When packet rate was 50 Packet Rate(Sec)
packets per second the proposed protocol incurred less | _4 DsSDV = DSR —& TORA —s AODV —«_ CA-AODV|
routing overhead and delivered 21.34% more data than
AODV. This is because, upon link breakage, AODV
tried to establish a new route to the destination byFigure 3. Comparison of normalized routing overhead vs.
broadcasting RREQ and RREP packets, CA-AODV Packet rate.

|—¢—DSDV —a—DSR ——TORA —«—AODV —— CA-AOQDV

Avg endto-end delay
O =2 N Wh OO~ ®

5 10 20 40 50
Packet Rate per Source(Sec)

Normalized Routing Overhead

Routing Overhead
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Figure 5. Comparison of average end to end delay vs.
different pausetime.
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Figure 6. Comparison of Normalized Routing Overhead vs.
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5. Conclusions

In this paper, we have proposed a new method to adapt

to network congestion for video streaming in mobile ad
hoc networks. The existing MANET protocols are not

adaptive to network congestion and cannot handle the

heavy traffic load while offering services to multimedia
applications. The proposed Congestion Adaptive AODV
Routing Protocol (CA-AODV) reduces packet losses
than other routing protocols in real time transmission.
The non-congested alternate route concept
proposed method help next node that may go congested

Copyright © 2008 SciRes.

in the
. Addison-Wesley, Chapter 5, pp 139-172, 2001.

Whenever a node becomes aware of congestion ahead,
it finds a non-congested alternate route that will be used
to avoid congestion that is about to happen. The part of
incoming traffic is split and then sent on the non-
congested route, making the traffic coming to the
congested node less. Thus congestion can be avoided.
Proposed Algorithm does not incur heavy overhead due
to maintenance of non-congested alternate paths. It also
offers high packet delivery when the traffic in heavy.
The delay incurred while establishing new connection is
low because of using existing non-congested paths. Thus
the proposed algorithm in mobile ad hoc networks is
especially designed for multimedia applications. The
difference between CA-AODV and other protocols were
examined. Results were presented considering various
situations to show the effectiveness of our proposed
method. It is clear that CA-AODV can provide good
performance comparable to AODV and other protocols
in light traffic, and better performance in heavy traffic at
a cost of slight longer delays.
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Abstract

Communication over wireless links identifies significant challenges for routing protocols operating. This
paper proposes a Cross-layer design based Multipath Routing Protocol (CMRP) for mobile ad hoc networks,
by means of the node energy signal from the physical layer. The purpose is to optimize routing decision and
path quality. The nodes’ mobility behavior is predicted using a notion of “Signal Fading Degree, SFD".
Especially, in combination of the IEEE 802.11e standard at the MAC layer, we determine that the IEEE
802.11e makes a significant contribution to performance improvement of CMRP. Performance evaluation of
AODV in legacy 802.11 and CMRP in IEEE 802.11e shows that, as a function of speed of node mobility, a
tremendous reduction achieved, in metrics such as the average end-to-end delay, route overhead, route
discovery frequency, normalized routing load — almost more than 80%, 40%, 40%, and 40%. In the case of
varying number of sessions, the reduction for route discovery frequency and normalized routing load are up
to 70% and 80%.

Keywords: Wireless Mobile Ad Hoc Networks, Multipath Routing, Cross-Layer Design, IEEE 802.11e

1. Introduction all nodes can directly communicate with each other, so
mobile nodes forward packets for each other, that is,

Technologies such as IEEE 802.11 wireless LANs multi-hop, allowing communication among nodes outside

(WLANS) have revolutionalized the way people think wireless transmission range. The _no_de mobility_, dynamic
about networks, by offering users freedom from thetopology and the fundamentally limited capacity of the

constraints of physical wires. Mobile users are interesteo}’vf[freI?SS mﬁdlum, tttogetr;_er with It_\Nlr?Aess transtr_n Ission d
in exploiting the full functionality of the technology at criects such as atienuation, muftipatn propagation an
their fingertips, as wireless networks bring closer themterference, combine to create significant challenges for

“anything, anytime, anywhere” promise of mobile routi_ng protocols operating. . .
netv)i/torki?wg [1%/; yw P Firstly, recent research shows, that the single routing

Routing in wireless mobilead hoc networks protocol reflects some limitations in case of highly
(MANETS) has been an active area of research for manyynamic network topology and strictly limited resources.
years [3, 4]. A MANET is an autonomous network that ON€ observation of single routing AODV [5] is that,
can be formed without (necessarily) using a pre-existingthough the source actually discovers multiple paths
infrastructure. The characteristics such as self-organizingluring the route discovery process, it chooses only the
make MANETs be prevalent today and be continuedshortest delay route and discards the rest. Also, frequent
growth in popularity. Without centralized administration, route breaks cause the intermediate nodes to drop packets
individual nodes in MANETs are responsible for because no alternate path to the destination is available.
dynamically discovering which other nodes they can Therefore, multipath routing algorithms have drawn
directly communicate with. A key assumption is that not researchers’ attention. The multipath routing allows
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building multiple paths between a source-destination pairMost proposed wireless mobiéal hocrouting protocols
It can provide benefits such as fault tolerance, loadare unipath protocols, which only use a single path to
balancing, bandwidth aggregation, and improvement insend packets to the destination. The main idea with
QoS metrics such as delay-§5]. multipath routing, which has been originally studied in
Another key issue is cross-layer optimizatidfor ~ wired networks, has existed for some time. Recently,
MANETSs protocol design, the physical layer must adaptmany different multipath routing protocols based on
to rapid changes in link characteristics, the MAC layer AODV or DSR [6] for wireless multi-hop network have
needs to minimize collisions and allow fair access, thebeen proposed in literature.
network layer needs to make a routing decision for As an extension to AODV, M. K. Marinat al.
effective data delivery to the destination, and so on. Theproposed a multipath routing algorithm, i.e. AOMDV [7].
cross-layer design is desirable for improving The protocol computes multiple loop-free and link-
performance in MANETSs, since the methodology of disjoint paths. Loop freedom is guaranteed by using a
layered protocol design does not necessarily lead to afotion of “advertised hopcount”. Link-disjointness of
optimum solution for dynamic environment. Under the multiple paths is achieved by using a particular property
layered protocol design, MANET routing protocols are of flooding. In details of CMRP, we modify both routing
unable to retrieve energy and location information from Selection and routing maintenance based on AODV, in a
the underlying data link layer and physical layer and, thusmanner similar to AOMDV. Z. Yeet al. proposed
unable to calculate routes based on such informaltion. AODVM [8], which achieves a framework for reliably
this work, we use cross-layer design to refer to protocolrouting information. Duplicate RREQ messages are not
design and optimization, that is, make use of the nodeliscarded by intermediate nodes. Instead, all received
energy signal from the physical layer to optimize routing RREQ packets are recorded in an RREQ table at the
decision. intermediate nodes. Caching and Multipath (CHAMP)
Finally, the IEEE 802.11e standard was developed toRouting Protocol reported in [9] uses cooperative packet
offer QoS capabiliies to WLANs (e.g. MANETs), caching and shortest multipath routing to reduce packet
offering significant improvements to multimedia traffic loss due to frequent route breakdowns. X. dti al.
[26]. MANETs will also benefit from this new propose NDMR [10], which modify and extend AODV
technology since the most widely deployed and usedo include the path accumulation feature of DSR in route
wireless interfaces are IEEE 802.11 based. Currentlycontrol packets, so that much lower overhead is
relatively little research work has focused on interactionemployed to discover multiple node-disjoint paths.
between |IEEE 802.11e and multipath routing protocols. Derived from DSR, SMR [11] focuses on building
In this work, the performance of CMRP gain obtained and maintaining maximally disjoint paths in order to
from IEEE 802.11e is demonstrated, by means of a serieBrevent certain links from becoming congested and to
of simulation experiments. efficiently utilize the available network resources. W.
Based on cross-layer design, we propose a multipatiYVei et al propose RMPSR [12], which distributes video
routing protocol (CMRP), in consideration of IEEE Packets over two primary routes of two route sets, to
802.11e technology, to improve dynamic multi-hop support Multiple Description Coding (MDC) application
routing performance for MANETs. CMRP uses signal Over MANETs. A. Nasipuret al. developed a multipath
strength information to optimize routing decision and Protocol [13], in consideration of the situation where the
path quality. The purpose of this work is to ensure destination replies to a selected set of RREQs. Recently
wireless multi-hop network performance improvement. there has been increased interest in protocols for wireless
Our simulation results demonstrate that, in combinationnetworks that rely on cross-layer E¥5]. M. Li et al.
of the IEEE 802.11e standard at the MAC layer, CMRP present a cross-layer multipath routing protocol (EMRP)
provides significant performance improvement in terms[17]. By sharing the information among the physical
of average end-to-end delay, route overhead, routdayer, the MAC sublayer and the network layer, EMRP is
discovery frequency and packet loss as well. able to utilize the network resources efficiently. H. tin
The remainder of this paper is organized as follows.al. propose an adaptive QoS routing scheme supported
Section 2 discusses related work on current MANETsbY cross-layer cooperation [18], considering the impacts
routing protocols. Section 3 proposes the cross-layef node mobility and lower-layer link performance. The
optimized multipath routing protocol and presents the Multiple QoS requirements are satisfied by adaptively
details of its implementation. Section 4 discusses that th&/Sing forward error correction and multipath routing
performance improvement of CMRP using IEEE 802.11eMechanisms, based on the current network status.
standard. Section 5 involves thorough analyses and Routing protocols for NANETs have traditionally
evaluation of the CMRP performance in simulation focused on finding paths with minimum hopcount in the

methodology. Finally, Section 6 concludes the paper.  last few years. In [3], R. Dravext al. find that minimal
hopcount paths may provide poor performance because

they tend to include wireless links between distant nodes

2. Related Work and these long wireless links can be slow or loss, leading

Copyright © 2008 SciRes. I. J. Communications, Network and System Scie2€88, 4, 285-385



PERFORMANCE STUDY OF A CROSS-LAYER BASED MULTIPATH ROUTING PROTOCOL 331
FOR IEEE802.11E MOBILE AD HOC NETWORKS

to poor throughput. Therefore, the routing algorithm cannodes lead to the link interruption in a short time. The
select better paths by explicitly taking into account the hopcount in traditional routing protocols does not reflect
quality of wireless links. We design the schemes for paththe nodes’ relative location exactly. In a link with weak
storage and selection in consideration of this idea. signal strength, a few hopcounts may lead to numerous
For interaction between IEEE 802.11e and routing packets loss. Therefore, using multipath routing will be
protocols, in [26] Carlos T. Calafatet al. exposed not worth the candle if the paths are not chosen
results related to the interaction of AODV/DSR and the appropriately. We store and choose the paths according
IEEE 802.11e technology in terms of throughput andto the signal strength from the physical layer.
normalized routing load in order to assess the The severe signal fading is one of the characteristics
improvements resulting from the IEEE 802.11e. In thisin wireless communication. We use “Signal Fading
work, we use |IEEE 802.11e as the protocol of MAC Degree, SFD' to predict the node mobility, i.e., the
sublayer to improve the performance of CMRP. distance between the sending node and the receiving
To the best of our knowledge, currently, relatively node. The smaller thBDF is (the weaker the signal is)
little research work has focused on interaction betweerand the further the distance is, and the higher the
IEEE 802.11e and multipath routing protocols. This probability of link interruption is. Formula (1) defines
paper is, based on cross-layer design, aimed at $DF of the node, which is transmitted by routing
multipath routing protocol for IEEE 802.11e MANETs. Message (see Section 3.2 for details). This Formula gives
We refer to our work as an enhanced version of AODV’a measure of the relative Stablllty between two serial
focusing on the performance improvement of overall Nodes in the entire path.

network. RPnode™ TPnode )

TPnode

where RP denotes the remaining node energyP
represents a fixed energy consumption of every efficient
The main idea in CMRP is to compute multiple power- gata packet sending. The accumulation of each 5@fe
aware paths during route discovery. It is designedhop by hop is th&DF of the whole pathSDFis used for
primarily for highly dynamic ad hoc networks where link measuring path reliability, i.e. a largBDF indicates a
failures occur frequently. CMRP stores and selects theamore reliable link, whereas, a small8DF indicates a
paths according to signal strength. That is, it storesless reliable link. There are two ways to represent the
multiple SDFsof path on receiving routing message from SDF of the whole path, i.e. This Formula gives a measure
the same source node, and selects a path also with largest the relative stability of the path.

SDF when transmitting data (see Subsection 3.1 for

SDFnode™
3. A Cross-Layer based Multipath Routing

. = - 2
details). As a result, data packets are able to travel along SDF path m%‘iﬁﬁ @
the stable path. Especially, we deduce that the path with SDFpath= _[1SDFi (3)
the largestSDF is also an energy-efficient path, since it i0 path

can reduce signal attenuation for packets sending.

We describe the CMRP from the following two
aspects. At first, a policy to predict the node mobility
behavior is suggested. Then, the process of CMRPOf the path. We indicate the node on the path, and

rﬁutlgg _estafbhshgng nt an((jj_m_auntenanr(]:e are pre.sented %Formula (3) is a measuring standard for the signal fading
the basis of mobility prediction. At the same time, We jo4re6 of the whole path. As shown in Figure 1, there are
discuss the power-saving characteristic based on routing, paths from the source noBdo the destination node

Table 1 shows the structure of the route table entries
for CMRP. We add th&DFin path list.
Formula (2, 3) gives a measure of the relative stability

mechanism as mentioned above. D, with the value on the arrow denotif8DF. SDF
. o results of the two paths (path_1 and path_2) calculated
3.1. Node Mability Prediction by Formula (2) are 0.6 and 0.65 respectively. However,

the distance between noBeand nod€E is longer and the
It is well known that the radio signal gets weaker as itinterruption probability of path_2 is higher than that of
propagates. In a simulation environment, the node energpath_1, so the result calculated by Formula (2) is wrong.
signal strength is able to indicate the distance betweeNVhile the SDF result of the two paths calculated by
the sending node and the receiving node, as well as thEormula (3) are 0.008 and 0.004 respectively, which can
quality and stability of the link to certain extent. In a reflect the actual condition more exactly. Therefore,
realistic environment, however, an estimation of distanceFormula (3) is chosen to calculate.
using signal strength may introduce errors, but we still
can deduce node mobility behavior and the relative3.2. Routing Establishment and Maintenance
distance between a node and its neighbor via measuring
signal fading. For example, we can deduce if the movingThe multipath routing protocol seeks multiple disjoint
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Table 1. Structure of theroute table for CMRP. /@\ P N O
o Q D B 03
Main Information Field Contents & %, \3'®RR['
An IP address to which data @ . “2 B o K002,
destination packets are to  be Fn0s @\:Q““ } "”P@% :
transmitted. ", s
A monotonically increasing 2, Qg@o\@
sequence number number maintained by eagh %, /,@/
originating node \©/Num-\5\°-‘“5
. It is used to maintair| Destination Next-hop Pr
advertised hopcount [7] multiple loop-free paths. B (F; 80012375
path list (not more than 3): B H 001125

{(SDF1, Hopcount-1, Pr means current power

Nexgg’g‘t '-aSthotp'zl) signal strength of this nodd, Figure 2. Process of route discovery and path store.
(SDF2, Hopcount-2, provided by the physical
Nexthop-2, Lasthop-2) layer

(SDF-3, Hopcount-3,
Nexthop-3, Lasthop-3)...}

lifetime

Destination Next-hop Pr
D B 0018

Destination Next-hop Pr
. D F 02
D C 00045

D G 01

Expiration time of the route
entry

0 3! iy,

Q- ‘2 %, ) \@( &
J)?

@ Path 1:S->A->C->D ﬁ\@/‘{“\:‘,ko_os\_o,mi/®/
Path 2:S->B->E->D % ;

<
2, e
Figure 3. Process of route reply and path store.

Figure 1. SDF comparison of two paths.

routes between source and destination nodes, which refer
to node-disjoint or link-disjoint. We use link-disjoint in
Dana

mﬂ@\

O TN

the design of CMRP since it can establish more paths
than node disjoint, with higher stability. Figure 2, 3 and 4

0

describe the CMRP routing establishment and A@

maintenance procedure. _____ @
As shown in Figure 2, node&, B and C receive e

RREQ fromS, and then Nod& receives RREQs froA @

andB, one after another. It forwards only the RREQ from . . .
B and discards the one fraf Since theSDF of pathE- Figure 4. Establishment of multipleroutes.
B-Sis higher tharSDF of pathE-A-S it is selected as the g
primary path. The other one becomes the alternate pattb
DestinationD receives RREQs from nod&s G and H.
Note the route table of nodeand node.

The numbers in parenthesis indicates the SDF carrie
by the sending node, the numbers on the right indicate

selects the path_1 as the primary route for sending data
acket. Path_2 and path_3 shown are used as alternative
transmission paths.

We present the main process of routing computer as
i:ormula (5~Formula (9):

the SDF of the link. The updating process is described by f (no_ route ther
formula (1, 2): for exampleSDF of S-Bis 0.3, which 4
multiplied by SDF initial value 1 is 0.3. The result 0.3 is sendrequest SDF =1)
sent out asSDF of nodeB by RREQ. 0.3 multiplied by if (rq _dsth?I # index) ther
the SDF of pathB-E is 0.09 asSDF of nodeE, which is (5)
sent out by RREQ. In a similar calculation way, S$2F set rq_ prfl = rq_ SDF *(sDFf - tpr) /tpr;
of the entirg path is_ calculated finally. The path with the forward(rq-d); ©)
largestSDFis the primary path. !
Figure 3 shows the process of route reply and path if (rOI_Olst(jI =indeX ther
store. Destinatiol replies to nodeE, G andH. NodeE dreoly SDE d )
forwards the RREP from nodé to nodeB and from sendreply 1= py)
nodeG to nodeB. SourceSthus obtains three routesio if (rp _olst‘Jj # index) then
Sselects the pat8-B-E-F-Das its primary route since it d . . d _ 8
has higheSDF than the other paths (see route table). set rp_ pii = rp_ SDF{*(SDF{ ~tpr)/tpr;
Source nodeS receives several RREP one after the forward(rpid); )

other (see Figure 4). According to t8BFin route table,
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The main process of loop-freedom is illustrated by Table2. User priority to | EEE 802.11e access category

Formula (10)~Formula (15): mapping.
if (seq_ nunﬁi < seq nufr)then User Priority Designation Access Category
(10 1 BK (Background) AC_BK
seq_ nurﬁ = seq nu‘ﬂ; 2 BK (Background) AC_BK
) 0 BE (Best-effort) AC_BE
f (i #d)then @ 3 EE (Video/Excellent-effort) AC_BE
. ) 4 CL (Video/Controlled Load AC_VI
iad _ hopcld =00, path_ ||sifj = NULL,; 5 ( VI (Video) ) AC VI
e s0_nopd s _bon mean_iefl gz & o SO
; >~ =0 13
else:ad _hopg =0; (13) Table 3. |EEE 802.11e MAC parameter values.
elseif( seq nufi‘fln: seq nL?m&&( ad h{}ipe _ad Hﬁ)} (14) ~
g | ) d Cafggify AIFSN  CWmin CWmax TXOPLimit(ms)
insert( pr, jad_hop¢ ++,last_ hop)inpath_ list™; 15
Cpry. had_ p(f Pinpath_list (15) AC_BK 7 15 1023 0
L , . AC_BE 3 15 1023 0
This is used whenever a nodereceives a route AC VI 2 7 15 3.008
message to a destination d from a neighbag, andrp AC VO 2 3 7 1.504

stand for route requests and route repl&BF and tpr _
respectively denote remaining node energy when packeccess mechanisms to replace legacy PCF and DCF.
is received and fixed transmission power for two-ray These are the HCF controlled channel access (HCCA)

ground. The variableseq_numand ad_hopcrepresent ~ and the enhanced distributed channel access (EDCA).
the sequence number and advertised hopcount. The HCCA is used in both periods, while the EDCA is
Thus, CMRP stores and selects the paths according tgsed only during the CP. This new characteristic of HCF
signal strength, stores multipl§DFs of path when Obviates the need for a contention-free period (CFP)
receiving routing message from the same source nodeSincé it no longer depends on it to provide QoS
and selects paths with strongest signal strength wheguarantees. With IEEE 802.11e, the point coordinator is
transmitting data to enhance transmission reliability. replaced by a hybrid coordinator (HC) which also resides
The transmission power is peculiar to wireless ad hodh an AP. A Basic Service Set (BSS) including a HC is
networks, and is important because typically the nodedeferred to as a QBSS. In this paper we focuaaioc
involved have a limited power supply, and radio networks ar_1d, t_herefore, we are only interested in
communication consumes a large fraction of this supply802-11€ stations implementing EDCA.
[4]. Based on power-aware routing mechanism of CMRP, EDCA is designed to provide prioritized QoS by
we deduce that the path with the larg®®F is not only a enhancing the contention-based DCF. Before entering the
reliable path but also an energy-efficient path, since itMAC layer, each data packet received from the higher

can reduce signal attenuation for packets sending. layer is assigned a specific user priority value. How to
tag a priority value for each packet is an implementation

issue. At the MAC layer, EDCA introduces four different
first-in first-out (FIFO) queues, called access categories
(ACs). Each data packet from the higher layer along with
In this section, we briefly explain the IEEE 802.11e a specific user priority value should be mapped into a
Enhanced Distributed Channel Access (EDCA) since wecorresponding AC according to the Table 2. Different
focus onad hocmode, and then discuss the significant kinds of applications (e.g., background traffic, best effort
contribution of IEEE 802.11e provided for enhanced traffic, video traffic, and voice traffic) can be directed
performance of CMRP in MANETS. into different ACs. In Table 3 we can see each AC
behaves as a single DCF contending entity with its own
contention parameters (GW, CWpa, AIFSN and
TXOPynit), which are announced by the QAP

The most widely deployed and used wireless interfacedo€riodically in beacon frames. Basically, the smaller the
for IEEE 802.11e are IEEE 802.11 based. As a matter o¥alués of CWi,[AC], CW[AC], and AIFS[AC], the
fact, the IEEE 802.11e standard was developed to offeghorter the channel access delay for the corresponding
QoS capabilites to WLAN, offering significative AC and the higher the priority for access to the medium.
improvements to multimedia traffic. In this work, we A new type of IFS is introduced In EDCA, the
determine that the IEEE 802.11e makes a significani@rbitrary IFS (AIFS), in place of DIFS in DCF. Each
contribution to performance improvement of CMRP by AIFS is an IFS interval with arbitrary length as follows:
means of a series of simulation experiments. AIFS [AC] = SIFS + AIFSN [AC] x slot time, where
The IEEE 802.11e standard introduces the hybridAIFSN [AC] is called the arbitration IFS number. After
coordination function (HCF) which defines two new medium sensing the medium idle for a time interval of AIFS [AC],

4. |EEE 802.11e QoS Enhanced WLAN

4.1. Enhanced Distributed Channel Access
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each AC calculates its own random backoff time « Route Overhead: The total number of control packets
(CWpmiriJAC] < backoff time < CW,J{AC]). The transmitted by any node.

purpose of using different contention parameters fore Normalized Routing Load: The total number of
different queues is to give a low priority class a longer control packets divided by the total number of CBR
waiting time than a high-priority class, so the high-  packets received by destination node.

priority class is likely to access the medium earlier thane Route Discovery Frequency: The total number of
the low-priority class. Note that the backoff times of  route discoveries initiated per second.

different ACs in one QSTA are randomly generated ands Average Hopcounts: Average hopcounts of routes for
may reach zero simultaneously. This can cause an data sending.

internal collision. In such a case, a virtual scheduler

inside every QSTA allows only the highest-priority AC 5.1. Performance with Varying M obility

to transmit frames.

Figure 5 shows the six performance metrics as a function
4.2. Contribution of IEEE 802.11e of mobility in experiment I. The max speed of node

mobility is varied from 5m/s to 40 m/s. The number of
IEEE 802.11e has a great potential to improve CMRPCBR sessions is 10.
performance in wireless networks. Firstly, IEEE 802.11e Figure 5(a) shows comparison of average end-to-end
allows wireless nodes to occupy channel for a longdelay between the two routing protocols. CMRP with
period of time during Transmission Opportunity (TXOP). IEEE 802.11e has the shortest delay. Next is AODV with
This characteristic is able to dramatically decreaselEEE 802.11e, followed by CMRP with Legacy 802.11
channel overheads caused by interception, Inter-frameand AODV with Legacy 802.11 respectively. The
backoff and competition; from our perspective, CMRP simulation results demonstrate that a tremendous
performance will benefit from the improved path quality reduction is achieved, in the average end-to-end delay
together with the extended occupation period of thewith both CMPR and AODV in IEEE 802.11e, but that
channel. Secondly, Block ACK mechanism, i.e. it only of CMPR decreases much more pronounced, as shown:
replies one ack_frame to multiple data packet to decreas80% decreases against AODV in Legacy 802.11, 60%
the overheads; finally, CFB enables an EDCA to transmitagainst AODV in IEEE 802.11e. On the other hand, the
multiple frames once the medium or TXOP is acquired,delay variation of CMRP tends to be much smoother
without contending for the medium for every frame. comparing to AODV. CMRP builds multiple link-disjoint

We consider that these characteristic mentioned abovepgytes in the route request process and triggers a new

of MANETS stations to IEEE 802.11e are very important route request process when all the routes are broken.
not only for multimedia traffic support, but also t0 These steps help CMRP maintain multiple routes longer
improve the efficiency of the routing mechanism. This than that of AODV. In traditional multipath routing, the
deduction will be verified by means of a series simulation primary path selected may not be always optimal in some

experiments later. cases. Moreover, the reliability of alternative paths often
become poor, even broken when needed. By improving
5. Performance Evaluation primary and alternative path qualities, CMRP is able to

suspend link failures. Another important aspect is that
In this work, we use NS-2 [27] with TKN 802.11e IEEE 802.11e provides significant contribution for
module [28] to evaluate the performance of CMRP, CMRP performance

comparing it with AODV in the same MAC sublayer

protocol and conventional layered protocol stack, which Table4. Simulation environment.

use Legacy 802.11 in the MAC sublayer. Two simulation [pzrameter value
experiments are conducted, where the rate of the node Transmission Range 250m
motility and the number of sessions are varied in order to| Simulation Time 800s
analyze and compare the performances of CMRP and Topology Size 750m*750m
AODV in Legacy 802.11 and IEEE 802.1le. The [ Number of Mobile Nodes 50
detailed simulation parameter setting is illustrated in :”terfaoe Queue Type PriQueue
nterface Queue Length 50
Table 4. Traffic Type CBR(constant bit rate)
The following key metrics are used in different [packet Rate 5 packets/s
scenarios to evaluate CMRP performance. Packet Size 512 bytes
« Average End-to-End Delay: It includes all delays | Pause Time 0s
caused by buffering during route discovery, queuing at | _Model Mobility Random Waypoint
the interface, retransmission at the MAC, propagation |—affic Model : Spread Randomly
. Maximum Speed (experiment [) 5m/s - 40m/s
and transfer times. L . Maximum Speed (experiment II) 10m/s
« Total Packets Loss: This includes all possible packets| Number of Sessions (experiment ) 10
loss such as data packet loss and control packet [0Ss. | Number of Sessions (expetimentll) 5 - 25
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improvement. IEEE 802.11e allows wireless nodes to The number of packets loss is shown in Figure 5(b).
occupy channel for a long period of time during Using CMRP, the simulation result shows that total
Transmission Opportunity (TXOP). It drama_tically packet loss decrease much more pronounced in
decrease channel overheadglcaused by interception, Inte&)mparison with AODV. CMRP with legacy 802.11 has
{:T?&?t’ag,?%(rognﬁggcgg?gﬁgﬁ%&nzg%‘;‘%eﬁ‘g}?mames A%he least amount of packet loss. Next is CMRP with IEEE
' 802.11e, followed by AODV with Legacy 802.11 and
AODV with IEEE 802.11e respectively. It indicates that
CMRP can not only extend path lifetime, but also
improve path reliability. However, this performance
tendency of two routing protocol is different from the
tendency of average end-to-end delay; note that CMRP

<

% ‘3‘2?%: with legacy 802.11 has the least amount of packet loss.
3 300000 The IEEE 802.11 standard defines two Medium Access

g 250000 Control (MAC) protocols, namely Carrier Sense Multiple

F 200000 Access with Collision Avoidance (CSMA/CA), and
3 :3{;’888 Request-To-Send/Clear-To-Send  (RTS/CTS). The
50000 - RTS/CTS mechanism, which is included in the legacy
0 802.11 model, has never been used in the TKN802.11e

5 10 15 20 2 model of our simulation experiments. Without the four

The Number of Sessions ways handshake mechanism (RTS/CTS/DATA/ACK),
(@) Total packet loss the average end-to-end delay achieve improvement to

some extent since the channel overhead of RTS/CTS wiill
increases data packet delay. However, without RTS/CTS
mechanism, the probability of packet loss has increased
in IEEE 802.11e.
The battery power of nodes in MANETSs limited, so
the route overhead is an important metric for extending
overall network lifetime. As shown in Figure 5(c),
basically, the number of control packets increases with
the node mobility level for both AODV and CMRP.
- CMRP with IEEE 802.11e has the least amount of route
1 E&g overhead. Next is AODV with IEEE 802.11e, followed
1 by CMRP with Legacy 802.11 and AODV with Legacy
——— 802.11 respectively. Two routing protocol produces a

5 10 15 20 25
The Number of Sessions

slight difference at a low speed. However, CMRP
achieves a remarkable reduction in route overhead at
(b) Normalized routing load medium and high speed. By constructing multiple paths
in one route query round, CMRP increases the average
time between RREQ processes, thus effectively reducing
the amount of broadcasting messages. Using CMRP, the
source node will receive multiple reply messages in one
route query round. Although this is a disadvantage for
CMRP, the route overhead still descends as a whole.
Figure 5(d) presents the performance of normalized
routing load. This metric has a similar tendency with
/ route overhead. CMRP in IEEE 802.11e improves this
— performance shown at around 50% comparing to AODV
in Legacy 802.11. Using CMRP, the route overhead has
achieved reduction as possible. This is important for
improvement of normalized routing load. On the other
hand, the availability of alternate routes reduces the data
packets loss and retransmission. This contribution also
enhances the performance of normalized routing load. As
Figure 6. Performance parameters with varying number of a whole, CMRP with IEEE 802.1le has the least
session. normalized routing load. Next is AODV with IEEE

150

100

Discovery Frequei

a

¢) Route discovery frequency
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802.11e, followed by CMRP with Legacy 802.11 and high, compared to offered load. As the number of session
AODV with Legacy 802.11 respectively. is increased beyond the rate of link failures, CMRP
Figure 2(e) illustrates the simulation result on route begins to indicate its preferred performance since CMRP
discovery frequency. This metric has a similar tendencycan provide more reliable route. CMRP with IEEE
with two metric as mentioned above. CMRP with IEEE 802.11e has the least amount of packet loss. At a very
802.11e has the least frequency of route discoveryhigh offered load, CMRP in IEEE 802.11e descend the
CMRP in IEEE 802.11e improves the performance ofnormalized routing load at around 80% comparing to
route discovery frequency at around 50% comparing toAODV in Legacy 802.11.
AODV in Legacy 802.11. By reducing the amount of  Figure 6(c) plots the simulation result on route
broadcasting messages, CMRP achieves remarkabldiscovery frequency. This metric has a similar tendency
reduction in route overhead. On the other hand, CMRPwith normalized routing load. CMRP with IEEE 802.11e
maintains multiple paths longer than AODV; so that has the least frequency of route discovery. At a very high
CMRP increases the interval between route queryoffered load, CMRP in IEEE 802.11e descend the
processes and suspends link failures. As expectedpormalized routing load at around 70% comparing to
CMRP performs better than AODV does for both Legacy AODV in Legacy 802.11. Maintaining multiple reliable
802.11and IEEE 802.11e. paths for CMRP is important for enhanced performance,
The average hopcounts is shown in Figure 5(f).thus reducing route discovery frequency.
CMRP descend the average hopcounts at around 50% for
both Legacy 802.11 and IEEE 802.11e. CMRP maintainsg. Conclusions
multiple routes longer than that of AODV. This step help

CMRP descends the counts of new route dlscqvery, S this paper, an improved Cross-layer Multipath Routing
that_ the hopcqunts of rqutes for data sending haﬁ°rotocol (CMRP) for IEEE 802.11e-based MANETS was
achieved reduction as possible. proposed. CMRP uses the node energy from the physical
] ] ] layer to make better routing decision and path quality.
5.2. Performance with Varying Sessions The nodes’ mobility behavior is predicted using a notion
of “Signal Fading Degree, SFD”. Especially, we
Figure 6 shows the three performance metrics as aletermine that the IEEE 802.11e makes a significant
function of varying sessions in experiment Il. We vary contribution to performance improvement of CMRP. The
the number of sessions from 5 to 25 in order to compareEEE 802.11e standard was developed to offer QoS
performance of CMRP and AODV when offered load capabilities to  WLANs, offering  significant
increases. The max speed of node mobility is 10 m/s.  improvements to multimedia traffic. MANETs will also
As shown in Figure 6(a), the simulation result shows penefit from this new technology. Our simulation
that the number of packet loss for both AODV and experiment results demonstrate that, in combination of
CMRP increases as the offered load increases. Twahe IEEE 802.11e standard in MAC layer, CMRP
routing protocol perform alike at a low speed. However, provides significant performance improvement in term of
CMRP achieves a remarkable improvement in packetaverage end-to-end delay, packet loss, route overhead,
loss at medium and high offered load. At a high offerednormalized routing load, route discovery frequency, and
load, CMRP in IEEE 802.11e descend the number ofso on. Our ongoing work focuses, on the one hand, on the
packet loss at around 60% comparing to AODV in more realistic simulation setup to analyze and evaluate
Legacy 802.11. As mentioned in Section 5.1, CMRP withthe performance of the proposed scheme. On the other
legacy 802.11 has the least amount of packet loss (seleand, we will try to improve the performance of wireless
Figure 5(b)). This simulation result illustrates that the media streaming using reliable multipath routing policy.
number of packet loss of CMRP in legacy 802.11 will
b_eyond that of CMRI.D in IEEE 802.11e at med|grr] and7l References
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Abstract

This article presents a novel approach for the measurement and estimation of network traffic utilization
between network nodes in heterogeneous environment. This research investigates performance evaluation of
network interface on heterogeneous services and technologies environment. This study proposes an enhancec
equation to evaluate the performance of network interface via Little Law and Queuing theories to improve
the evaluation algorithm. To get accuracy results on the performance of simulation model, it measures
(verify and validate) data from Local Area Network (real network environment). This project uses network
management tool to capture those data and Fluke Optiview device to generate traffic. As a result, this
simulation model can provide a good approximation of the real traffic observed in the real network
environment. Through laboratory and field experiments, the result shows that the model via simulation is
capable of approximating the performance of network utilization and traffic over heterogeneous services and
techniques within a minimum error range.

Keywords: Network Utilization, Real Network, LAN

1. Introduction study fairness, response times, queue lengths and loss
probabilities under different assumptions and using a

Considerable research has been conducted to model arf@"iety of mathematical techniques. Queuing theory has
quantify the performance of heterogeneous services an§€€n Widely used to model and analyze the network
technologies (e.g., [B]). Accurate measurements and Performance of complex systems involving services,
analyses of network characteristics are essential fo€ommunication systems, computer networks —and
robust network performance and management. Howevervehicular traffic. ‘In contrast to other works in the
no current research specifically focuses on using queuin(ﬁ'terature (e.g., [810]), developed simulation model to
theory to measure heterogeneous services and technologig¥¢asure the performance of heterogeneous environment.
performance, which is the object of this research.Our model can be used to generate representative packet
Queuing theory [4] has been used as an effective tool t(;raff_lc in a live network environment or in a simulated
model performance in several technical and social€nvironment.

contexts. Evaluating the performance of a computer The significant of this study was to develop a
networking usually involves constructing an appropriate Simulation model to measure the performance of network
model to predict the heterogeneous environmenttraffic utilization in heterogeneous network environment
behaviour via simulation model. The heterogeneoususing Queuing theory. This model could assist network
environment model is then analyzed and simulated usingddministrators to design and manage heterogeneous
mathematical techniques. For example, several flow-network systems. This simulation model can be used in
level network traffic models have been proposed tovarious services and technologies to measure heterogeneous
describe/stimulate [&]. These models have been used to environment. Therefore, this simulation model is designed
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to: 1) predict the performance of various services (e.g.capacity [23]. Nevertheless, few studies have been
video, audio, voice and message) in order to aidconducted to evaluate the application of computer
technology assessment and capacity planning; 2) prediatetwork technologies and services over heterogeneous
the expected behavior of new services and designenvironment especially in Higher Education Institutes.
through qualitative or quantitative estimates of network Algorithms for actively measuring network physical and
performance; 3) assist network administrator to prepareavailable bandwidths have been researched for many
propose, plan and design network topology moreyears. Many tools have been developed, and only a few
effective and systematic; and 4) conduct “What-If” tools have successfully achieved a close estimation of
analysis for evaluating heterogeneous networknetwork bandwidths [3]. Therefore, retrieving and
environment performance. Moreover, in the future, thesending information over heterogeneous environment
integration of data and communication services, almostusing convergence of technologies in Higher Educational
every “Internet Ready” device will be a communicable Institutes should be analyzed and evaluated via
device [11]. With the availability of this infrastructure, simulation model. This research has setup a pilot test-bed
users are now demanding and expecting more service§eal network environment) to analyze and measure of
[12,13]. Convergence is pushing towards an environmennetwork traffic utilization at University of Kuala Lumpur
that requires new investment in infrastructure and able tan Malaysia. This study posits several research questions:
support the delivery of rich services (various services),1) what is the performance level of the network utili-
applications and content [5,14]. In addition, more peoplezation and traffic; and 2) Is the simulation model for
are using multimedia services such as MMS, WAP, i- evaluating and measuring the heterogeneous environment
mode or push-to-talk. GPRS (General Packet Radioperformance effective?

Service) is an overlay on GSM networks that allows this

kinq of end-to-end IP-based packet traffic from mobi!e 3. Methodologies

devices to the Internet [15]. Network deployment is

rowing increasing complex as the industry lashes . . . . .
g g g P y Whatever modeling paradigm or solution techniques in

together a mix of wired and wireless technologies into !
Igeterogeneous environment model development are

large-scale heterogeneous network architecture and ab ) a4 th ; iracted f
user applications and traffic continue to evolve. Faced?¢'"9 USed, the performance measures extracted ifrom a

with this growing complexity, network designers and simulation model must be a good representation of the

researchers almost universally use simulation in order td€&l N€twork environment. Inevitably, some assumptions

predict the expected performance of complex networksUst be made about the real network in order to

[16]. The successful evolution of the Internet is tightly construct the heterogeneous environment model. Figure
coupled to the ability to design simple and accuratel shows the overall framework of the simulation model.

models [17]. Many factors may contribute to the T_here are four performanpe techniques fto validate_ the
congestion of network interface, such as a heavy load irsimulation model: 1) graphical representation; 2) tracing;
the network that usually generates higher traffic. Once3) Parameter variability; and 4) predictive validation. In
the number of requests exceeds the maximum capabilitddition, there are two techniques to judging how good a
of network, many clients will not able to receive Model is with respect to the real network: 1) it must
responses from the network [18]. Thus, this research j@scertain whether the simulation model implements the

critical to be conducted in order to predict and measure2SSumptions  correctly (model verification); and 2)
of network traffic utilization in heterogeneous assumptions which have been made are reasonable with

environment. respect to the real network (model validation).

Comparison with a real network is the most reliable and
preferred method to validate a simulation model (refer to
Figure 2). Assumptions, input values, output values,
workloads, configurations and network system behaviour

In the 21 century, a network infrastructure is based onshould all be compared with those observed in the real
multi-service implementation over convergence of network.

network medium such as ISP, PSTN and GSM [19,20].
Availability of various services has produced multi- . .
traffic in r¥etwork infrastructure. Therefgre, multi-traffic 4. Propose Slml'_ll_atlo_n Model Dev_el()pment

in the network infrastructure has become more complex for Network Utilization and Traffic

to observe and analyze [14,21,22]. Today, retrieving and

sending information can be done using a variety ofMany different types of modeling and simulation
technologies such as PC, PDA, fix and mobile phonesapplications are used in various disciplines such as acquisi-
via the wireless, high speed network, ISDN and ADSL tion, analysis, education, entertainment, research and
lines that are more prone to heterogeneous environmentraining [24]. In the Figure 3, theoretical model is based
but unfortunately the optimal capability of technologies on a random distribution of service duration. “Request”
are not fully realized. The main factors of network defines the way clients use the computer network to
congestion are related to network design and bandwidthrequest services, while, “Response” represents the way

2. Problem Statements
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Figure 1. Simulation model development methodology.
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Figure 2. Simulation model verification and validation methodology.

clients receive services from the server. Simulationmathematical techniques are used to stimulate
model is divided as follows: 1) to study physical of real heterogeneous environment.

heterogeneous network environment; 2) transform

physical of real heterogeneous network environment into4 2. | ogical Model of Heterogeneous Network
logical model; and 3) develop and implement the Environment

heterogeneous simulation model.

) Figure 4 depicts the open queuing network based on

4.1. Physical Model of Real Heterogeneous Queuing theory (M/M/1) will use to develop logical
Network Environment model of heterogeneous network environment for

network traffic utilization. Queuing theory is robust

Figure 3 shows the network heterogeneous environmenénough to include many different combinations.
in real world. Then, it needs to transform from Parameters like bandwidth capacity, size of packet
heterogeneous environment in real world into logical services and number of clients are used to “characterize”

model. The logical model is the phase where the application traffic.
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Figure 3. Real heterogeneous network environment at main and branch campus.

Figure 4. Logical model of heterogeneous environment at main and branch campus.

4.3. Development of Heterogeneous Network bits can be inserted into the medium. The faster

Environment Model bandwidth the more bits can be placed on the medium in

a given time frame [25]. Table 1 shows the parameters

This section describes a simple analytical queuing andhat have been used in the model development. In open
little law theories that capture the performance queuing network, the throughput of the heterogeneous
characteristics of network utilization and traffic opera- network environmenis determined by the input rate in
tions. A link refers to a single connection between the system. Table &ummarizes all the parameters used
routers and hosts. The link bandwidth is the rate at whichin the model.
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The original Queuing theory is defined as an average A

number of clients in the system (variable name is “N”) in
Equation (1). Equation (2) is defined as traffic intensity
use by clients in the system. Equation (1) and (2) ar
derived based on logical model that has been designed
heterogeneous
environment. Logical model is derived and formulated
in a single service (homogeneous concept) as in
Equations (3), (4), (5), (6) and (7). Then, the logica
the heterogeneous network
environment in Equations (8), (9), (10), (11), (12), (13)

meet requirements  for

model is derived to

and (14).

Figure 5 shows how the model has been formulate

N =A*T

p=—<LA<u
U

networ

(1) representation of real network environment.

Table 1. Notations for original queuing and little theories.

Model Parameters

Meaning

N
T

A

u
1/u

P

Average number of clientsin the system

Average time a client spends in the system (second)
Clientsarrival rates

Service ratein second

Mean service times

Traffic intensity

Table 2. Notations for model development.

Model Parameters

Meaning

N
T

P (P1,P2,P3,..Pm)
P1

M «iient
u server

Nklienl + server
u klient + server
C (CLAN, CWAN)
Uhetergenes
HEterklient + server

IJ,JumIah
Jum_Kklient
Tjum

Average number of traffics on the network

Average time of clientsarrive on the network (second)

Various of services

Client uses single service

Size of packet service request by client ( traffic)

Traffic response from server to clients

Number of clientsin second over single service

Network traffic utilization usage based on number of clients in second over single
Size of Bandwidth on LAN and WAN interface ports

Network traffic utilization usage for heterogeneous environment
Number of clients and traffics over heterogeneous environment
Total size of packet services request by clients (traffic)

Number of clients

Total number of clients access on the network in second

Client uses single service for accessing network server

N = luient * @um _Klient * T)

Nkiient + server = P1 *(Jum_ klient * T)

Nyiient + server = (Minta + Balas) * (Jum_klient * T)

Niient + server= (| Lkiient + [Lserver)JJum_klient * T)

Copyright © 2008 SciRes.
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)

rom real network environment to simulation model. The
tg1ain valuable aspects of the simulation study is to
I(explain and understand real world phenomena that are
costly to perform in the laboratory or difficult to collect
in field experiments. A successful simulation model that
|Is able to provide a sufficiently credible solution that can
be used for prediction. Since it is not feasible to construct
a simulation model that represents all the details and
behaviors of the real network, some assumptions must be
Omade about the real network to construct a simulation
model. Therefore, a simulation model is an abstract

3)
(4)

®)
(6)

1. J. Communications, Network and System Sciences, 2008, 4, 285-385



344 M. N. ISMAIL ET AL.

U klient + server— N klient + server/ C (7)

Client uses various services for accessing network server in Heterogeneous Environment

wuh= Jum_Klient* T (8)
Heterkiient + server = (R+ P2+ P3+....+Pm) * Taum )
Hetekiient + server= [(Uklient1+ LIklient2 + LAklient3+ ...+ Llklient_n) + Wservef * Toum (10)
Heter kiient + server =[( LLumlah) + ( LLserver)] * T Jum (11)
Heter kiient + server =[( WJumlah) +( Wserver)] * T jum (12)
where Pi+Py+Pa+...+PM = Wienu+Ukiientzt Ukiients* - .. +Ukiientm = HLiumiah (13)
hdrgenes Hetelyjient + serverdd C (14)
Study On Real Abstract

Model
Abstraction

Network Environment

Accurate
Development

Analyze Simulate

Simulation Model Implementation Model
Measurement Of Simulation Development

Qng//

Correction

Figure 5. Model and simulation development phases.

5. Verification and Validation of Simulation packet services and number of clients to generate traffic

Model with Real Network Experimental into the network interface (see Figure 7). By using
varying number of clients and size of packet services,

Fluke Optiview device is able to simulate network

Lab experiment is based on ideal network in which thereutilization and traffic.

is no packet losses, no jitter in delays and network
bandwidth is sufficient for all requirements. While, real
experiment is based on real network and need to consid
as follows: 1) network bandwidth is limited and is not _ . .
enough for all application and users at the same time; 2Thls research has setup a real network environment of

delay due to the network overloads; and 3) packet losses, etwork utilization ~measurement  that generates
measurement data to analyze network performance at the

main campus. The real network is based on local area
5.1. Real Network Setup network (LAN). The traffics will pump into LAN 100

Mbps (real network) to access network server (see Figure
This research used a network management application tg). Low bandwidth link affects the size of packet
capture traffic between two networks link in real network services and number of clients’ access to the network
environment. Figure 6 shows the experimental setup okerver. Therefore, network management application is
real network used in our tests. The real network usedused to measure traffic and its network utilization
switch with Gigabit Ethernet ports, Router ports and performance (see Figure 8). Five sets of experiments
Fluke Optiview device can be configured to insert size ofwere conducted with different scenarios (see Table 3 and

e§.2. Real Network Experiment

Copyright © 2008 SciRes. 1. J. Communications, Network and System Sciences, 2008, 4, 285-385



COMPARING THE ACCURACY OF NETWORK UTILIZATION PERFORMANCE BETWEEN
REAL NETWORK AND SIMULATION MODEL FOR LOCAL AREA NETWORK (LAN)

345

Table 4). Fluke Optiview device is able to generate’5.3. Comparison of Real Network, Simulation
maximum traffic to 1518 bytes (12144 bits) only in the Model and Relative Error Rates

real network (see Figure 7 and Figure 10). The same

input variables have been used in simulation model (sedigure 11 shows a comparison between simulation model,
Figure 9 and Table 4) to estimate our data that must beeal network and relative error rate using LAN 100 Mbps.
closely resemble to real network environment (see TableThe result shows both scenarios use in simulation model
5). This research is concluded that base on our findingsand real network are able to predict and measure net-
the simulation model is able to predict and estimatework traffic utilization. The simulation model provides
network utilization usage for real network environment relatively accurate results when compared to the real
(see Table 3 and Table 4). network over LAN 100 Mbps. Figure 11 also shows the

Figure 6. Experimental laboratory for real network environment setup.
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Figure 7. Fluke Optiview engine setting for size of packet services and clients.

Copyright © 2008 SciRes. 1. J. Communications, Network and System Sciences, 2008, 4, 285-385



346 M. N. ISMAIL ET AL.

Figure 8. Real network experiment result capture by network management application (100 mbps).
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Figure 9. Prediction of network traffic utilization over 100 mbps via simulation model.

comparison of relative error rates between simulationnetwork experiments with minimum relative error rates.
model and real network environment. As a result, thisTherefore, from the prediction and estimation result, this
research shows that the simulation model can predict readimulation model can assist network administrator
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Table 3. Network traffic utilization over 100 mbps for real network experiments.

Frame Size N%Tgr?trsm Traffic in Traffic in Utilization (1- Utilization
i 0, —-10
(Bytes) (second) Bytes/Second Bit/Second 100%) (0.1-1%)
512 262 134144 1073152 1.11 0.0111
778 1633 1270474 10163792 10.4 0.104
831 149 123819 990552 1.01 0.0101
1042 3961 4127362 33018896 33.7 0.337
1518 1726 2620068 20960544 21.2 0.212
Table 4. Network Traffic utilization over 100 mbps using simulation model.
Frame Size (Client + N%Tgr?tr's,Of Traffic in Traffic in Utilization Utilization
Server); (Bytes) (second) Bytes/Second Bit/Second (1-100%) (0.1-1%)
512 262 134144 1073152 1.07 0.01073152
778 1633 1270474 10163792 10.1638 0.101638
831 149 123819 990552 0.99 0.0099
1042 3961 4127362 33018896 33.01 0.3301
1518 1726 2620068 20960544 20.96 0.2096

Table 5. Comparison of relative error rates between simulation model and real network environment.

Frame Size (Client + N”“?ber of . UtiIi_zation Utilization Relative Error
Server); (Bytes) Clients (Simulation Model) (Real Network) Rates
' (second) (0.1-1%) (0.1-1%)
778 812 0.01073152 0.0111 0.000119
831 393 0.101638 0.104 0.002362
1033 393 0.0099 0.0101 0.0002
1518 180 0.3301 0.337 0.0069

to plan, propose and design network topology more6. Conclusions and Future Work
systematic and efficiently for heterogeneous network

environment. This article has shown how an analytical queuing model
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Comparison of Simulation Model and Real Network via 100 Mbps
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Figure 11. Comparison of simulation model with real network using 100 mbps variable and relative error rate.

can be used to understand the behaviors of heterof3]

geneous environment over LAN experiments. The most

apparent aspect is the utilization usage due to size of

bandwidth and number of clients. Our simulation model,

has demonstrated that it can measure accurately th¥
performance of heterogeneous services and technologies

to access network server. Through real network
experiments, the simulation model is verified and
validated for providing accurate performance infor-
mation for various services. The simulation-modeling
framework described in this study can be used to study

other variations, tunings, and similar new ideas for[g)

various services and technologies. Network utilization
rate will directly affect the network performance. In
network management, by monitoring and analyzing
network utilization rate,
monitor the performance of the network, thus to study
whether network is normal, optimal or overloaded.
Network utilization rate also plays an important role in
benchmark setting and network troubleshooting. Future
work is to develop a simulation model to analyze

. ; . . . 8
bandwidth capacity requirement for various services anol ]

technologies in heterogeneous environment.
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Abstract

Third generation (3G) packet switched WCDMA networks with high-speed downlink packet access (HSPDA)
are currently being deployed worldwide to provide wireless broadband connectivity. When introducing
HSDPA in 3G networks the end user experience and system capacity with voice over IP applications improve
considerably. When later on adding also high-speed packet uplink access (HSUPA), the system capacity and
end user experience will improve even further. This paper analyzes with measurements the VolP quality over
current Release 5 HSDPA networks. VoIP is expected to be a widely used application over 3G data services.
The results show that even though the introduction of HSDPA significantly reduces the user-to-user voice
delay, the performance is satisfactory only for selected devices. Overall, the end user experience is still
significantly worse than with circuit switched solutions and is not acceptable. The current limitations with
VoIP in HSDPA networks with a too large delay can be improved by using the RLC UNACK mode,
potentially decreasing the jitter buffer size and reducing the terminal processing delay. In the longer term,
HSUPA and several features in 3GPP Release 7 standards will bring further performance improvements in
both user plan latency and system capacity.

Keywords: HSDPA, VolP, WCDMA, Voice Quality, MOS

1. Introduction WCDMA, and WiFi capabilities as well as integrated
VolIP clients, ubiquitous connectivity across any of these
networks is possible using the same mobile terminal.

Voice over IP (VolP) is becoming a widely deployed However, while the mobile terminal and client are the

service in data networks, and it will penetrate from thesame, performance differs depending on the wireless

fixed network domain into wireless network domain. The access in use.

characteristics of fixed networks and wireless networks Most of the studies of VolP over 3G network focus on

are fundamentally different, which will impact the simulation works. However, there is little data on the

performance of services. In this article we analyze theperformance in actual networks. Since VolP is expected to

VoIP service performance in wireless HSDPA and become a widely used application, and comes pre-

WCDMA networks. configured in many current handsets, it is of great

High Speed Download Packet Access (HSDPA) [1] importance to better understand the performance of such
networks are being intensively deployed to provide application over 3G networks. We set to answer the
broadband connectivity to mobile devices, such asfollowing question: is VolP over 3G network commercially
handheld terminals and laptops. This broadband wirelessiable with the current state of the arts networks?

access is able to support voice applications over a packet This paper studies the quality of VolP in wireless

data connection instead of traditional circuit switched callsnetworks with multi-radio mobile devices both in the lab

With the introduction of multi-radio devices with HSDPA, and in live network environment setups by conducting a
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methodic performance analysis based on the E-Modelncluded different wireless accesses technologies and
[2,3](we will describe the E-Model in more details in variable combinations of codecs, signal conditions,

Section 2). Likewise, our study will encompass the number of clients and fading profiles among others.
signaling performance required for VolP applications.
The key contribution of the paper is to characterize thetools based on the E-Model [2], which is a ITU-T
performance of VolP over 3G network, and to identify the recommendation for VoIP evaluation. Firstly, with a NSN
main differences between HSDPA and WCDMA. We proprietary tool, which is an implementation similar to the
perform a thorough empirical evaluation of VolP quality one described in [3], and secondly, with IxChariot, which
and signaling performance with HSDPA and WCDMA. is a widely used voice evaluation tool [5]. Finally, a third

From our evaluation, we will observe that:

The main evaluation was carried out with two similar

tool based on the PESQ evaluation model was used to
VolIP performance is acceptable in HSDPA networks determine the average end-to-end delay with

real

only for VolIP clients on devices with enough embedded VolP clients. With such setup, we can evaluate

processing power, such as laptops;

the performance of the different wireless access

VoIP performance is rarely acceptable in WCDMA technologies based on the following test objectives:

networks, even for those high performance clients; .
WCDMA performance can be significantly improved o
by having retransmissions only at the BTS, not the
RNC;

VolIP quality performance with the E-Model;

Voice quality characterization for different wireless
accesses, signal conditions, configurations and fading
profiles;

« The delay introduce by the end-user terminal is ae
critical factor in the performance.

Our study takes into consideration both the «
performance of the network and also the performance of
real embedded VolIP clients. In addition, we validate thee
results of our study by comparing them to the actual
performance in a densely deployed HSDPA network ine
Finland. Based on the results, we analyze the primary optimizations.
differences in performance between simulations found in  The E-Model is a voice quality evaluation model that is
the literature, our lab experiences and a live network casbased on network performance metrics. It is based on a
study. Finally, we discuss possible features that cammathematical algorithm and provides an “R” performance
improve the performance enough in current and futurevalue based on the sum of four “impairment factors”
releases to support VolIP in all handheld devices. considered to be cumulative. The algorithm is depicted in

The remainder of the paper is organized as follows.Equation (1) where, “Is” is Signal to Noise Ratio, “Id” is
Section 2 describes our research approach, Section 3, delay (ms), “lef” is packet loss (%), and “A” is expectation
and 5 present results from a laboratory setup, a livefactor.
network scenario, and for VoIP signaling performance
respectively. Subsequently, in Section 6 we describe some
standardization improvements. In Section 7 we discuss the
available related works and finally in Section 8 we draw
conclusions.

Benchmark of two voice quality evaluation tools based
on the E-Model;

Estimation of the average end-to-end delay when a real
embedded VolIP client is used;

Effect of simultaneous background traffic during a
VolP call;

Characterization of delay sources and possible

R=100- Is- Id- lef+ A Q)

In practice, ITU-T proposes to use a simplified version
of this algorithm. The simplified algorithm considers that
noise cancellation is encountered in the network and also
dismisses the expectation factor. The expectation variable
is supposed to be used to provide a balance for some
environments in which the user expects a degraded quality,
Our experiments are composed of measurements in &uch as satellite connections. However, since this variable
HSDPA and WCDMA testbed, as well as a live HSDPA is merely subjective it is recommended to ignore it. The
network of a Finnish operator. We are interested inSimplified algorithm is depicted in Equation (2).
measuring both the VoIP service audio quality in both R=93.2- Id- lef

laboratory and live setups and SIP signaling latencies for |
registering users and setting up calls.

2. Methodology and Test Environments

(@)

The R value can be associated with the Mean Opinion
Score (MOS) values, which is a subjective grade for voice
quality based on studies carried out by ITU-T. However,
even though the R-value can match a MOS value, it cannot
The evaluation methodology consisted of multiple VolP predict the absolute opinion of an individual user.
tests carried out in a radio interference free environment. In this paper we calculate the MOS scores with two
These conditions were achieved in a laboratory setup byools based on the E-Model: a Nokia proprietary tool and
using an RF room for the BTS and clients [4]. The testsIxChariot, which is a widely used tool. These tools send

2.1. VolP Quality Methodology
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dummy packets that resemble VolP packets. The packet

size and transmission intervals are tied to the modeled

codec. Based on the received packets, network perfor-

mance values are calculated and the E-Model algorithm is

applied to determine a MOS score. Figure 1 shows an

overview of the environment and the E-Model based tools.

In this paper we emphasize the performance of the

G.729 codec, which is the only codec supported by all the

measuring tools used in this research. G.729 is also similar

to AMR-NB. AMR codec is the main building block for a

future codec for 3GPP based networks. ITU-T has set out Figure 2. VoIP signaling test environment.

standards for maximum voice quality for several codecs,

including G.729 and G.711. However, there is not yettary tool with a function similar to TCPdump, and analyzed

agreement on a standard AMR codec maximum qualitywith Wireshark Protocol Analyzer [7].

definition in relation to the E-Model. Therefore, we can  All the calls were carried out with two identical

make the assumption that the performance valueserminals with exactly the same setups, registered to the

measured with G.729 codec are representative and are same VolP server in the NSN IP Multimedia Subsystem

useful basis for our analysis. In addition, G.711 is not an(IMS) and via the same wireless access in an interference

appropriate codec for wireless networks such as HSDPAree environment. The measured scenarios were

due to its high bitrate. However, G.711 is one of the mostHSDPA-to-HSDPA, WCDMA-to-WCDMA, and WiFi-

largely supported codecs, and it is widely used in theto-WiFi calls. The maximum transfer bitrates were set in

Internet. Also, due to legacy equipment it is used in manythe RNC and HLR configurations to model different

cases, even though AMR and other lower bitrate codecsvireless access scenarios. For WCDMA, maximum uplink

(e.g. iLBC) are encouraged. For this reason we study botland downlink transfer rates were fixed at 64/64 kbps and

G.729 and G.711. 128/128 kbps. For HSDPA downlink was 3.6Mbps and
the uplink was fixed at 128 kbps. In the case of WiFi,

2.2. VolIP Signaling Performance Methodology transfer rates were left with default configuration (802.11g
and maximum transfer rate). Figure 2 shows the test

The evaluation methodology consisted of a variety of€nvironment setup. .

VolIP calls using Nokia N95 terminals. We chose this ~The core network and IMS system were privately

terminal due to its widespread penetration in the markePWned and under very low load. The wireless access

and because it includes an embedded VoIP client bysysStems were based on NSN Release 5 equipment for

default. This client can also be configured to work with HSDPA and WCDMA tests with default settings. For

other SIP systems (e.g. Gizmo project). We did not use dViFi tests, we used a Belkin Pre-N Router with default

3rd party implementation with Skype because there wereconfiguration. The core network and IMS system were

no suitable clients for the N95 at the time of the study. Webased on Nokia equipment. The tests executed consisted

captured SIP packet traces directly from the mobileOf multiple iterations of each of the voice call scenarios

terminal wireless interface [6]. With such variables we and registration to the VolP server. We provide average
evaluated the different wireless networks available fromresult values from the measurements. The measurements

the following test objectives: took place during February-March 2007.

« SIP registration delays
« VoIP call signaling delays (post-dial, answer-signal, 2.3. Live Network Case Study Methodology

and call-release delays)

The two main activities in VolIP calls are: first, a The final stage of our study consisted of evaluating voice
registration to the VolP server which is required to makequality in a live HSDPA network. The network evaluation
and receive calls, and second, the voice call setup itselfftook place in the Helsinki metropolitan area, and the live

The packet captures were carried out with a NSN proprienetwork in use was provided by Elisa, Finland’s largest 3G
operator. The HSDPA coverage in the Helsinki metro-

politan area is densely deployed and assumed to be based

on NSN equipment similar to the one used in our lab

measurements (Release 5 equipment). Therefore, its per-

formance is directly comparable to our previous results.

The test objectives for this phase are as follows:

o Characterize the base performance of the network
(throughput and round trip time) under different signal
conditions

Figure 1. VoIP quality test environment. « Evaluate the VolP quality in different signal conditions
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(excellent, medium and poor) VolIP can actually be used with an adequate quality level.
« Evaluate the average VoIP quality in a mobile scenarioThe bitrates were fixed and therefore, features that adapt
and determine the signal quality distribution for the testbitrate (by increasing or decreasing) during packet
route switched connections were not used during the tests.
Our approach to the live network measurements wad-ading was applied with Propsim C8 fading simulator
modeled in the following way. First, we made a basic using Pedestrian-A 3km and Vehicular-A 30km fading
network performance evaluation in different radio profiles. The jitter buffer had a depth of 200ms and first
environments based on signal-to-noise ratio EC/NO levelpacket play delay of 120ms. That is, all packets are
[4]. delayed at least 120ms to provide a cushion for possible
Ec/NO values are an objective figure for quality jitter. These are common settings in VolP clients for
conditions because they take into account both signalireless cellular systems. According to Wang et al. [8], a
strength and the current interference level encountered igonservative jitter buffer playout delay is about 150ms.
the cell. Based on these basic network performance figures, Our results are consistent and show that the achieved
we can evaluate the average performance in terms ofjuality in the HSDPA system is competitive. Based on
maximum downlink and uplink throughput, as well as |TU-T G.107 [2] quality was in average medium for
average round trip time for a particular Ec/NO range. As aHSDPA with both measurement tools (NSN Proprietary
result, we are able to define three signal conditions rangestoo| and IxChariot). The average MOS was roughly 3.7
1) Good signal 2) Medium signal, and 3) Poor signal. (see Figure 3 and Figure 4). This is a good figure
Second, we evaluate the VolP quality with the same NSNegpecially considering that typical PSTN systems provide
Proprietary tool used in previous tests under the threq;os values around 3.5. In the case of WCDMA, quality
different signal conditions. This allows us to get a good yitfered depending on the bitrate used. WCDMA 128/128

metric of what is the quality in a static scenario under ,.iqeq Jow quality and WCDMA 64/64 gave a low/poor
specific signal conditions. Third, we evaluate the average

VolP it d bil 0. The test h guality level. The results also show a difference between
cr?oser?t::arlcl)syseu(;] ae%:o?qoa;teoffr?en?ﬂrg'sinkiemeetfo r(?lﬁaenthe measurement tools. Our proprietary tool was able to
Jor p P differentiate more clearly the quality levels between

area from West to East. The tests were carried out alon%VCDMA 128/128 and 64/64. However. IxChariot does

the route in both directions twice. In addition, we . ) .
measured the signal levels (Ec/NO) along the Wholenot recognize much difference between these two bitrates.
. P et In any case, both tools show that quality in WCDMA is not

driving route and carry out statistical distributions for the = * . .
valueg y optimal and is around MOS 3.0 at its best. WCDMA 64/64
An obvious limitation of our study is the fact that due to MOS varlgd between 2.25 and 2.7. lTU statgs that MOS
the nature of a live network, we are not able to know orbelow 2.5 is not recommended for voice services and that
control the other user traffic that could be taking place athearly all users will be dissatisfied with such a service.
the same time. Therefore, we are not able to pinpoint thd nerefore, we can expect that the end user experience with
sources of e.g. a sudden quality drop or reduced bitrateY0!P WCDMA is not stable and will vary. _
However, since we carried out multiple tests, our study Table 1 presents the average end-to-end delays in the
provides a realistic view of what is the actual performanceexperiments (including jitter buffer playout delay). The
that could potentially be achieved in the field. The results also show very similar performance regardless of
measurements for the live network study took place duringhe signal conditions modeled or the fading profile applied.
July and August 2007. The reason probably relates to fast power control
mechanisms which are able to handle such changes in
signal conditions in HSDPA and WCDMA. We
recommend that further studies would be performed using

noise or traffic generators instead of only modeling signal
3.1. HSDPA/WCDMA VolIP Performance scenarios with attenuators.

3. VolIP Quality Analysis and Results

The tests to evaluate VolP quality involved the following Proprietary Tool E-MOS G.729
variables: signal conditions, wireless access, and fading

profiles. Signal conditions were modeled to provide

different Ec/NO levels by using attenuators. However, the 4

results in this paper show that this variable does not make 2 3 || mPed A3 km
any sustainable difference and therefore, average resul & @Veh A 30 km
values are given instead. The wireless access technologie an T’»

used were restricted to HSDPA/128, WCDMA 128/128 1 . .

and WCDMA 64/64. There was no reason to use higher HSDPA/128  WCDMA — WCDMA

bitrates in this study since VolP packets require a low 128128 G464

bandwidth. Therefore, we emphasize the limits in which Figure 3. VolP performance evaluation with proprietary tool.
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Figure 4. VolP performance evaluation with IxChariot.

Table 1. Average VolP end-to-end delays (including jitter buffer).

Pro_pl)_gcca):ary IxChariot
Access
PedA | VehA PedA | VehA
3km 30km 3km 30km
HSDPA/128 215ms| 217ms | 223ms | 225ms
WCDMA 128/128| 295ms | 300ms | 368ms | 381ms
WCDMA 64/64 315ms| 355ms | 370ms | 365ms
Proprietary Tool - HSDPAM28 G.729
1]
4
_g_ 5 OPed A3 km
= @Veh A 30 km
2 4
1 T
1 2 3
Simultaneous FTP DL Clients
Figure 5. Effect of background traffic.
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Figure 6. Jitter average.
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Figure 7. Packet loss percentage.
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Finally, we point out that both measurement tools yield
quite similar results, with exception of WCDMA 64/64.
However, in this case we can observe that our proprietary
tool is actually more accurate than IxChariot, especially
since IxChariot does not seem to recognize any
performance difference between WCDMA 128/128 and
64/64 accesses.

3.2. VolIP Performance with Simultaneous FTP
Background Traffic

We also conducted some experiments where we added
background traffic. The tests included a small number of
simultaneous users running FTP downloads in order to
evaluate if they had any effect on the VolP performance.

As we expected, a limited number of users cannot affect
VoIP quality (see Figure 5). The reason is tied to the
Round Robin Scheduling used in the system, which
divides bandwidth equally among users. With only 4 simul-
taneous users, each user will be given enough bandwidth
on a timely basis (every few milliseconds). In order to
measure the effect of background traffic we encourage
tests with a much larger number of users, e.g. 15-20 would
be required. This is out of the scope of this document.
Likewise, testing different scheduling techniques such as
Weighted Proportional Fair is of interest. However, there
are several simulation based studies [9,10] that study VoIP
capacity gains for different scheduling schemes including
mixed traffic scenarios. However, note that [11]
analytically showed that QoS constraints on VolP reduce
the benefit from the Proportional Fair algorithm over
Round Robin scheduling.

3.3. Effect of Jitter and Packet Loss

The next test included experiments with jitter and packet
loss. Jitter and packet loss are presented in Figure 6 and
Figure 7. From the results we can see the average jitter and
packet loss measures for different access networks.

The results show an increased jitter and packet loss for
WCDMA 128/128 and 64/64. Further delay analysis
shows that this increase is most likely caused by constant
RLC retransmissions. RLC retransmissions have an effect
on both jitter and packet loss. Every time a RLC
retransmission takes place, it will cause a ~200ms delay
peak. This peak can potentially fill the jitter buffer causing
an overflow, which results in packet loss. Packet loss also
affects voice quality. The frequency of RLC retrans-
missions is dependent of the access in use. Figure 8 shows
an example of the RLC retransmissions (200ms delay
peaks) for different wireless access technologies.

The performance of these wireless accesses would
improve if RLC retransmissions are avoided as much as
possible. One possibility is to use the unacknowledged
mode (UNACK) feature in the RNC. The principle of
operation in HSDPA [1] is such, that the BTS estimates
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Proprietary Tool E-MOS
G.729 & G.711 (Ped A 3km)
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HSDPA/128  WCDMA WCDMA
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Figure 8. RLC retransmissions. Figure 10. Codec performance evaluation (G.729 and

G.711).

the channel quality of each user based on the physical layer

feedbac_k on the uplink. Subsequently, link adaptation and Taple 2. G.711 codec jitter and packet loss (PedA 3km).
scheduling takes place at a fast pace. When the packets are

first received at the BTS, they are buffered. Then, the BT Access Jitter Average Packet Loss %
transmits the packet; however,_ it will still keep it in_ the HSDPA/128 13ms 0.34
buffer. The reason being that in case of a failure in the \wcpma 128/128 19ms 278

transmission (e.g. decoding failure), a retransmission will
take place directly from the BTS without requiring any Figure 10 shows the VoIP quality comparison for both

action from the RNC. This is a powerful advantage since : .
the retransmissions are combined at the terminal. Howeve?:"729 and G.711 codecs. Table 2 summarizes the jitter

if there is a physical layer failure, such as a signaling erroraverage and packet loss encountered when using the
then an RLC retransmission is required, and packets ar&-711 codec.

retransmitted from the RNC (see Figure 9). This obviously

results in an increase in delay, which is not beneficial for3.5. Embedded VolIP Client Evaluation

services like VolP. While RLC retransmissions are not a
very frequent event in HSDPA in static scenarios, they areThese tests aimed at determining the additional delay
more likely in mobility scenarios. In contrast, in WCDMA, resulting from real embedded VolIP clients, such as the one
all retransmissions are RLC retransmissions requiringincluded with the N95. The test setup consisted of
RNC involvement. In the RLC unacknowledged mode, establishing a VoIP call using an IMS system with the
packets are not retransmitted even if some are lost, fos 729 codec. Subsequently, we measured the offset delay,
example due to cell change operation [1]. that is, the delay between the moment when the original
audio sample occurs to the moment the audio sample is
3.4. Codec Performance Evaluation reproduced in the other calling end. The tool used for
offset measurements was Malden DSLA [12]. Figure 11
Even though our study focus was on low bit rate codecshows the measurement environment. The results show
(e.g. AMR or G.729), we also evaluated the performancethat the total offset delay including the VolP client
of the G.711 codec. Using G.711 codec in wirelessprocessing delay is rather high (see Table 3). ITU-T
environments is not encouraged due to its higher bit raterecommends 400ms as the maximum delay for voice
However, since it is one of the most widely supportedservices with a reasonable quality. With delay above this
codecs, there are cases in which it will be used due to otheimit, conversations are not interactive anymore and result
codec incompatibilities. The performance was measuredn talker overlaps. Therefore, a voice service with very
with a proprietary tool. Tests with WCDMA 64/64 using high delays results in a situation in which most, if not all
G.711 failed most of the time or resulted in very long ysers are dissatisfied. As a comparison, current circuit
delays of several seconds and are therefore excludedyyitched voice services have a delay of roughly
230-250ms.

With the results we can estimate the client processing
delay by subtracting the average end-to-end delay from
our tests based on the E-Model, 215ms, 295ms, and 350ms
respectively. The result is roughly 210ms additional
processing delay when using a real embedded VolP client.
This value differs considerably from the more optimistic
processing delay estimations of 50-75ms available in

Figure 9. BTS retransmissions handling. research from [13,14].
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Figure 11. Offset delay measurement environment. ) ) ]
Figure 12. Overall VolP quality with laptop and embedded

Table 3. Sources of delay (G.729 codec). handheld clients.
HSDPA WCDMA WCDMA points in the MOS score. The main reason for the limited
/128 128/128 64/64 quality improvement is that the major sources of delay,
RTT Delay 85ms 170ms 225ms and therefore, main impairment factors reducing VolP
Jitter Buffer quality are not directly related only to the wireless access,
(100-200ms) 130ms 125ms 125ms but to the VolIP client implementation. However, as we
Total E2E Delay 215ms 205ms 350ms described previously, if some HSUPA features. IiI§e
Total E2E Delay, UNACK r_node are enabled in thg wireless net_\_/vork, it will
including embedded  425ms  505ms 560ms be possible to reduce the size of the jitter buffer
client delay implementation without compromising the VolP quality.
Furthermore, a reduction in the client processing delay is
3.6. HSDPA/WCDMA Overall Effect on VoIP extremely important in order to seriously improve the

Performance VolIP quality in the mobile environment.

End-to-End delay is the main reason for low voice quality.4. VOIP Signaling Analysis and Results

With the total end-to-end total delay average values we

can extend the analysis by dividing the sources of delayn this section we analyze the latencies for VolP using the

(Table 3). Session Initiation Protocol (SIP). This is an important
With this estimation it is quite clear to understand why metric because long delays in the call setup seriously harm

VoIP does not perform well in current systems with the overall VolP experience; people have certain

handheld terminals, and particularly live networks, evenexpectations based on the current circuit switched services,

when the round trip time (RTT) is low. The final gnditis crucial to meet those.

end-to-end delay is just too high. We finalize our VolP

quality analysis by modeling the resulting VolP quality ; ;

MOS with the additional embedded VolP client 4.1 SIP Registration Setup

processing delay based on the E-Model (see formula 2)

Figure 12 shows this estimation. The results represent ??egistration 1o the VoIP server in the IMS system are

case of a laptop client versus using an embedded client in 3epicted in Figure 13. The measurements show that the

handheld devi h as the N95 VolP client. The fi : L :
ananetd device such as the o clen © gure egistration times with HSDPA and WCDMA are about

considers both delay and packet loss impairment factors. | i : - . R
must be noted though, that in a laptop client there will also 0% and 50% higher than with WiFi. While this might not

be an additional processing delay. However, such delay iSeem much, we ;hould remember that SIP registration
considerably lower, ~50ms in a worst case scenario [15]€AUires a very limited number of messages. Therefore, as
Thus, still ~160ms lower than with the mobile device MOr€ messages are required, such as with 3GPP based

tested. registration, delays will increase.

Future features such as HSUPA in further 3GPP
releases will slightly improve performance. For example,4.2. VoIP Call Signaling
the expected average RTT for HSUPA networks is roughly
65ms (a reduction of 20ms compared with HSDPA). ThisITU E.721 [17] recommends values for call setup delays
reduction however does not improve the VolP quality in circuit switched calls. The recommended values for call
when using a laptop. That is, the average MOS with asetup (post-dial delay) are 3s for local, 5s for toll and 8s
laptop will still be the same. Contrastingly, the expectedfor international connections, with 6s, 8s, and 11s as 95%
quality improvement for an embedded client is about 0.2values. The “call answer” (answer-signal) delay reflects

The signaling [16] and delay measurements for SIP
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Figure 13. SIP registration signaling delays. Figure 15. Average throughput in Elisa HSDPA network.
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Figure 14. VoIP call signaling delays. Figure 16. Average round trip time in Elisa HSDPA

network.
the time it takes from the moment the receiving end

accepts the call until the call is actually established. E.72]5
recommendation is 0.75s for local, 1.5s for toll, and 2.0s™"
for international connections, with 1.5s, 3.0s, and 5.0s as
95% values. Finally, “call end” (call-release delay) is the 5.1. Generic HSDPA Performance

time it takes for the call to be terminated [18,19]. The

signaling [16] and delay measurements for voice callin this section we describe the generic evaluation of the
setups when a PDP context is active and the terminal i§iye HSDPA (Release 5 equipment) network performance
registered to the IMS system are depicted in Figure 14in Helsinki. The results for throughput and round trip time
The results show an expected increment in the callare depicted in Figure 15 and Figure 16. The measurement
signaling delays depending on the access used. Since all gésults show an increase in round trip time delay when
the network elements were located in a private networkcompared to the average values measured in the lab

the environment could be though of as providing local gnvironment (85ms). This means that the VolP quality
calls. Our results also show that an embedded mobile Vol MOS) will be worse than our results in Section 3, and

client experiences an increased delay compared to a Piarefore VolP support will be even more difficult.

client, such as the one measured by Curcio and Lunden [18ihroughput was measured via multiple file downloads and

with a WCDMA network. uploads from a local server in Finland; while RTT was

The setup delays for VolP calls might be impacted with measured with 32Byte ICMP Echo Request and Reply
additional delays in a cellular system in cases were there ifping) packets to the same server

no active PDP context, and also due to a required regis*
tration to the IMS. The PDP context activation delay was .

~3 seconds in our tests. Simulations by Pous et al. [20}52' VolIP Quality

propose 2.24 seconds. Based on these values, the always-

dations. However, when the PDP context is not active, theslightly lower than our lab measurements (see Table 4).
delay with WCDMA can vary between 11 to 17 seconds, The mean opinion score was 3.5, 3.5 and 3.3 for good,
and thus, exceed the recommended values. HSDPA delajedium and poor signal conditions. However, we have to
in this case is around 8 seconds, which is similar to theconsider that once again, the VolP quality was measured
recommendation for international calls. However, additionalfor laptop based VolP communication. That is, it does not
delays from e.g. traversed networks, gateways, and proxiegccount for the additional processing delay for the

could result in larger total delays than those recommendedterminal VoIP client implementation previously described.

Live Network Case Study
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The results in the live case still indicate that VolP support RTT during Mobility [ms]
for a handheld embedded client will be poor. However, 800 .
these values do take into account the jitter buffer play out  7oo0 1
delay. The most noticeable difference between the three &0 i

scenarios is the packet loss ratio, which increases as the soo 1
signal quality decreases. 400 : i
300 | n
5.3. VolIP Quality in Mobility Scenarios 200 i
100 veatluatliiip ol ot
The mobile environment tests were measured from a van 0 Tine

driving through a test route at average speeds of 60-80
km/h without stopping. The selected test route crosses the
Helsinki metropolitan area from East to West and it is
entirely covered by Elisa HSDPA network according to

Figure 17. Round trip time during mobility tests.

Signal Quality Distribution [%]

their publicly available coverage map. The test route was 100%

about 18.5km and it took approximately 15min to travel. g,

The test route was driven several times to validate the _ DGood Sindl

results. 60% i O Medium Signal
The results show that the average performance is lowe o 3Tt mPoor Signal

than in static scenarios. A mobile scenario obviously MBad Sknal

brings several additional challenges due to the different 20 ) 30

cell changes along the test route. The number of cel o% |

changes along the route was 28 and were characterized v__. Distribution

the changes in scrambling codes used. Table 4 summarizes

the VolP quality results. Figure 18. Signal quality distribution.

Furthermore, in mobility scenarios the amount of RLC
retransmissions required is very noticeable. To
characterize the retransmissions, we conducted an
additional test along the test route in which we sent
continuous ping packets of 32B (see Figure 17). The
results show a large amount of delay peaks resulting from
these retransmissions. Therefore, it further supports our
lab measurements and emphasizes the importance of the
unacknowledged mode feature. We expect that this mode
would potentially take the majority of large delay peaks,
and thus, improve VolP quality. However, if this mode is
used, there is a possibility that the packet loss ratio will
increase, and for that reason, it is very important to Figure 19. Detailed signal quality distribution.
validate future results as well even if the feature is enabled.

In addition, during the mobile tests, we recorded thealong the test route. The measurements show that in
signal conditions to characterize the signal quality distributiongeneral, it is highly probable to get a good signal level and

that the coverage is well deployed (see Figure 18 and
Table 4. VoIP quality in Elisa HSDPA network (including Figure 19).
jitter buffer).

Dolay  Jitter  Packet 6. Future Directions

Scenario A MOS
vg. Avg. Loss %
Good Signal At the cur_rent moment,_the performance_ of VoIP in 3G
(EC/NO -3 to -5) 288ms  19ms 0.4 3.5 networks is far from optimal. However, with some of the
features and improvements in further 3GPP releases, the
Medium Signal o0 o 19ms 10 35 performance will improve. For instance, Release 6
(Ec/NO -7 to -9) ' ' equipment reduces RTT to roughly 65ms, and even lower
Poor Signal with Release 7. Likewise, with Release 7 operators have
(EC/NO -11 to -13) 266ms  1l4ams 2.6 3.3 other choices for deployment prior to full VoIP rollouts.
_ For instance, advances such as Circuit Switched voice
Mobile 331ms  22ms 1.9 3.2 over HSPA (CS over HSPA) can improve capacity to

Environment similar levels as with VolP. In this case, traditional voice
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is carried over packet data. Hence, since VolIP does not Inregards to VolP signaling, SIP call setup delays and
provide any significantly better capacity figures over CS signaling performance have been studied previously
over HSPA, operators can delay VolP deployment can benostly for Internet scenarios. ITU E.721 [17]

delayed until adequately performing terminals and recommendation and an IETF Internet Draft [33], provide
networks are available. This however, is only possible ifcall setup delays recommendations for circuit switched
several features are upgraded in several network elementand Internet Telephony systems respectively. Additionally,
These improvements occurred while this manuscript wasEyers and Schulzrinne [19] provide guidelines for Internet
under review. CS over HSPA is expected to be included inTelephony call setup and signaling transfer delays. In

3GPP Release 7 [21]. regards to 3GPP based wireless accesses, Kist and Harris
[34] provide simulations for transfer delays with 3GPP
7. Related Work signaling, while Fathi et al. [35] and Pous et al. [20]

modeled signaling performance. Further, Curcio and

Lunden [9] provide measurements for a WCDMA setup
Although, there is prior work investigating the VoIP ysing laptop clients for local, international and overseas
performance in WCDMA and HSDPA systems, it is not calls. Most of the mentioned research focuses on
very extensive and mostly based on simulations. Forsimulations, and does not consider some end user cases
instance, some papers [22,23,24] study VolP performanceuch as calls in wireless environments starting from
in WCDMA and provide some baseline results. In additiondifferent states. Additionally, performance with different
other works [25,26] provide some estimated values forwireless radio accesses and configurations under the same
processing delays. In these studies, the assumption for theonditions is not available. Also, the available works do
estimations is based on whether the call is towards anot use an embedded VolIP client in a handheld mobile
landline or a mobile end. Some performance simulationgerminal, which yields different delay values compared to
are also available [8,10,13,14;2B]. However, the a PC. HSDPA signaling performance has not been
simulations only provide a delay budget rather than aévaluated either. Our research aims at covering these items.
description of the end user experience. Contrastingly, ourT he importance of evaluating a mobile terminal relies in
study focuses on end user experience and VolIP qua”tyhe fact that the eventual substitution of circuit switched
rather than delay budgets alone. The delay budget value&alls in 3GPP networks (HSDPA and WCDMA,) for VoIP
used in simulations vary from 80-150ms for studies calls will take place with a handheld mobile device and not

ignoring encoding/processing delays and jitter buffer With @ PC or laptop. Likewise, multi-radio devices can
implementations [9,27,28,30,31], to 250-300ms for provide u_bqu|t_ous_a<_:cess via different W|reles_s access
studies that assume such delays to some extent [8’1(5,echnolog|es with distinct performance characteristics. _
13,14,29]. In addition, the estimations used in simulations_ 1 "€ lack of actual measurement performance values in
are in general overly optimistic in regards to, e.g. C"em!lterature could be_ maml_y due to the unavallablht_y of
processing delay. Kim [14] considers the processing/|ntegrated VolIP clients in the Fermlnal_s and aya|lable
encoding delay to be 50ms, while Ericson [13] assumed 1SDPA ne_twor_ks. quever,_ with the mtroc_j_u_ctlon of
around 75ms. These delay values include the jitter bufferOMe multl-radlo_ devices W'th VoIP_capablhtles (e.g.
playout delay as well. Therefore, it is noticeable they areNOk'.a N%' Nok|a 6110), it is possible to use VolP
L . applications without a PC.

too optimistic, especially when compared to our
experiment results with actual handsets and VolP jitter )
buffer client implementations. 8. Conclusions

Even though, it is understandable that the exact
encoding/processing delays and jitter buffer playoutMultiple measurements were carried out to evaluate and
delays are client specific, unless they are modeledcharacterize the VolP quality and VolP signaling
accordingly, or at least, to some extent, the differences irperformance in HSDPA and WCMDA wireless accesses.
performance between simulations and actual deployment§he results show that HSDPA access is capable of
will remain very visible. Therefore, simulations results are providing a competitive VolP quality compared to circuit
only comparable to laptop based performance at its besswitched voice. However, WCDMA in 128/128 and 64/64
and not to actual handheld performance, which in the enditrate configurations can only provide low and poor
is the primary use case for VolP services. Other simulatiorgualities, the main issues are long delays and packet losses,
study [28], notices the importance of reducing RLC which occur often due to RLC retransmissions that
retransmissions to improve performance in FTP andoverflow the jitter buffer capacity. However, the main
HTTP browsing. However, the study does not address itgssue with HSDPA is not only tied directly to the wireless
importance for VolP services. Finally, Wager and access performance, but to the mobile device capabilities.
Sandlund [32] conduct simulations to determine theOur results show that embedded mobile VolIP clients can
amount of possible lost frames of VolP speech in HSDPAintroduce an increased delay due to processing when
mobility scenarios. compared to laptop performance. This processing includes
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e.g. encoding/decoding, and other operating system task$12]
The additional delay has a considerable voice quality
reduction effect. Further, the results from the test case$l3]
experimented in a live network resulted in lower
performance when compared with similar laboratory
measurements. Also, the effect of mobility in regards to[14]
VoIP quality degradation is quite noticeable. The
degradation is due to handovers during the test route thdi5]
increase the ratio of RLC retransmissions.

Therefore, the main aspects that can potentially[16]
improve VoIP quality performance with the current
systems are mainly to reduce the number of RLC
retransmissions by using unacknowledged mode,[17]
potentially use smaller jitter buffer sizes, and reduce the
embedded VolIP client processing delays. High quality
VolP in 3G networks will be possible. However, it is tied [18]
to improvements in several areas such as wireless network
delay, client implementation, and client processing delay.[19]
Finally, a main improvement developed while this
manuscript was in process is CS over HSPA, which[20]
improves capacity and thus, can allow operators to delay
VoIP deployment projects until networks and terminals
have better performance. [21]
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Abstract

This paper analyzes mathematically the crucial aspects of signal processing in a Multi-Band (MB)
Orthogonal Frequency Division Multiplexing (OFDM) based system considering Ultra-Wideband (UWB)
channel environment. In the process of analysis, it emphasizes the significant features of UWB receiver
design in comparison with ‘conventional’ narrow-band system. The analysis shows that the high dispersive
nature of a frequency selective UWB channel effects the design of different signal processing blocks like
pre-select filter, low noise amplifier (LNA) and analog-to-digital (A/D) converter in the receiver front end.
The characteristic functions of each of these stages are now dominated by the channel characteristics and it
needs to be modified accordingly. This analysis is extended further with the study of frequency offset error
and its correction. The unbiased Cramer Rao Lower Bound (CRLB) of estimation error is calculated and
supported by computer simulation. The performance of an MB-OFDM system with frequency offset
correction in terms of Bit-Error-Rate (BER) is also reported.

Keywords: Multi-Band OFDM, Signal Propagation, Transceiver, Ultra-Wideband

1. Introduction the performance of the system incorporating frequency
offset errors through mathematical analysis supported by

The multi-band orthogonal frequency division multiplexing computer simula_tions. : . .
(MB-OFDM) based transmission scheme for ultra- The rest of this paper is organized as follows: Section

widebard (W) has atvacted keen ntrest of de8s Wil he Sonal nalyes n ME CFOM uanscetver
researchers in these days. MB-OFDM has made UWE.. o o >
; , ) L . ignal analysis in an MB-OFDM receiver is presented in
commercially more viable than ‘code-division multiple . .
4 . . ) Section 4. Performance of the system with frequency
access’-based and ‘impulse-radio-based’ UWB syste

M3ttset error correction is anal i [
. : yzed in Section 5. It also
for short range {-20m) high bit rate ©480Mbps)  gpops the close match between calculated Cramer Rao

wireless applications. , . Lower Bound (CRLB) of estimated error with simulation
However, it is essential to understand the cruciajegylt. Section 6 figures out simulation results with some
aspects of different signal processing stages in a UWRs|evant discussion. Important concluding remarks with

transceiver system that make a UWB receiver desigthe summary of the paper are included in Section 7.
significantly different compared to a narrow-band

receiver design. Detailed mathematical studies on a UW

transceiver provides insights and helps in understanding

the important aspects of a UWB receiver design which is

the main aim of this work. Hence, there is a strong need-1. MB-OFDM System Specification

for carrying on such an analysis for an MB-OFDM UWB

system. The Federal Communications Commission (FCC) has
In this work, we first analyze an MB-OFDM UWB allotted 7.5GHz wide bandwidth for UWB transmission.

transmitter-receiver under a realistic UWB channelThe MB-OFDM system divides this unlicensed spectrum

environment considering perfect timing and frequencyinto fourteen (14) bands [1]. OFDM symbols are

offset estimation. Then, the study is extended to evaluat@éansmitted by frequency hopping over the bands. The

Sgnal Analyssin an MB-OFDM Tranamitter
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block diagrams of a UWB transmitter and receiver2.2, Cyclic Prefix Insertion
considered for this study are shown in Figure 1 and

Figure 2.

In MB-OFDM transmission, zero-padded bits are added

Let {X(k)} be the QPSK modulated complex sequencep place of cyclic prefix to compensate the multipath

of symbols to be transmitted using OFDM (zsignal

effect. Let,N; number of Zero padded bits (ZP) alNg

point in transmitter in Figure 1). A complex base band, mher of guard bits (for inter band synchronization in

OFDM symbol can be obtained usimy point Inverse
Fast Fourier Transformation (IFFT) represented as

N-1 )
X(t) =%Z X(Kel ™ o<t<T
k=0
= 0 elsewhere (D]

where,f = sub-carrier spacing. Taking samples atnTs,
Equation (1) can be written as

x(n) = %Ni X(K)e @ Nnk 2

where, N = number of samples over duratioh
Correspondingly, then-th sample of them-th OFDM
symbol can be shown as

jZ%k(n—mN)

xnm)zﬁNf X(k me 0<m < z-1 (3)

where, Z' is the number of OFDM symbols transmitted.

T, [Scra] T2 [Convolutio] T2 T4 Bt [Ts PSK
> | »| Punctu i - Q
mble nal Encodefr mt\%l:ea modulato

Input
data

Te

A 4

IFFT

T7
Insert
pilots
add
prefix Gl

Figure 1. Multiband OFDM UWB transmitter.

Telinsertio

exp(j 2rft)

Time
frequency
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Synch
1 —c_miza
-tion;
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remo-
val
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sin( 277t t)
— FEQ
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Figure 2. Multiband OFDM UWB receiver.
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MB-OFDM) are added withN' point IFFT output to
construct one MB-OFDM symbol. The total number of
samples g in one OFDM symbol is given adls = N+

Nz + Ng. Hence, from Equation (2),

x’(n) =0, forO< n < N,-1
=x(n-Np), forN, < n < N+N,1
=0, for N+N < n < N+N#Ng-1 4

Similarly from Equation (3) (atglin Figure 1),

B lN—l szNk(n—Nz—mNS). OS mSZ_l
X(nm)—ﬁk; X(kme 'l 0sns N,

©)
2.3. Signal Passing through DAC

After IFFT and zero padding, the signal (5) is passed next
through a Digital to Analog Converter (DAC) block. The
DAC operation involves two steps: firstly, conversion of

the samplesx'(n, m) into a sequence of impulses given as

x(= ¥ X(nma(- ) ©

Then it is filtered by a reconstruction filter, which is
an ideal Low Pass Filter (LPF) having impulse response
given as

h(t) = sin (WTy)/ TW/Ts (M

Hence, the signal at the output of DAC (af in
Figure 1) is

a sinzz(t—nT,) /T,

T,=X(t)=) X —_— =

o =X (1) Z (nm (=TI T (8)

The above conversion is performed when sampling of
the signal follows the Nyquist sampling theorem.

2.4. Signal Upconversion

Now, the analog real valued signad(t) is multiplied

by time frequency Kernel exjft.t) to convert it to RF
signal from base band. Therefore, the transmitted signal
(at Ty in Figure 1) may be given as

Tio = % (1) = X () exp( j27£.1)
=X (t)cos( 2rf.0) + ¢ (t)sin(2rfy) O

3. TheUltra-Wideband Channel M od€
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The proposed multipath channel model for UWB [2] by4.1. Preseect Filter

IEEE 802.15.3 channel modeling sub-committee is a

modified form of indoor channel model proposed by A.preselect filter is the very first block of the receiver front
Saleh and R. Valenzuela (S-V) [3] that models multipathy,g. Here, the out of band signals are attenuated and
arrivals in the form of clusters as well as rays withinsignals of desired bands are selected. Functionally, this is
clusters. S-V model clearly distinguishes between ‘clusteg wideband band pass filter (BPF). In practice, transfer

arrival rate’ and ‘ray arrival rate’. The cluster arrival ratefynction of narrow-band band pass filter is given by
‘A’ and ray arrival rateX’ within a cluster is given by

Poisson process\« A ). ht)=Ref ¢ Jexp(j27f 1)] (16)

Mathematically, the ‘impulse response’ of a channel is - .
given as where, h(t) is complex impulse response of band pass

114 system given by
h(t) = a,o(t-T -1, 10 Py )
t) ;; LO(t=T —1)) (10) h(t) =h, (t) + jhy (1) (17)

where,a;; = channel coefficient for thieth ray of thel-th ~ wherein,h & hq are equivalent LPF coefficients.
cluster which is log-normally distributed; = delay of The.above transfer function of .narrow-band BPF is
thel-th cluster; 7, = delay of the-th ray related to theth not valid here for UWB. '_I'he receiver front end signal
cluster arrival timef,; = 0, by definition. passes through BPF with center frequency ahd

The distribution of cluster arrival time and ray arrival Pandwidth B, which is wider than or equal to the 10dB
time are given as B.W. of the transmitted signal. For convenience of

analysis, we assume that the BPF passes the received
P(M/Ty =Aexp[A(Ti-Ti)l,  1>0  (11)  desired signal part perfectly without distortion and the
P(T/Tiy = A exp[A(T- T, 10 (12) filter bandwidth B is equal to an integer multiple of 42T
(T, = bit duration) such that negligible inter symbol

Channel coefficients are defined as interference and intra symbol interference results. The
- filtered signal waveform can be expressed (at R2 in
a = i 13 :
1= P& B (13) Figure 2) as
where, §, = fading associated with clustds;, = fading 114
associated witlirth ray ofl-th cluster; p, = equiprobable R, (t) :Z a, % [t—'l,' -1, |]+v“v(t) (18)
+1/-1 to account for signal inversion due to reflection. I=0i=0 '

The large bandwidth (7.5GHz) of UWB significantly - . . .

increases the resolving capability of a UWB receiverVNere W(t) is filtered noise given by [4]

Here, the number of reflections from channel arriving A :

within a short period (0.167nsec. for 6GHz bandwidth W { ¥/ dw, ()coser t)-w, t)sin@7E)]  (19)
and 0.133nsec. for 7.5GHz bandwidth) of impulse is toQuherein, W) and wgt) are uncorrelated Gaussian

small. As a result, the central limit theorem is not validyandom process with the autocorrelation function at the
further in UWB systems. Behavior of (averaged) POWeTytput of BPF given by

delay profile is an exponential function of time given as .
A sin27Br
. R() = Ea(y e+ 1)} = N g TEET)
[Pl 2781
E 2 0 T Ay (14)
|EI'BIJ| =3e e Power spectral density of each noise compomg(t}
andwg(t) at the BPF output is given by

cose7i.1) (20)

where, I = cluster decay factory= ray decay factor,

Q, = mean energy of the first ray of the first cluster. S (D=5, :{
However, we shall continue our analysis considering ¢ °
the S-V channel model given by (10) in the next Section.

4.2. Signal Passed through the LNA and
4. Signal Analysisin an MB-OFDM Receiver Downconverter

N, [fl<B

. (21)
0 otherwise

The transmitted signal (9) after passing through a UwBrhe filtered signal is amplified in next step by passing
channel is received at the receiver front end given by (dhrough wideband low noise amplifier with a 3dB flat

Ry in Figure 2) gain of 5. The amplified signal may be given as (atilR
L1 Figure 2)
t) = a, x |t=T =1 [+w(t 15 o j2rte (=7 -1 ~
Ri() ;; |,I)&[ I |,|] () ( ) Rs(t)zﬂzzml X(t_-ll-_ iJ)eJZ’?E:(t"'\ '|)+,6\N(t)
1=0 i=0
where,w(t) = Additive, white, Gaussian noise. (22
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The amplified signal can also be written as 4.4. Samplesat A/D Converter Output without
L-11-1 ( ) Frequency Offset
R()=5Y > a, {x(t-T -7 )ele )} iy
1=0i=0 Both the above signals are converted in digital domain
(23)  taking samples at= nT, given as (at Rand R in Figure 2)
where, ¢;; 2w.r/, and r{; = delay ofi-th ray of I-th L1 -1 i
cluster measured with respect to theragtof 1st cluster. R(n) = Bzzai X(n-1-i-N,)e™™ +y(n  (29)
Here, ¢;, are essentially independent and uniformly oo
distributed over (0, @. In MB-OFDM, the OFDM A S g oA ne - e NYER 4 20
symbol period is =/INf =242.42nsec. and sample period R 'B,Z;‘;a'" xn = Ne () (30)

is 1.89nsec. The maximum delay spread obtained fro
measurement and supported by simulation for the wor
channel here is 25nsec. (CM4). It is to be noted that th
phase componen$ 2w, can not be neglected here
like narrow-band system as the maximum delay in S-V45 7P Removal and FFT |mplementation

channel model (25nsec.) is comparable tw@WwR For

example, 2/w.= 0.3nsec. (for band 1, witfH8432MHz)  In the next step, the ZP is removed by overlapping and

rSlﬁhe above signal samples obtained at the A/D converter
utput are basically the same samples fed at the DAC
Ihput in the transmitter block.

and is 0.09nsec. (for band 3, withFB960MHZz). add method assuming that the transmitted and received
Expanding the above Equation (23) we get, signals are perfectly matched. So, from (29) after ZP
L1 removal we get
t) = a (X t-T, -1, Jeoswt+ jX (t)sinw,t L1141 N-1 _ o
Ry (1) ﬂ;; ,|{ t-T -5, )x X(t) } R(M) :Bzzai,l %Z X(K)e/ KN O g 14,
1=0 i= k=0

e + Bi) (249 +Hg(n+N,) 31)

_Itis obvious that the phas¢s are independent (each  Next, theN-point FFT is performed to recollect the
is a_func'uon of its respective path). Assuming that thﬁ‘requency domain transmitted samples. Now, using
receiver generates the coherent reference (perfect carrigty  =q

phase estimate) we get in-phase and g-phase components’ "

in Ei L-11-1 —j2rq -j2riq .
can be expressed as (atd®d R in Figure 2) R.(q)= x[q] a e N e n 5l
L1 _ _ iz
RA(t) :ﬂzzai',l{)'( (—T—Tu )?Og\/\é” ]X (t_-IT K )S”Q‘Aét} sional Ch. Coeff (32)
1=0i=0 .
i N-1 -j2mq
€% + fig-T -1, Joosw,t (25) +Zov“vl[n+ NJe N
L-11-1 . . noise
R® =63 a,{X -T-7, xogwt+ x(-T-7, )sirftw] -
1=0i=0 where, x(q) = x(n= |- i) 27N 35
e+ pE-T, -7, )sinw,t (26) P
It is seen from the above equation that the frequency
4.3. 1-Q Signalsat the Low PassFilter (LPF) domain recovered samples are associated with phase
Outputs errors due to the multipath delay associated with

corresponding paths of ray as well as clusters.

Both the above down-converted signals after passin
through LPFs (which are basically Nyquist filters), give
the base band signals expressed as;@tdRR in Figure 2)

%.6. Channel Estimation and Equalization

MB-OFDM channel is estimated from the channel
L-11-1 H .
_ , Sig, o~ estimate symbols of the preamble. Assuming that the
R(®) =5 2 a, X(t=T-r,)e"™ +W (1) (27) " channel is slow fading, its coefficients are considered to

1=01=0 be constant during one OFDM symbol. The channel
= g, L n frequency response estimated over one OFDM symbol by
R (t) = ﬁ;;% X(t=T-r)e ™ +wt) (28)  the least square estimator is given by
R ) _A N _i2mq
where, V\i(t) =M¢_T| -7 )COSWct and R L-11-1 —j2mq -j27iq is Zwl(n)e N
— ! ~ 14 n=0
(1) = Bi(t-T -7, )sinwt are Nyquist fitered noise. M (W) =23 ai e " e & = (39
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In MB-OFDM, 6 symbols are sent for channel It is observable from Equation (39) that that the
estimation (CE) purpose. Hence final estimated channglerformance fall gradually increases with FQ@fp)

frequency response can be obtained by taking the averaggen |Afb| < f/2 while it results in a complete
of estimated channel coefficients over CE symbols

available per bandd,). detection error wherjAfy| > f /2. In Equation (38) it is

. 15 . observed that f* causes a phase rotation of

H( final)(q) =—Z Hr(q) (35) 2mif'(n+ N,)/ N . If it remains uncorrected, it causes both
r=0 rotation of QPSK constellation points and a spread of the

In the above explanation it is clearly vivid that the constellation points. o _
error in channel estimates i.e. the distortion coming due Frequency offset synchronization may be performed in
the addition of noise in path (second part of Equatiofeceiver in time domain before performing FFT of the
(34)) and the comparable multi path delay with respect té1coming signal either by cyclic extension or by using

—j2m(+)g /N . special training symbols. Synchronization technique
2w, reflected as€ in the first term of  paqeq on cyclic extension is not suitable for high rate

Equation (3.4)' Equalization Of. data OFDM symbqls is cket transmission (like MB-OFDM) because - (i) An
dong bg usmgl one tap quallzer, and hence est'm""téo)élcurate synchronization needs an averaging over large
received samples are given by (>10) nos. of OFDM symbols to attain distinct number of

%.(Q) = peaks and a reasonable SNR. (ii) For efficient data
N Nt j2mq transmission, synchronization time needs to be as short as
X(q)zzairle—jzmqm giziaiN gid, +z W hen possible. In Training symbol based synchronization
1=0i=0 _ n=0 technique, the incoming signal is correlated with the
H fnay (4) complex conjugate of the known training signal. From
(36) the correlation peaks in the matched filter output signal,
where,q=0,1,2, coovooveeren, 128. symbol frequency offset can be estimated. We continue

our analysis with a time domain frequency offset

47. QPSK Demodulation and Detection estimation scheme proposed in [5]. Now, considering

L-11-1 1N (ol
The estimated sampleXes(q) are fed to QPSK ><r(n)=§i:0/3ai,|ﬁé X(kje! KN (40)
demodulator. At the output of the demodulator the
transmitted symbol is recovered back taking decision The received signal jgn) for then-th sample of the
over the signed amplitude of thes(g). The QPSK m-thOFDM symbol (0< m < Z-1) can be expressed
demodulator input symbots(q) can be represented as  as

L-11-1

)%st(q) :ixes(ﬁnphase) * Xes{t:]phase (37) Rio(n, IT) _ )§( 0 n) BT 0N, NG/ Neg,;‘iwcm
. .. . . . +Ww(n+t N +mN 41
5. Signal Analysisin Receiver with Carrier wine N+ mh,) (41)
Frequency Offset Correction and CRLB Now consideringffr’ -7
Calculation ’ ==
_ j2rm f'(n+N+mNg)/ N- fr}
Let the normalized carrier frequency offset is expressed Ro(nm= x(n m gt }+W1(n, m (42

in terms of sub carrier spacirfigas f'=Af / f , where,

Af is the carrier frequency offset. After removal of ZP
(32 samples) the signal obtained at the receiver wit
frequency offset is given by

Ro(n) — ﬂejZITf'(m-Nz)/N

where, W (N, M) is the AWGN added with ther-th

I§amp|e ofm-th OFDM symbol. Based on (42), theth
sample ofn+1-th OFDM symbol can be given as

R(nm1)= x(nm+le pr{ f(m N, +(me2) Ng )/ N f7}
+W (nm+1)

L-11-1 1 N\t ) L B .
a = X( K)ei27k(n-] |)/NeJ¢u + n+N ) R ) .
1=0 i=0 "N kZ:(:) (¥ W ) = Rio(n,m)e'zm"\‘s/N -w(nm grNsIN 4 Y nmil (43)
(38) w(n, m)
After FFT, the signal is presented as The phase difference betweerth sub-carriers of 2
_ G ot consecutive OFDM symbols & (m+1) is 27£(fNg)/N}.
R.(Q =™ (o 1)/ NY > ai, € q Phase offset between 2 consecutive OFDM symbol is
- 1=0i=0 obtained by complex conjugate multiplication ofth
aitn +z W(n+ N,)e” ZmaN (39) samples ofm-th OFDM symbol & (+1)-th OFDM
n=0 ‘ symbol. So,
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MATHEMATICAL FORMULATIONS OF SIGNAL PROPAGATION IN ULTRA-WIDEBAND

367

TRANSCEIVER SYSTEMS UNDER A UWB CHANNEL ENVIRONMENT
WITH AN EXTENSION OF FREQUENCY OFFSET CORRECTION

Znm= x(nmx (n(m+1)

e 2 T A N+ mN+ N)/ N F— (e N,+mNg)/ N+ fr} +W((n,m)

(44)
where,
wnm) =
X(nme” prf f( e Ny+mNg)/N-f7) “\{\( n( m+1))+ W (nm)
iZn{f'[n’szJ’(m*l) NJ/N- ”} +W, (n,m) Wy( n( m-1))
(45)

x (n(m+1)e

Var(f'(L)) N®

- 51
(2m)’( =) N RSNR &Y

5.1. CRLB for Estimated Frequency Offset

The expression fam-th pair ofm-thand (+1)-th OFDM
symbols can also be written from Equat{@n) as

R, (n,m+ 1= Acos@rfNg/N +A)

+ jsinRTIN/ N-A)+ W(nm+ jV\ép(n,m) (52)

For preamble, same OFDM symbol is repeated 2lyhere, A=|R10(n n)| , A=0Rg(nm | W, ()
times to constitute the training sequence utilized for

synchronization. The frame format is shown in Figure 3and Wy, (.) are the in-phase and g-phase components

Hence typically,

2
X nmx(n(m+1) =[x (nm) (46)
6.5625 0.937¢ 1.87¢ 3.75
psec usec usec usec
t—— PP ¢—r¢—>
| D-;
21 OFDM 3 OFDM | 6 OFDM | 12 OFDM Al
symbols symbols | symbols [ symbols 1 T '
(PS' (FS (CE) | (Header | A!
1. Packet detectic - 1. Channe
acquisition \?V)i/tf;]Chgz:nklé?UO estimation
2. Coarse P 2. Fine frequency
frequency estimation

estimation
3. Coarse symbol
timing estimation

3. Fine symbol
timing estimation

Figure 3. MB-OFDM frame for mat.

Estimated frequency offset from number of sample
pairs ofm-th & (m+1) - th OFDM symbols,

£1 — f! ¢noise(m)
f'lm=f'+ m 47)
where,
&noise (I'T] )= argz VV( n m) (48)

The n-th noise sample ofm-th OFDM symbol is

Gaussian distributed with zero mean. The variance of
two successively

estimated frequency offset from
received OFDM symbols can be easily given as

N
(2m* N RSNR

Now, If we continue this offset estimation over °
OFDM symbols, comparison will be caused far—{ 1)
times.

Var( f'(m) = (49)

1 L-1
ﬁ [;énoise(m)j

f/(L)=f'+
) 2NN

(50)

Correspondingly, the variance calculated,

Copyright © 2008 SciRes.

of the effective noise of the complex conjugate product
W(n, M) respectively obtained from (43).
Now, let us take
U(nm= AcosRrrfNJ N+A)+ W, (n m)} (3
M nm= Ain@RrfN,/ N+A)+ W,(nm)

and u(nm)= Acos@rfN/ N +A)} (5

vnm)= Asin@rfNg/ N +A)
Expressing R,(n m+1)=¢&(n m+1), the probability

density function of the sample vectdi(n, m+1) (when
unknown parameter vectorfs) is given by

fenm+1),6) ={‘/1%JpeX;E—%z{ W nm- L(nm)}zJ

1 i 1 & 2
[ WZJ ex’{‘?é{“”""“”m’}J
(55)

Inverse of Fisher Information Matrix gives the variance
of unknown parameter estimates. Unbiased Cramer Rao
Lower Bound (CRLB) of estimations obtained from
diagonal elements of Inverse Fisher Information Matrix
1(6) [6] is as

_E{az In(f@(n.mw;e»}%az ln(f(f(nmﬂ):@)}

_ o 0AOf'
_d 9 In(f€nm+D:0) | _ | &*In(f(E(nm+1);6))
ofoA of "2

(56)
when frequency offset estimation is carried over *
OFDM symbols, the variance is
N2
(27N)* R L-)SNR

Var(f'(L)) = (57)
whereSNR= signal to noise ratio.

6. Simulation Results and Discussions
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Simulation is carried out to study the performance of 10°

MB-OFDM systems with frequency offset correction N A
using Time Frequency Interleaved (TFI) pattern 1 [1] 10t} ST — -CM4L=3 |4
under UWB channel model CM4 and AWGN. Relevant N T
parameters from ECMA-368 standard for MB-OFDM are 10%} N R 3
considered for the simulation study. We have considered \b \ ¢ . d
1000 noisy realizations in each of the 100 UWB channels & 10°| ¢ » N
for our simulation. We estimated the channel using Least \ h .
Square (LS) estimate during channel estimation sequence  10*L \ \
(25th-30th OFDM symbol of the frame format) of the
preamble. 10°} \ ]
Coarse frequency offset of the frequency offset .
estimation scheme [5] is estimated for an AWGN channel 10°

iG iE éC
Eb/No in dE

using several consecutive OFDM symbdls< 2, 3 4, 5, 2

and 6) in the preamble for MB-OFDM systems. Figure 4

shows change of variance of the frequency offsefigure 5. BER vs. Eb/No for: a) AWGN with L=6; b) CM4
estimation error of our scheme vs. SNR for variougVith L=6; c) CM4with L=3 and d) CM4 with L =2.

values ofL, viz. 2, and 6. As expected, the variance of o o ]
frequency offset estimation error decreases with increase Considering this, in this work, we have mathematically
in L. However, a lower value df is desirable in practice analyzed the propagation of signal in an MB-OFDM
to reduce the system computational complexity. Figure #2séd UWB transceiver system under realistic channel
also includes the error variance of frequency offsefnvironment. This mathematical analysis is further
estimate and the CRLB of the error variance for ou€Xtended to investigate the effects of synchronization
scheme forL=2 and 6. It is observed that the errorimperfections due to carrier frequency offset in the

variance as per our scheme is very close to the respecti{}%ceiver- The estimation of this frequency offset is carried
CRLB. out following our earlier proposed algorithm [5]. The

Figure 5 presents the BER vsy/N, plots for our Cramer Rao Lower Bound of the variance of estimation
scheme with. = 2. 3. and 6 in UWB channel CM4 for €Tor is calculated and compared with the computer

normalized frequency offset of 0.05. It is observed thatSimulation. Closeness of both the curves as depicted by
for CM4, E/N, improves by 8.3dB and 3.6dB with= 6 the graphical representation proves the effectiveness of

compared td = 2 and_ = 3 respectively for BER=10[5] our estimation algorithm for UWB receivers. A
' considerable improvement in system performance with

higher number of iterations of the estimation algorithm is
also reported. However, a higher number of iteration
increases the receiver complexity. In practice, a compromise
To make UWB receiver design techno-economicallypetween performance improvement and receiver
challenging, understanding of the key aspects of differentomplexity is essential for effective receiver design.
signal processing stages in an UWB transceiver system is The significance of this work is to show the
very essential. fundamental differences of UWB signal processing in
5 comparison with narrow-band system design which is

7. Conclusions

e
“2 10°* : : being reported for the first time in literature here to the
S e best of our knowledge. We further believe that, the
% 10°% —+—CRLB L=2 detailing of the crucial aspects of UWB signal propaga-
w —© Simulatior L=2 tion discussed here will help the researchers to develop a
g 10° clear understanding of this promising technology.
% The frequency offset estimation algorithm discussed in
g 107 this paper can be used in developing the practical UWB
g receiver. This mathematical frame-work can further be
L 10} extended for timing imperfection scenario.
(]
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Abstract

Optimal resource allocation with an objective of maximizing the system capacity is an NP-hard problem in
multihop cellular networks. Hence, different heuristic algorithms have been developed over the years that
would improve the network system capacity. In this paper, a novel cluster-based architecture is proposed for
a two-hop cellular network whereby the transmission distance between any communicating pair is restricted to
half the cell radius. In this design, a given radio resource is used by two simultaneously communicating pairs
in every hexagonal cell, but for only half the time slot period. The characteristic feature of this cluster-based
design is that it enables a frequency reuse ratimefThe proposed hierarchical system is analyzed and tested
under realistic propagation conditions including lognormal shadowing. It has been observed that the system
capacity of a cluster-based design is 2.5 times that obtained from the single-hop cellular system with no
relaying. In addition, the cluster-based design achieves higher capacity compared to state-of-the-art two-hop
algorithms. This is an important finding since the hierarchical cluster-based approach has fewer degrees of
freedom in the selection of the routing path for the end-to-end connection. Practical routing algorithms
should be able to benefit from this.

Keywords: Cluster-Based Design, Synchronized Resource Reuse, Interference Model, Spatial Protection Margin

1. Introduction network [3]. Such a hybrid network model aims at
providing global connectivity. At the same time, it seeks
to mitigate interference, and to maximize the system

Some of today’s key challenges in the design of wirelessapacity of the network while achieving a frequency

systems are to provide high peak data rates as well as teuse ofone This is the target being aimed for the

provide a network architecture that allows for an efficientdevelopment of % generation, or IMT-Advanced,
utilization of the scarce spectrum resources while thevireless networks. These systems are primarily based on
power consumption of the network is minimized. Currentlyorthogonal frequency division multiplexing (OFDM),
deployed single-hop cellular networks as a stand-alontme division multiple access (TDMA), frequency
technology are handicapped by numerous limitations, vizdivision multiple access (FDMA) and time division

inability to coverdead zoneshigh attenuation of signals, duplexing (TDD) [4].

high shadowing, inefficient use of energy, etc. A direct In recent years, there has been extensive research

evolution of the existing cellular network architecture arework in the direction of capacity scaling for multihop

multihop hybrid cellular networks, where the communi-hybrid wireless networks. It is shown in [5] that having
cation between the mobile station (MS) and the basthe infrastructure based BS component over the multihop
station (BS) takes place in multiple hops [1]. One carad hocnetwork drastically increases the connectivity of
envisage a multihop hybrid cellular network as a meanthe network. For a multihop hybrid cellular network with
to enable sharing of information between possibly mobilen nodes andm BSs, the results in [6] show that rif

sensor nodes or gathering of sensed information towar@irows asymptotically slower thalzﬁ the benefit of
query points on a wireline network [2]. Alternatively, one '

can view multihop cellular network models as a methoqaddlng BSs on capacity is insignificant. I-llowgvermlf
to extend the communication coverage and provid@rows faster thar’n , the system capacity increases
higher data rate for an infrastructure-based cellulalinearly with the number of BSs providing an effective
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improvement over the multihopad hoc network. semi-analytical model is presented for calculating the
Therefore, in order to achieve non-negligible capacitydifferent interferences and the carrier-to-interference ratio,
gain, the investment in the wired infrastructure should bey . In addition, the capacity bounds for the semi-

high enough. It has been shown through outage analysihalytical model and the confidence interval due to
in [1] that an integration of cellular and multihop |ognormal shadowing are also calculated in Section 4.
communication models results in better relaying andrhe simulation model and the results of the cluster-based
avoids traffic congestion. Deploying relays can clearlygesign are presented in Secton 5 and Section 6
help improve the performance of the users near the edggsspectively, along with a performance comparison with

of the cell and has the potential to solve the coveraggther benchmark algorithms. Finally, conclusions are
problems for high data rates in macrocells [7]. TDD is theyrovided in Section 7.

enabling technology for the multihop design [8]. Hence,
by having simultaneous transmission by both BSs an
relays, capacity gains can also be achieved in the celIng' System Model
network. However, a multihop hybrid cellular design also
requires extra radio resources for relaying hops and & multi-cellular system, with a BS at the center of each
sensitive to the quality of relaying routes. ThereforeCell, is considered in the network design. The maximum
multihop hybrid cellular networks require a well- distance between the BS and the edge of the cell is given
designed radio resource allocation strategy in order tBY, r. There are 19 hexagonal cells in the coverage area.
secure performance gains. A hybrid architecture, viz.These 19 cells are arranged such that a center cell is
mobile assisted data forwarding (MADF) is proposed insurrounded by six cells in the' tier and twelve cells in
[9], wherein, a multihop relaying system is overlaid onthe 2" tier. A Protocol Model[17] is considered in the
the existing cellular networks. The main objective of thisSystem design in order to reduce the interference.
system is to dynamically divert the traffic load frorthat ~ According to this model, a circular exclusion region is
cell (highly loaded cell) taooler cells(lightly loaded) in ~ defined around every communicating receiver, such that
its neighborhood. Similarly, a multihop cellular network No other transmitter apart from the desired transmitter
(MCN) architecture is investigated in detail in [10,11,12],communicates in this exclusion region. The radius of this
wherein, the end-to-end communication is alwayscircular exclusion regiont, is given by the following
between the MS and BS, like in a traditional single-hopeguation.
cellular network. There has been considerable research r, = @+A)d, 1)
work in finding different routing techniques for multihop _ _ )
cellular networks, viz., base assistad hoc routing In the literature [17]y is also sometimes termed as
(BAAR), base-driven multihop bridge routing (BMBP), the exclusion range. In Equation (1) abodg,is the
[13] single-interface multihop cellular network routing distance between the transmitter and receiver of any
protocol (SMRP) [14], for different kinds of traffic communicating pair, anfi =0 is the spatial protection
patterns. These techniques effectively utilize ddehoc ~ margin, that indicates the ratio of increase of the
relaying in presence of fixed infrastructure in order to€Xclusion range distance to the transmission range
achieve enhanced network capacity. However, it has bedlistance. Hence, at any time instant in a TDMA system,
shown in [15] that optimum resource allocation inall receivers of the simultaneously communicating pairs
multihop cellular networks, with the objective of are inherently separated from the unintended transmitters,
throughput maximization with radio resource allocationby at least, the exclusion range distance, i.e., the
(TM-RRA) is an NP-hard problem. In fact, the well- minimum distance between any receiver and an unintended
known multiple choice knapsack problem, (MCKP),transmitter is at least (1&) times the transmission
which is proved to be NP-hard [16], is shown to be alistance of the desired communication pair. It is shown in
restricted version of TM-RRA [15]. Hence, researcherd18] that under thérotocol Mode] the system capacity
across the scientific community have worked towardds maximized when the spatial protection margin of the
designing suboptimal but efficient heuristic algorithmsProtocol Modelis around A =1.0. Hence, a spatial
and architecture designs. protection margin ofA=1.0 is considered throughout
In this paper, a multihop cellular network model isthis work, while designing the cluster-based architecture
designed such that all communication between the sourder the two-hop cellular network.
and destination nodes is routed through the BS. All the The proposed cluster-based design is based on the
mobile nodes communicate with the BS in eitherformation of multiple clusters in every cell. Each cell is
single-hop or two hops. However, the focus of this papeinitially divided into two layers, viz., inner layer and
is on designing a novel cluster-based architecture for auter layer.
two-hop cellular network. Section 2 presents the system 1) Inner Layer: This is the circular area contiguous to
model and the underlying mechanism of the cluster-basetie BS; and the MS in this zone communicate to the BS
design. Section 3 explains how the system capacity igdirectly using a single-hop. The distance between the MS
calculated for such a design. A deterministic clusterand BS in the inner layer is always less than or equal to
based technique is described in Section 4 and half the cell edge length, i.e/2.

Copyright © 2008 SciRes. I. J. Communications, Network and System Scie2€88, 4, 285-385



372 H. VENKATARAMAN ET AL

2) Outer Layer:This circular region is located around
the inner zone, and the MSs located in this region
communicate to the BS in two hops. This area is further
divided into several clusters. The MSs within any of the
clusters would communicate to the BS via a cluster-head
node, called the gateway (GTW). The GTWs are located
on the boundary adjoining the inner and outer layer, i.e.,
at a distance of/2 from the BS. Since the radius of the
hexagonal cell ig, the maximum distance between the
GTW and the MSs in the outer layer wouldrf Hence,
the maximum transmission distance in the cell, i.e.,
between BS and GTW (inner layer), or between MS and
GTW (outer layer) is/2.
The MSs located in the outer layer are grouped into
several clusters. A single cell scenario depicting the
schematic of a cluster-based two-hop cellular architecture
is shown in Figure 1. There are six circular clusters in
each cell. For each of the clusters, a wireless terminal
located at the boundary of the inner and outer layer of the
cell is selected as a cluster-head node, alternatively
known as GTWSs. There are six GTWSs/cell, each of them
located at a distance of2 from the BS. Cluster-heads
GTW,, and GTW,, are diametrically opposite to each
other and are separated by a distancg o€., twice the
transmission distancet/2. The same holds for the
cluster-heads GTW and GTW,, and for GTW, and
GTWs,. In practice, the GTWs could be fixed relay
stations (RSs), located on the street lamps/roof tops, or,
MSs/wireless terminals with their own traffic. In case offFigure 1. Schematic model of a cluster based two-hop celflular
fixed RSS/GTWSs, they could probably be placed af&twork (downlink).
exactlyr/2 from the BS.
However, if the MSs are selected as relays, then the
exact location of the relay node would depend on the
distribution and the density of the mobile terminals.
Hence, the selected GTW node could be located at a
distance slightly less or greater thda from the BS, and
also, the GTWSs would not be equidistant to each other.
There would be a small yet noticeable difference in the
system performance due to fixed/mobile GTWSs, and is
explained later in Section 6. In addition, a deterministic
cluster-based design is considered in the semi-analytical
model, later in this paper, where the six GTWs in the cell
are assumed to be both equidistant to each other, located
exactly at a distance of half the cell radius from the BS,
and most importantly, the MSs in the outer-layer of the
cell are assumed to be at a maximum distanec&dfom
the cluster-head GTWSs. An important point to be noted is
that the number of clusters per cell in the cluster-based
design need not be always six. It could be two, four, SiXgigure 2. Synchronized resource reuse mechanism for a
eight, ten or even higher. The only condition is that therDD/TDMA cluster based two-hop cellular network.
number of clusters per cell has to be an even number, due
to the basic principle of simultaneous transmission othe central BS, the optimum number of GTWs in each
communication pairs located in the diametrically oppositecell that maximizes the system capacitgiis
clusters in the cell. However, in practice there is a This justifies the selection of six GTWs in the cluster-
limitation that as the number of clusters per cell isbased two-hop cellular design. The variation of system
increased, the amount of resources that could be given tapacity for different number of GTWs per cell is shown
one cluster decreases. In a very recent work, it is showin Section 6. In addition, the cell region could be divided
[19] that for a cellular network, with six BSs surrounding such that the radius of the inner layerrr where 0<
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T < 1is the ratio of the inner layer radius to the radius ofvalid even for asymmetric traffic, as long as the traffic
the cell [20]. In that case, the maximum transmissiorasymmetry remains the same for all the cells.
distance would no longer be restrictedrtd. However, 5) The given TS resource is also allotted to each of the
the cluster-based design would be still valid, as would b&exagonal cells in the system. As shown in Figure 3, for
observed later when the GTWs are selected from thboth uplink and downlink, the transmitters of all the
MSs. concurrently communicating pairs in the adjacent cells
In order to understand the complete workingare beyond the exclusion region of the desired receiver in
mechanism, a conceptual model of the cluster-basethe intended cell. Hence, as shown in Figure 4, a given
two-hop cellular network with six clusters/cell and TS resource is not only used by two simultaneously
equidistant GTWSs at a fixed distancer( from the BS communicating pairs in any cell, but also, the same TS
is considered, and the underlying principle of theresource is reused in every cell. However, it is to be noted
synchronized resource reuse technique is described tat a TS resource given to a communicating pair in a

follows: two-hop network is only half the time slot period given to
1) As shown in Figure 1, SHis the inner-layer an equivalent single-hop network, as shown in Figure 2.
(single-hop region) and Mid MHy, ... MHg, are the Due to using a resource twice within a cell, however, the

two-hop clusters in the outer layer. In addition, GEW cluster-based design effectively results in a frequency
GTWjy, ... GTWs, are the respective cluster-heads forreuse factor obne
MH 15 MHy, ... MHa,,. Each cluster contains a number of  6) The GTWSs can be considered to be equidistant and
MSs. In case of downlink communication between BJocated at approximately2 from the BS if they are fixed
and a wireless terminal located in any of the clusters, thi&rminals. However, if the GTWs are not fixed, and are
BS would communicate to the cluster-head GTW in theselected from the distributed MSs, then, the wireless
1% hop, and in the™ hop, the GTW would communicate terminal located at either half the cell radius or closest to
to the MSs associated with the corresponding clusterdalf the cell radius (either in the inner-layer or in the
Similarly, in the uplink, the MSs in any of the clustersouter-layer) is selected as a GTW. Irrespective of whether
communicate with the BS in two hops, wherein, the Mgthe selected GTW is in the inner layer or outer layer, the
communicates to the GTW in the 1st hop, and the GTviransmission distance of the communicating pair between
communicates to the BS in the 2nd hop.
2) A TDD/TDMA scheme is considered for the
cluster-based two-hop network. For a multihop system
with number of hops per link, 41, the signal for any
hop can be transmitted only fa¥M time slot duration,
whereT is the TS period. Hence, the TS is divided into
two minislots for the two-hop links. However, for a
wireless node located in the inner layer {HHthe
communication between the wireless terminal and the BS
would take place in single-hop, for the full duration of
one TS.
3) The reusability of the resources is increased by
allowing two multihop clusters in any cell to occupy the
same TS at the same frequency. As shown in Figure 1,
the clusters MH1a and MH1b are located at diametrically
opposite sides of the BS. The synchronized TDD frame
structure for both uplink and downlink is shown in Figure 2.
In the downlink, GTW, can download to the MS in its
cluster in a particular time slot. At the same time instant,
the BS could download to GTM/in the opposite cluster
of the same multihop cell. It should be noted that both
these simultaneously communicating pairs are outside the
exclusion region of each other. Similarly, in the next time
slot, the GTW, — MS and BS— GW;, communication
takes place simultaneously.
4) In the uplink, the transmitters and receivers of the
cluster-based model are reversed, as seen in Figure 2, but
the governing principle of the resource reuse technique
remains the same. It can be therefore noted that the reuse

of the resources can be done independently for bOtBigure 3. Interference reduction mechanism for cluster

uplink and downlink, using the synchronized resourcg,agy two-hop cdlular network using synchronized resource
reuse technique. Hence, this cluster-based design remaingise technique.
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the BS and GTW would be then different fronf2. In all, the Rx GTW in cell 0 would experience interference
Correspondingly, the transmission distance of the GTW from thirteen interferers: two interferers from each of the

MS pair would also vary. six adjacent cells and one transmitting GTW (of GFW
MS pair) from cell 0.
3. Capacity Calculation For any communicating pair, the inter-cell interference

only across six adjacent cells, i.e., tHétier of cells is
considered. The transmitting interferers from thetr

%f cells are very far from the intended receiver, and hence,
the interference generated from these transmitters is
dssumed to be negligible. Therefore, for any communicating
pair in this cluster-based model, there is one interferer
from own cell and two interferers from each of the
=R -k +1log,(d,)+<,) [dB] (2) adjacent cells. The carrier-to-interference ratio is

) _ therefore calculated as follows:
wherek; is a constant that depends on the propagation

environment (indoor/urban/suburban),is the path loss 10 Tkr10alogi(do)+E] 3
exponent and¢&, is the shadowing factor across the Y= N 107 r10000,0(d) 6] (3)
transceiving pair. In a multi-cell scenario, the given radio

resource is utilized by all the cells in the system. The Whered is the distance of the desired receiver from
transmitters of all simultaneously communicating pairs inthe i" interfering entity and\; is the total number of
the seven-cell scenario are marked and shown in Figureigterfering entities for any receiver in a cluster-based
along with the interference calculation at the receivemodel. & accounts for shadowing between the desired
gateway (i.e., the receiver of BS GTW pair) of the receiver and thé" interfering transmitter. The capacity in
center cell (cell 0). The thick arrows in Figure 4, from BSpps/Hz/cell is calculated by finding the system capacity
— GTW and GTW— MS in all the cells represent the independently over seven cells (center cell and six cells
simultaneous communicating pairs. A reference line (dottegh the £ tier), as shown in Figure 4, and averaging over
line in the figure) is considered that connects the BS ofhem. Each cell in the™tier is surrounded by six cells

cell 0, cell 1 and cell 4. The dashed lines from thepyt of which three cells belong to th& Bier. The traffic
transmitting BSs and GTWs of cell 2 and cell 3, to the RXn the twelve cells of the"@tier only contribute for the

GTW in the center cell indicates the distance of the R>Fntercell interference calculation for thé' fier of cells.
effects while calculatingy for the ' tier of cells, and

hence, the Shannon bound is not calculated for the twelve
cells in the ¥ tier. As shown in Figure 2, the data across
each communicating pair is transmitted for only half the
time slot period in a two-hop system. As a consequence,
the Shannon capacity has to be scaled by a factor of 1/2.
Also, in each of the seven cells, there are two
simultaneously communicating pairs, and depending on
the distance of the interfering transmitters the receivers of
these two communicating pairs would have different
values of y. Therefore, the system capacity (of only the

two-hop links) is calculated from the Shannon equation
as:

All the wireless terminals in any cell are assumed to
transmit their signals with the same powey, If d. is the
transmission distance between any communicating pair
then the power receive®g, using a general propagation
model is given by:

N, N,
=%ZZ log ¢ + Lpbps/HzLCell (4)

2 c i=l j=1

where y; is the carrier-to-interference ratio of e

communicating pair in th&" cell. N, is the number of
concurrently communicating pairs in the outer layer that
use the same radio resource, in any single cell. For a
cluster-based design, two pairs located diametrically
opposite to each other communicate simultaneously, i.e.,
N, =2. Nc =7 is the number of cells over which the system
Figure 4. Distance calculation for different interfering ~ Ccapacity is calculated. In order to calculate the average
entitiesin the downlink mode. per-cell system capacity, the Shannon capacity equation

Copyright © 2008 SciRes. I. J. Communications, Network and System Scie2€88, 4, 285-385



CLUSTER-BASED DESIGN FOR TWO-HOP CELLULAR NETWORKS 375

in Equation (4) is summed up over &l cells and made by the communication pair, GTW> MS, in the

averaged over them. intended cell (cell O in this case) with the reference line
of cell 1. Similarly,x;; andxy, indicates the angles made
4. Semi-Analytical Model by the f'interfering communication pair, BS> GTW,

and the ¥ interfering communication pair, GTW MS,
oth) in cell 1 with the reference line of cell 1. The

_{
In order to assess the performance of the synchronlzerﬁeciSe location of any MS is determined by the angle

resource reuse technique for the cluster-based design,a, e by the line joining the MS and its corresponding
semianalytical model is developed for a deterministicom\w with the reference line. At the same time. in the

c:uster-gaseg tW%-hlophneéwork. In t?ls ddeteéml'n'St'Caeterministic cluster-based model, the trans- mission
cluster-based model, the GTWs are fixed and locateflisiance is always the maximum possible vaize,

exactly %t.a dist?nce tntzgror?] the BS. Alsﬁ' the GTWS "\ ‘section 6, the capacity results obtained from the
are equidistant from each other. Hence, the six GTWS igterministic cluster-based model are compared with the
the cell represent the six vertices of a regular hexagomnjjation model. For both uplink and downlink, this

with a side length of/2. In addition, the MSs in the outer ge i analytical model first calculates the distance of the

layer are assumed to be always located at a distance fejeq receiver from all simultaneously communicating
r/2 from their respective GTWs; and also, the MSs arg, o qeq transmitters. A downlink schematic for a

assumed to be uniformly distributed between [0°,360°L,\/an-cell cluster-based two-hop model is shown in

across the outer layer of the cell. Hence, the OIiStanCI‘—eigure 4. It should be noted from Figure 4 that only the

between the B.S and GTW, an_d also the (jista_nce betwe%bations of the BSs are fixed. The distance between two
the MS and its corresponding GTW is fixed. This

simplifies the analysis for numerically calculating the BSS isy3r. Since the transmission distandgsr/2, for
Shannon capacity of the cluster-based two-hop networkhe cluster-based model, the distance between two BSs
However, the precise location of the GTW in the cell iScan also be written a§\/§dc- In Figure 4, all the
d(_atermlned from the gngle made by the BS - GTW Palfransmitters in the seven cells are shaded with gray
W'th the reference line, as shown in .F|g_ure Cé; background. The black circle in the center cell marks one
indicates the_ angle_ made by the cbmm_umc_atlon PaIl, of the desired receivers which would experience
BS > GTW, in the intended cell (ceI_I 0in this case) with interference from other unintended transmitters. The
the reference line of cell 1, wheregs indicates the angle distance between the black circle (desired receiver) and
all the gray colored circles (interfering transmitters from
the own cell and all the adjacent cells) marks the distance
of the different interfering entities. Hence, as shown in
Figure 4, the total interference experienced by a receiver
depends on the relative distance between this receiver
and all its interfering transmitters.

4.1. Carrier-To-Interference Calculation for
Downlink.

In the downlink, the communication takes place from BS
— GTW and from GTW— MS. Figure 5 (both, case a
and case b) shows the simultaneously communicating
pairs in cell 0 and cell 1 in the downlink scenario. As
seen in Figure 5, there are two simultaneously
communicating pairs per cell, i.e., the B GTW pair
and GTW — MS pair. The receivers of cell 0 would
experience interference not only from its own cell, but
also from the simultaneously communicating pairs from
other cells. The interference experienced by the
communicating pairs in cell O are calculated as follows:

1) BS— GTW Communication in the Intended Cell;

When the gateway in the intended cell is the desired
receiver (say, GTW1a in cell 0 in Figure 5), the distance
between this gateway and the interfering transmitters of
the adjacent cell are calculated as shown in Figure 5(a).
There are two cells, cell 0 and cell 1. Using basic
trigonometry, the distance of the communicating receiver
in cell 0 from the interfering transmitters in cell 1 is

Figure 5. Calculation of distance at the receivers of BS —
GTW and GTW — M Spairs (downlink) from thetwo interfering
transmittersof i cell.
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computed. As shown in Figure 5(a), the distance of
receiving gateway at cell 0, GTW1a, from the BS of cell
1 is given by:

des” = (23 - d, cos@,))’ + (d,sin@,))>  (5)

whereas the distance of the unintended transmitting
gateway of the cell 1, GTW2b, to the desired gateway
receiver in cell 0 is given by:

dany,” = (/34 + d, cosk, )- d,cos@,,))*
+ (d sin(x,)- d, Sin@,.)’ 6)

The anglef;, is formed between the line joining the
communicating pairs, BSGTW?1a in cell 0 with the
reference line of cell 1. Similarlyx;, is the angle
between the line joining the communicating pairs,
GTW2b— MS in cell 1, with the reference line of cell 1.
The above equations, Equation (5) and Equation (6)
could be generalized to calculate the interference comingigure 6. Minimum and maximum distance of the inter-cell
from the transmitters of all the six adjacent cells into thenterfering entities (downlink) from the receiver of the BS
desired receiver, i.e., the GTW of the intended cell. By— GTW.
changing the reference line for each of the six adjacent
cells, the distance of the interfering transmitters from thdividing the numerator and denominator thy” results

i cell can be calculated as follows: in:
1
2 _ _ 2 V== — — 14
desi” = (Zﬁdc d; cos@,)) 27+ Z i6=1(,8(GTW), )+ Z iezl(ﬁ(BS)l )
; 2
*@sn@)” D where
=187~ 4/_315 cos@) ®) ﬂ(BS)iZ =13 4/_3(303(9”) (15)
whereas the distance of the unintended transmitting 2= 14 4 3c0s(@. )-cos@
GTW to the desired GTW receiver is given by: P ¢ .) )
- Xos@, —6,) (16)

dGTW.2 = (2\/§dc + dc COS@Z )_ dc COS@H))
. . If the orientation of the GTW is fixed with respect to
_ 2
* @ sin@,)-d.sin@)) ©) the BS, then the interference and the capacity of the BS
= 142+ 4 8.7 (cos, )-cos@,)) — GTW pair in the semi-analytical model varies only
with the location of all the interfering transmitters from

2
- a;"cos@, -4,) (10) own cell and adjacent cell. Hence, the best and worst case
Here for the capacity of BS» GTW pair in the intended cell
8, =q, +60( -1) (11) can be calculated by considering all the interferers to be

located at the maximum and minimum distance from the
is the angle in degrees made by the -BSTW intended receiving GTW of the BS GTW pair.
communicating pair in the intended cell with the

reference line of thd" cell, and Upper bound for capacity:
. As can be seen from Figure 6(a), the own-cell
A2 =%, + 600 -1) (12)  interferer (transmitting GTW from the diametrically

: : : : ite cluster) is at a fixed distance rofrom the

is the angle in degrees made by the GFWWS in thei™ Opposi - o

cell with the reference line of thi' cell (Figure 5(a) !ntende_d recever (GTW of (;ell 0). Similarly, - the
shows the angley, made by the GTW2 MS interfering transmitters of the adjacent cell (BS and GTW)

communicating pair in cell 1, with the reference line ofare at a distance afss = +/3r +7 ~2237 and detw
cell 1). It should be noted that all and ¢ vary 2

uniformly from [®, 3607]. In addition, the distance of the = J3 +r =~ 2.732 respectively from the intended
intra-cell interfering transmitter iSdoyuncei=2d.. The  receiver. It should be observed that these intercell
carrier-to-interference value at the receiver of anyinterferers are at a maximum possible distance from the

communication pair is therefore given by: intended receiver; and hence, causes the least interference
Y to the intended communicating pair. The carrier power at
y= d (13) the receiver of the BS> GTW pair is given by
-a 6 -a 6 -a
(2077 + 3 2 (Ahgrwy ) #2271 (s ) Pr=Pr = (ki + 10xlog10(/2)) 17)
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For a multi-cellular network withr=217m, a
propagation model [21] witk;=37, =4, and assuming a
transmit power of 1W, i.e., 0 dBW, the received power,
Pr, would be -118.4 dBW. The BS> GTW pair in the
intended cell would experience interference from six
adjacent cells. Hence, the upper bound for the capacity of
the BS — GTW communicating pair is obtained by
substituting the values of these interferences distances
into Equation (13) for calculating the resulting
interference. The upper bound of the capacity for the BS
— GTW communicating pair is then obtained by
substituting the resulting interference into Equation (4).
The total interference power experienced by the receiving
GTW node would be -129.2 dBW. The upper bound for
the capacity of BS> GTW pair would be 3.68 bps/Hz.

Lower bound for capacity:
The lower bound for the capacity of GTW MS pair
is obtained by considering the minimum distance of the
inter-cell interfering entities. As can be observed fromgigyre 7. Minimum and maximum distance of the inter-cell

Figure 6(b), the minimum distance of the interferinginterfering entities (downlink) from the receiver of the
transmitters (BS and GTW) from the adjacent celldgge  GTW — M S pair in theintended cell.

r
= V3r 57 1237 and dorw = V3r-r = 0732 01> between the communicating pair, GTWth MS

respectively from the intended receiver. The resultingVith the reference line of cell 1). Equation (20) is
lower bound for the capacity of BS GTW pair is 0.72 Simplified and the corresponding equations figk) and

bps/Hz. BeTw) are given as:

2) GTW— MS Communication Pair in the Intended Bes,’ = 16- 8/ 3c0s@,,) (22)
Cell: R

For the 2% active communication pair, GTW> MS, Bew,” = 1F 4_3(2303@2)‘ cos@,))
in the downlink of cell 0, the maximum distance of the - 4&os@,-6,) (23)

intended receiver, i.e., the MS of the GT\W MS pair,

from the BS igwicethe transmission distance. Therefore, It should be noted that the equation foremains the
as seen in Figure 5, the MS in cell 0 is located at &ame as given in Equation (14).

distance ofd = 2d. = r from the BS, and is distributed

uniformly from [, 36(F]. The distance of the interfering Upper bound for capacity:

BS and the interfering GTW from the cell 1 is calculated In the semi-analytical model, the MS in the GTFW

from basic trigonometry as: MS pair is assumed to be at a maximum distanag2of
) from the GTW. The own-cell interferer is the transmitter
des” = @/, - 2, cos@,)) from the diametrically opposite cluster. Hence, the own
+ (2d, sin(@,))? (18) cell interferer is at a distance of from the desired
s , receiver. It can be observed from Figure 7 that the
darw,” = (30, - d, cosg, )~ 21, cos@,,)) maximum distance of the interferers from an adjacent cell
+((dc Sin()ﬁz)_ Zdt: Sinelz )f (19) aredBS = \/§|’ + 3—2rz 2.732 anddGTW = \/§r + 3—2[‘

This equation for calculating the distances of thex 3232 respectively. Hence, substituting these values
interfering transmitters from other cells could be writtenjnto Equation (13) and Equation (4) results in the upper
in a generalized form as: bound for the capacity of the GTW— MS

communicating pair, which is 3.91 bps/Hz.
des” = (3/ 3, - T, c05€,))* HICaing path, Whieh! Peme

+ (A, sin@,))? (20) L ower bound for capacity: _
) ) Similarly, the lower bound for the capacity of the
dorw” = (24/3d, +d, cosg, )- 2, cos@,)) GTW — MS pair is calculated by knowing the distance
+ @, sing, )- 2, sin@,))? (21) of all the interfering entities. The own cell interferer is at

a distance ofr, whereas the minimum distance of the
where, 8, = g;,+60(-1) is the angle in degrees made interferers from any adjacent cell arérOandr, as is
by the GTW— MS pair in the intended cell with the shown in Figure 7. Hence, the lower bound of the
reference line of thé" cell (Figure 5(b) shows the angle capacity for the communicating pair is 0.21 bps/Hz.
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3) Capacity Bounds for End-to-End Linkn a confidence measure of 95%.996" = 095) for the
two-hop system, the capacity of the end-to-end link isesulting interferers [25]. However, a confidence measure
limited by the lower value of the capacity of any of theof 99.6% for each of the interfering entities implies that
two-hops of the link, i.e., if the capacity of th& Hop of  the total interference power would vary hy Be., 24 dB.
the link is less than the capacity of tHE l2op of the link, Hence, the total interference power would be between
then the capacity of the end-to-end link is limited by the-105.2 dBW and -153.2 dBW for 95% of the cases, i.e., a
capacity of the % hop of the link [22]. Hence, the variation of 18.55% on either side of -129.2 dBW.
capacity of the end-to-end link in the downlink scenarioTherefore,y, would experience a variation of 25.3%
in the cluster-based design is limited by the lesser of thg.75+18.5) around 10.8 dB (-118.4+129.2). Hence, the
capacity values of BS» GTW pair and GTW— MS  system capacity would vary between 2.75 bps/Hz/cell
pair. Hence, the lower and upper bounds of the capacitgnd 4.61 bps/Hz/cell for 90% of the cases, due to
for the cluster-based two-hop design is limited by thdognormal shadowing. It should be noted that the
capacity values of the BS> GTW pair, and is equal to multiplication of the confidence measures for the carrier
0.21 bps/Hz/cell and 3.68 bps/Hz/cell respectively. power (95%) and for the interference power (95%)

It should be noted at this stage that the upper bound oésults in a confidence measure of 90% for the valugs of
the GTW — MS pair would be higher than 3.91 and the system capacity.
bps/Hz/cell if the distance between the GTW and MS is A significant inference that can be derived from the
less thanr/2. However, since the upper bound of theabove calculation is that even for a shadowing with a
downlink capacity for the cluster-based design is limitedzero mean and 4 dB standard deviation, the upper bound
by the lesser of the capacity values of BSGTW and  of the system capacity would vary by 25.3% around its
GTW — MS pair, the higher values of the capacity mean, for 90% of the cases. If the environment causes a
obtained by the GTW- MS pair does not change the much higher shadowing, the variation in the upper bound
capacity result of the cluster-based design. of the system capacity would be still higher. This shows

4) Effect of Lognormal Shadowing on Capacity the significance of taking the shadowing into considerations
Bounds:In presence of lognormal shadowing, the boundswvhile allocating the resources in a wireless network.
for the system capacity would vary. The amount of
variation would depend on the standard deviation of the Effect on lower bound of capacity:
lognormal shadowing. Due to the summation of The lower bound of the capacity in case of downlink
lognormal variables in the calculation of the interferencecommunication is 0.21 bps/Hz/cell, achieved for the
power (as shown in Equation (3)), it is very difficult to GTW — MS communication. The corresponding value
find an exact expression that would reflect the effect obf the carrier power and total interference power are
lognormal shadowing on the system capacity. Instead, thd18.4 dBW and - 110.3 dBW respectively, resulting in a
effect of lognormal shadowing on the capacity bounds i3 of -8.1 dB. Similar to the upper bound case, a
computed in this paper. Lognormal shadowing with zeraonfidence measure of 95% implies a variation{of 4
mean and standard deviation of 4 dB is consideredB in the interference power. Hence, the total
throughout the analysis [23]. The received power for thénterference power would be between -86.3 dBW and
carrier signal would vary within a value of,d.e., 8 dB, -134.3 dBW for 95% of the cases, i.e., a variation of

for a confidence measure of 95% [24]. 21.75% on either side of -110.3 dBW. Given that the
carrier power would experience a variation of 6.75% on
Effect on upper bound of capacity: either side of -118.4 dB, the value pfand the system

The upper bound of the capacity in case of downlinkcapacity would experience a variation of 28.5% (21.75%
communication is 3.68 bps/Hz/cell, achieved for the BS+ 6.75%) around 0.21 bps/Hz/cell, for 90% of the cases.
— GTW communication. The corresponding value of theHence, for a lognormal shadowing with zero mean and a
carrier power and total interference power are -118.4tandard deviation of 4 dB, the lower bound of the system
dBW and -129.2 dBW respectively, resulting inja of capacity would vary between 0.15 bps/Hz/cell and 0.27
10.8dB. An 8 dB variation in the signal strength impliesPps/Hz/cell for 90% of the cases. It can be observed that
that the carrier power would be between -110.4 dBW anéhe absolute effect of lognormal shadowing on the lower
-126.4 dBW for 95% of the cases, i.e., a variation ofoound of the capacity value is not a significant issue,
6.75% on either side of -118.4 dBW. There are thirteersince the lower bound of the system capacity is already a
transmitters that would interfere with the intendedvery small value.
communicating pair and the resulting interfering power
would be a summation of all these interferers. If the saméd.2. Carrier-to-Interference Calculation for Uplink
confidence measure of 95% is to remain for both the
carrier signal and the resulting interference signal, then i the case of an uplink as well, there exist two
higher confidence measure should be assumed for eachglimultaneously communicating pairs in the cluster-based
the interfering entities. A confidence measure of 99.6%model: the MS— GTW and the GTW— BS pairs
for the power received from each of the thirteenlocated at the diametrically opposite clusters. In the case
independent interfering transmitters would result in aof an uplink, both the transmitters in the cluster-based
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design: the GTW and the MS, are not fixed, whereas, theystem capacity (0.74 bps/Hz/cell) would vary by 27.25%
receiver of one of the communicating pairs, i.e., the BSor 90% of the cases.

of GTW — BS pair is located in a fixed position. This

results in a slightly modified expression fin case of 5. Simulation Modée

uplink, as compared to the downlink scenario:

1) MS - GTW Communication Pair in the Intended . .
Cell:) - A simulation model for the cluster-based two-hop cellular

network is developed in Matlab. An airport or a campus
environment, with a total coverage area of 12ks
considered in the system design. There are 19 cells within
,3(Ms)i2 =17+ 4@(200&‘22 y co#f, | a coverage area of 1 knHence, the distanc;e from the
centrally located BS to the edge of the cellis around
~4c0s@, - 6,) (24 130 meters. A propagation model with= 37 anda = 4
,@GTWNZ = 14 4_3(2005@1 )-cos@,)) has be_en consider_ed in the simulat_ion model. 1000 MSs
~ &c0s@, -8, (25) are uniformly dlstrlputed_around this ne_twork coverage
Loz area and each cell is designed to have six clusters. All the
MSs that are located in the outer layer of the cell are
assigned to any one of the six clusters. This assignment is
done depending on the closest distance (lowest path loss,
in the presence of lognormal shadowing) of the
respective MS to the six GTWs in the cell. This results in
a system where there are, on an average, eight MSs per
th cluster. The GTWSs are selected from among the MSs.
of thei " cell. L . The MSs selected as GTWs are located at nearly half the
2) GTW — BS Communication Pair in the Intended co\ aqius. The exact position of the GTW depends on
Cell: o the distribution of the MSs. A TDMA time frame with 16
_ Similarly, for the GTW— BS communication in the 155 has been considered in the simulator design. The
intended cell, the correspondifiyalues are: simulation model calculates the valueyaind the system

For the MS — GTW pair communication, the
expression fop is given by:

where ¢, andf, are same, as defined for the BS
GTW communication pair in the semi-analytical model;
Xp is the angle made by the GHW — MS
communicating pair in thé&" cell with the reference line
of thei™ cell; and ¢;; = x4 +60(-1), is the GTW— BS
communicating pair in thé" cell with the reference line

capacity for seven cells independently and then takes an
Bus), =+ 16 8/_3(303@.2) (26) average over these seven cells. The network is simulated

for two different scenarios. In the 1st case, it is assumed
Bew, =/ 13 4/ 3cos@,) (27)  that there is no shadowing. Hence, for this cdase0 in

Equation (2). In the™ case, a lognormal shadowing with

3) Capacity Bounds for End-to-End LinkKhe lower a zero mean and a standard deviation of 4 dB is
and the upper capacity bounds for the twoconsidered [23].
communicating pairs in the uplink, GTW BS pair, and For different locations of the GTWs and the MSs
MS — GTW pair can be calculated in a similar manner(with respect to the reference line), the distance of the
as is done for downlink. The maximum distance of thedesired receiver from the interfering transmitters would
inter-cell interferers from the receiver of the GFWBS  vary, which in-turn would vary the experienced at the
pair are 1732 and 2732, resulting in a maximum receiver of the communicating pair. The synchronized
capacity of 3.32 bps/Hz for the GTW-— BS resource reuse technique ensures that all the interfering
communicating pair. Similarly, the minimum distance oftransmitters are spatially well-separated in distance. The
the inter-cell interferers from the receiver of the GFW  exact value ofy, and thereby the system capacity value,
BS pair are 32 and 1366r, which results in a however, depends on the relative distance between the
minimum capacity value of 0.74 bps/Hz. The minimumreceiver and other transmitting GTWs and MSs. Hence,
and the maximum capacity values for the MSGTW  the system capacity is plotted as cumulative distribution
pair, assuming a constant distance/@fbetween the MS function (cdf) as can be seen from Section 6. The
and GTW, are 0.88 bps/Hz and 3.71 bps/Hz respectivelfShannon capacity obtained from the cluster-based
Hence, the upper and lower bounds for the systertwo-hop cellular architecture is compared with the
capacity in the uplink scenario are 3.32 bps/Hz/cell andollowing systems:

0.74 bps/Hz/cell respectively. 1) A single-hop cellular network with no relaying:

4) Effect of Lognormal Shadowing on Capacity There are no relays in this design. In every hexagonal
Bounds:Similar to the downlink scenario, the lognormal cell, the BS and the MS communicate with each other in
shadowing causes a variation in the bounds of the systesingle hop, irrespective of whether the MS is located in
capacity in the uplink scenario as well. The upper boundhe inner layer or outer layer.
of the system capacity for the uplink scenario (3.32 2) A benchmark relaying algorithm for a two-hop
bps/Hz/cell) experiences a variation of 25.3% for 90% otellular network:
the cases in presence of lognormal shadowing of 4 dB The benchmark algorithms for the two-hop cellular
standard deviation. Similarly, the lower bound of thedesign, introduced in [26], provides three efficient
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methods for finding the wireless terminals that could act
as relays in order to maximize the system capacity. These
benchmark algorithms could be either distance-based or
path loss-based, as explained below. The path loss based
algorithms take the random effects, arising due to
shadowing, into account. Hence, in the presence of
lognormal shadowing, the path loss based algorithms are
superior to distance-based algorithms.

5.1. Distance-Based Benchmark Algorithm

In the two-hop design based on benchmark algorithms,

the MSs located in the outer layer of the cell

communicate to the BS in two hops, as is the case with

the cluster-based model. The GTWSs/ relay nodes are

selected from the mobile nodes available in the networkrigure 8. Cumulative distribution function (cdf) of system
Suppose, there afd possible two-hop routes, between capacity (average of uplink and downlink) for a two-hop
the BS and the MS in the outer layer. Then, the selectewlular network with different number of clusters/cell.
route, rs, is determined, depending on the transmission

distance between the BS and the relay naide, and an interference avoidance model, with an optimum
" spatial protection margin af = 10, is considered for all

between the relay node and the M&, , for each of the e gifferent methods. In addition, it should be noted that,
nON routes. The three selection schemes of the standaid the simulation model, the increase in the overhead due
benchmark algorithm for two-hop network [26] are givento additional signaling is not considered in any of the
as follows: two-hop cellular designs. This increase in the overhead in
a) shortest total distance (STD) selection scheme:  the two-hop design would cause some reduction in the
r, =min(d,, +d, ) capacity gain with respect to the single-hop c_ellular
OnON = " network. However, this paper focuses on the different
b) least longest hop (LLH) selection: two-hop schemes, and comparing the performance of the
r, = minmax@, ,d. ) and twq-hop scheme; with the singl_e-_hop design is not the
OnON o main focus of this work. Also, it is expected that, the
c) shortest relaying hop distance (SRD) selection: cluster-based architecture with an intelligent resource
allocation technique, would require less or same amount

= min(d
s Q}éﬂ( ) of overhead signaling as compared to the benchmark
algorithms, for the two-hop cellular network. Hence, the
5.2. Path Loss-based Benchmark Algorithm capacity results obtained in this work for the two-hop

networks, viz., the cluster-based design and the three

In addition to the distance-based benchmark algorithm@enchmark algorithms are directly comparable. In
[26] also introduced the path loss-based benchmarRddition, the MSs in the inner-layer of the cluster-based

algorithms. Let R, and P, denote the path losses in design are not considered in the simulation, for any of the
: o o two-hop methods, as well as for the single-hop design.
dB associated with the first hop (BS and relay node), angs is because, in both the cluster-based design and the

second hop (relay node and MS of the outer layefj,ee standard benchmark algorithms, the wireless
respectively, along the™ route wherenUN. Then, the  (orminals located in the inner-layer will communicate

selected route is determined as follows: with the BS directly in single-hop, as in case of
a) minimum total path loss (MTP) selection scheme:  gjyqie hop cellular networks. Hence, all these two-hop
rL=min(R_ +P_) methods would use the same amount of radio resource for
) . the inner-layer, and hence, the inner-layer design is not
b) least maximum path loss (LMP) selection: considered in this study.

re= Drrnﬂwmax(PLm ,R,) and

¢) minimum relaying hop path loss (MRP) selection; ©6- Results
r,=min(P_)) . _
OnoN =2 Figure 8 shows the system capacity of the cluster-based

In order to have a fair comparison, the source MSs itwo-hop design (average of uplink and downlink results)
case of uplink (or the destination MSs in case of downlinkfor different values of clusters per cell. It can be observed
remain the same in all the methods, viz., the cluster-basdtiat the system capacity shows an increase with an
two-hop design, the three standard benchmark two-hoimcrease in the number of clusters per cell. However, the
schemes, and the single-hop non-relaying technique. Alsstep size of this increase reduces with an increase in the
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Figure 9. Cumulative distribution function (cdf) of system
capacity in the uplink of a multi-cdlular network under
different transmission schemes (in the absence of lognor mal
shadowing).

Figure 10. Cumulative distribution function (cdf) of system
capacity in the downlink of a multi-cellular network under
different transmission schemes (in the absence of lognor mal
shadowing).

Figure 11. Probability density function (pdf) of the location
of GTW for standard benchmark algorithms and the
cluster-based design, in the absence of lognormal
shadowing.

Copyright © 2008 SciRes.

number of clusters/cell. For example, when the number
of clusters per cell is increased from two to four, the
expected value of the system capacity is increased from
1.44 bps/Hz/cell to 1.85 bps/Hz/cell, an increase of 0.41
bps/Hz/cell. However, when the number of clusters/cell is
increased from four to six, and six to eight, the increase
in the expected value of the system capacity is only 0.378
bps/Hz/cell and 0.23 bps/Hz/cell respectively. It should
be noted that this increase in the capacity value does not
take into account the capacity losses arising due to the
increased overhead, as the number of clusters/cell
increases. Hence, in all further part of analysis, six
clusters/cell are considered, as is also done in [27,28].
Figure 9 and Figure 10 shows the simulation results of
the cdf of the system capacity for uplink and downlink
scenarios of all different two-hop design methods, in the
absence of any lognormal shadowing. The GTWs are
selected from among the distributed MSs in the network.
Hence, the GTWs are not located at exactly half the cell
radius. It is observed in Figure 10 that in case of
downlink in the two-hop cluster-based design, the median
of the system capacity (2.71 bps/Hz/cell) is 2.5 times that
obtained from the single-hop cellular system with no
relaying (1.11 bps/Hz/cell). Similarly, the expected value
of the cluster-based design is 2.52 bps/Hz/cell, which is
more than twice that obtained from the single-hop
cellular network value of 1.12 bps/Hz/cell. More
significantly, the cluster-based design shows a superior
performance over all three standard benchmark techniques
for two-hop cellular network. The capacity behavior of
the STD and SRD schemes are nearly similar to each
other and their expected values are 1.89 bps/Hz/cell and
1.77 bps/Hz/cell respectively. Hence, the expected value
of the system capacity in the cluster-based design is 0.63
bps/Hz/cell and 0.75 bps/Hz/cell better than that obtained
from STD and SRD algorithms. The LLH technique
provides the best performance out of the three standard
benchmark techniques. The expected value of the system
capacity for the LLH method is 2.05 bps/Hz/cell, which
is higher than the expected value of the capacity obtained
from the STD and SRD schemes, but less than the
expected value obtained for the cluster-based technique
by 0.47 bps/Hz/cell. Similarly, in case of an uplink as
well, the expected value of the system capacity for the
cluster-based design (1.82 bps/Hz/cell) is greater than the
LLH method (1.36 bps/Hz/cell) by 0.46 bps/Hz/cell. In
the LLH method, the node that has the minimum value
among all longest hops (both between, MS and GTW
node, and GTW node and BS) among all possible relay
nodes is selected as a relay. Hence, a node located in the
vicinity of half the cell radius is selected as a relay, which
results in more than one pair utilizing the given resource
simultaneously, in any cell. It should be noted that this is
similar to the cluster-based design introduced in this
paper. However, the significant improvement in the
system capacity observed in the cluster-based design is
due to the synchronized resource reuse technique
proposed in this work that ensures a reuse of the radio
resource in every cell. The cluster-based design provides
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superior to all three benchmark techniques, for both
uplink and downlink. For example, the expected value of
the system capacity for the cluster-based design is 2.18
bps/Hz/cell in case of downlink, and is 0.25 bps/Hz/cell
better than LMP (the best performing algorithm among
all three benchmark algorithms). Similarly, in case of
uplink, the expected value of the cluster-based design is
1.98 bps/Hz/cell, and is 0.09 bps/Hz/cell better than the
LMP technique. It should however be noted that, in the
presence of lognormal shadowing, the performance of the
LMP scheme comes close to the performance of the
cluster-based design. This is because, the relays are
selected not on the basis of distance measurement, but on
the basis of path loss measurement, which vary with
lognormal shadowing. The presence of lognormal
shadowing results in MSs that are far from half the cell
Figure 12. Cumulative distribution function (cdf) of system radius,r/2, to be selected as GTWSs. As seen from the pdf
capacity in uplink, with a lognormal shadowing of zero  of the GTW location in Figure 14, in the presence of
mean and a standard deviation of 4 dB. lognormal shadowing, there is a non-zero probability for
] . a node located beyond8D, to be selected as a GTW. In
a maximum improvement of 0.8 bps/Hz/cell over thethe apsence of lognormal shadowing, the distribution of
LLH method; and up to 1.4 bps/Hz/cell improvementthe GTW is almost symmetric with a mean value .6f 0
over the STD algorithm. Figure 11 shows the probabilityHowever, in the presence of lognormal shadowing, the
density function (pdf) of the mobile GTWs in the pdf of the GTW selection exhibits a long tail, resulting in
cluster-based design and that of the mobile relay nodesh expected value of3Br. This results in a situation in
for the benchmark two-hop algorithms. It can bethe cluster-based design, where the exclusion region of a
observed from Figure 11 that the pdf of the STDcommunicating pair in one cell extends to the other cell,
algorithm is almost a straight line, in the range fromand hence, prevents the simultaneous communication of
0.28r to 0.74r. The SRD algorithm selects the relay thatanother pair in the adjacent cell. This, in turn, results in a
is more towards the cell edge, than at the center of theeduction in the gain in the system capacity.
cell. Hence, the pdf of the SRD algorithm has a non-zero Figure 15 and Figure 16 compare the results of the
value only after (B8r. A significant observation that can cluster-based design independently for uplink and
be made from Figure 11 is that, in case of the LLHdownlink, when fixed GTWs are used instead of mobile
method, the mean of the pdf is a61) same as that of the GTWSs. When there is no lognormal shadowing, the
cluster-based design. Hence, the LLH methodeXpected value of the system capacity, in case of fixed
outperforms STD and SRD benchmark aIgorithms.GTWS-_ is 2.09 _bps/Hz/ceII (uplink) and 2.76 bps/Hz/cell
However, the variance of the LLH method i®, (downlink) and is greater than the expected value of that
which is twice more than that of the cluster-based desigrPt@ined from the mobile GTWs by 0.27 bps/Hz/cell and
which has a variance ofIBr. This implies that in case of 0.24 bps/Hz/cell for upllr!k and downlmk_respectlvely.
LLH method, there is a greater probability of relay nodesThe results observe a similar pattern even in the presence
being not located in the vicinity af2, which results in
only one pair in the cell being able to utilize the given
resource. It should be noted that if the GTWSs are selected
from among the MS, then the GTW selection would
depend on the distribution of MS. But still, the pattern of
the GTWs would remain the same for the different
benchmark methods and cluster-based design. Hence, the
cluster-based two-hop model, with resource reuse in
every cell, gives the best performance in terms of system
capacity, as compared to the single-hop non-relaying
scenario and the benchmark algorithms for the two-hop
cellular network.
The performance of the cluster-based design with MSs
as GTWs is then compared with the path loss-based
benchmark algorithms, in the presence of lognormal
shadowing. It is observed from Figure 12 and Figure 1%igyre 13. Cumulative distribution function (cdf) of system

that, even in the presence of lognormal shadowing, theapacity in downlink, with a lognormal shadowing of zero
performance of the cluster-based two-hop network isnean and a standard deviation of 4 dB.
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Figure 14. Probability density function (pdf) of the location
of GTW in acell in amulti-cellular network.

Figure 15. Cumulative distribution function (cdf) of system
capacity for different cluster-based scenarios, in case of
uplink transmission.

Figure 16. Cumulative distribution function (cdf) of system
capacity for different cluster-based scenarios, in case of
downlink transmission.

bps/Hz/cell for fixed GTWSs, and is greater than that of
the expected value of the system capacity for mobile
GTWs (1.98 bps/Hz/cell) by 0.26 bps/Hz/cell. In addition,
it can be observed from Figure 15 (uplink) and Figure 16
(downlink), that the cdf obtained from the semi-analytical
model shows a close match with that obtained from the
simulation results for cluster-based design with fixed
GTWs. The expected values of the system capacity for
the semi-analytical model are 2.16 bps/Hz/cell (uplink)
bps/Hz/cell for fixed GTWSs, and is greater than that of
the expected value of the system capacity for mobile
GTWs (1.98 bps/Hz/cell) by 0.26 bps/Hz/cell. In addition,
it can be observed from Figure 15 (uplink) and Figure 16
(downlink), that the cdf obtained from the semi-analytical
model shows a close match with that obtained from the
simulation results for cluster-based design with fixed
GTWs. The expected values of the system capacity for
the semi-analytical model are 2.16 bps/Hz/cell (uplink)
and 2.69 bps/Hz/cell (downlink), and is very close to that
obtained from the simulation results for fixed GTWs:
2.09 bps/Hz/cell for uplink and 2.76 bps/Hz/cell for
downlink respectively. This is primarily because, in case
of semi-analytical model, not only all the GTWs are fixed
at a distance af 2 from the center of the cell, but also all
the MSs in the cluster are at the maximum distane&2of
from the cluster-head GTWSs, whereas in the simulation
model for fixed GTWSs, only the GTWs are fixed at a
distance of r/2. Hence, the distance between the
cluster-head GTW and the MSs could be any value less
than or equal to/2.

In a significant observation, the upper and lower
bounds for the system capacity obtained from the
simulation results is quite close to those obtained from
the semi-analytical model where all the MSs were
assumed to be distributed at a locationr/@f from the
GTW. In downlink mode, the lower bound for capacity
under the semi-analytical model is 0.21 bps/Hz/cell
whereas that obtained from the simulations is 0.22
bps/Hz/cell. The upper bound for the system capacity
under the semi-analytical model is 3.68 bps/Hz/cell
whereas that obtained from the simulations is 2.91
bps/Hz/cell. Similarly, in the uplink mode, the lower and
upper bound for the system capacity under the
semi-analytical model is 0.74 bps/Hz/cell and 3.32
bps/Hz/cell respectively; whereas that obtained from the
simulations is 0.82 bps/Hz/cell and 2.91 bps/Hz/cell
respectively. Hence, it can be concluded that the lower
and upper bound results obtained from the simulation
model closely match with the results of the semi-
analytical model, thereby validating the performance of
cluster-based two-hop model.

7. Summary and Conclusions

In this paper, a novel resource allocation mechanism has

of lognormal shadowing. For example, the expectedeen proposed for a two-hop cellular network. The new
value of the system capacity in case of uplink is 2.24cheme, known aduster-based architecturés designed
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using a synchronized resource reuse technique. As pgi
this design, each hexagonal cell is divided into two layers,
the inner layer and outer layer. All MSs in the inner layer
communicate with the BS in single hop, whereas, the
MSs in the outer layer communicate with the BS in two

hops, using a GTW terminal as relay node. Thid!

architecture design, developed under an interference
avoidanceProtocol Mode] results in a frequency reuse
ratio of one whereby, the given resource is used twice in
every cell in the system, but for only half the duration of 11]
a time slot period. This work, first, shows that the systenL
spectral efficiency of a cellular network can be increased

significantly by allowing
Second, it

two-hop communication.

has been found that a hierarchical,

co-ordinated approach which essentially means to limit
the degrees of freedom for forming the two-hop links[12]
does not lower the capacity, but in fact gives higher
capacity than compared to state-of-the-art two-hop
algorithms. This means that the complexity of the routing
problem in such two-hop communication systems can be
significantly reduced while the system performance doebl3]
not have to be compromised.
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