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Abstract 
 
We advance here a novel methodology for robust intelligent biometric information management with infer-
ences and predictions made using randomness and complexity concepts. Intelligence refers to learning, adap- 
tation, and functionality, and robustness refers to the ability to handle incomplete and/or corrupt adversarial 
information, on one side, and image and or device variability, on the other side. The proposed methodology 
is model-free and non-parametric. It draws support from discriminative methods using likelihood ratios to 
link at the conceptual level biometrics and forensics. It further links, at the modeling and implementation 
level, the Bayesian framework, statistical learning theory (SLT) using transduction and semi-supervised lea- 
rning, and Information Theory (IY) using mutual information. The key concepts supporting the proposed 
methodology are a) local estimation to facilitate learning and prediction using both labeled and unlabeled 
data; b) similarity metrics using regularity of patterns, randomness deficiency, and Kolmogorov complexity 
(similar to MDL) using strangeness/typicality and ranking p-values; and c) the Cover – Hart theorem on the 
asymptotical performance of k-nearest neighbors approaching the optimal Bayes error. Several topics on 
biometric inference and prediction related to 1) multi-level and multi-layer data fusion including quality and 
multi-modal biometrics; 2) score normalization and revision theory; 3) face selection and tracking; and 4) 
identity management, are described here using an integrated approach that includes transduction and boost-
ing for ranking and sequential fusion/aggregation, respectively, on one side, and active learning and change/ 
outlier/intrusion detection realized using information gain and martingale, respectively, on the other side. 
The methodology proposed can be mapped to additional types of information beyond biometrics. 
 
Keywords: Authentication, Biometrics, Boosting, Change Detection, Complexity, Cross-Matching, Data  

Fusion, Ensemble Methods, Forensics, Identity Management, Imposters, Inference, Intelligent  
Information Management, Margin gain, MDL, Multi-Sensory Integration, Outlier Detection, 
P-Values, Quality, Randomness, Ranking, Score Normalization, Semi-Supervised Learning, 
Spectral Clustering, Strangeness, Surveillance, Tracking, Typicality, Transduction 

1. Introduction 
 
Information can be viewed as an asset, in general, and 
resource or commodity, in particular. Information man-
agement [using information technology] stands for the 
“application of management principles to the acquisition, 
organization, control, alert and dissemination and strate-
gic use of information for the effective operation of or-
ganizations [including information architectures and ma- 
nagement information systems] of all kinds. ‘Informa-
tion’ here refers to all types of information of value, 
whether having their origin inside or outside the organi-
zation, including data resources, such as production data; 
records and files related, for example, to the personnel 

[subject] biometric function; market research data; and 
competitive intelligence from a wide range of sources. In 
formation management deals with the value, quality, ow- 
nership, use and security of information in the context of 
organizational performance” [1]. The life-cycle of infor- 
mation includes 1) creation and acquisition; 2) mana- 
gement of information, e.g., creation of (biometric and 
forensic) databases, storage, retrieval, sharing and disse- 
mination, leading to and including full-fledged informa-
tion systems; and purposeful use of information. Intelli-
gent information management, according to HP, enables 
near real-time business intelligence with robust, scalable 
data management, data-intensive analytics and fusion of 
structured and unstructured information. 
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We start with parsing and understanding the meaning 
of intelligent information management when information 
refers to biometrics where physical characteristics, e.g., 
appearance, are used to verify and/or authenticate indi-
viduals. Physical appearance and characteristics can incl- 
ude both internal ones, e.g., DNA and iris, and external 
ones, e.g., face and fingerprints. Behavior, e.g., face exp- 
ression and gait, and cognitive state, e.g., intent, can fur-
ther expand the scope of what biometrics stand for and 
are expected to render. Note that some biometrics, e.g., 
face expression (see smile) can stand for both appearance, 
inner cognitive state, and/or medical condition. With 
information referring here to biometrics one should con-
sider identity management as a particular instantiation of 
information management. Identity management (IM) is 
then responsible, among others, with authentication, e.g., 
(ATM) verification, identification, and large scale 
screening and surveillance. IM is also involved with 
change detection, destruction, retention, and/or revision 
of biometric information, e.g., as people age and/or ex-
perience illness. Identity management is most import- ant 
among others to (homeland) security, commerce, fi 
nance, mobile networks, and education. A central infras- 
tructure needs to be designed and implemented to enfor- 
ce and guarantee robust and efficient enterprise-wide po- 
licies and audits. Biometric information need to be safeg- 
uarded to ensure regulatory compliance with privacy and 
anonymity best (lawful) practices. 

The intelligent aspect is directly related to what biom- 
etrics provides us with and the means and ways used to 
accomplish it. It is mostly about management principles 
related to robust inference and prediction, e.g., authenti-
cation via classification and discrimination, using incre-
mental and progressive evidence (“information”) accum- 
ulation and disambiguation, learning, adaptation, and 
closed-loop control. Towards that end, the specific me- 
ans advocated here include discriminative methods (for 
practical intelligence) linking the Bayesian framework, 
forensics, statistical learning, and information theory, on 
one side, and likelihoods (and odds), randomness, and 
complexity, on the other side. The challenges that have 
to be met include coping with incomplete (“occlusion”) 
and corrupt (“disguise”) information, image variability, 
e.g., pose, illumination, and expression (PIE) and tem-
poral change. The “human subject” stands at the center 
of any IM system. The subject interfaces and mediates 
between biometric tasks, e.g., filtering and indexing data, 
searching for identity, categorization for taxonomy pur-
poses or alternatively classification and discrimination 
using information retrieval and search engines crawling 
the web, data mining and business intelligence (for ab-
straction, aggregation, and analysis purposes) and kno- 
wledge discovery, and multi-sensory integration and data 

fusion; biometric contents, e.g., data, information, know- 
ledge, and intelligence / wisdom / meta-knowledge; bio-
metric organization, e.g., features, models, and ontolog- 
ies and semantics; and last but not least, biometric app- 
lications, e.g., face selection and CCTV surveillance, and 
mass screening for security purposes. We note here that 
data streams (subject to exponential growth) and their 
metamorphosis are important assets and processes, resp- 
ectively, for each business enterprise. Data and processes 
using proper context and web services facilitate decision- 
making and provide value-added to the users. Intelligent 
information management is further related to autonomic 
computing and self-managing operations. Intelligent bio- 
metric information management revolves mostly around 
robust predictions, despite interferences in data capture, 
using adaptive inference. For the remainder of this paper 
the biometric of interest is the human face with predic-
tions on face identities, and reasoning and inference as 
the aggregate means to make predictions. 

There has been much realization that face recognition 
is still lacking. The recent call for papers (CFP) for a 
Special Issue on Real-World Face Recognition issued in 
March 2010 by IEEE Transactions on Pattern Analysis 
and Machine Intelligence, includes as a matter-of-fact 
the statement “Face recognition in well-controlled envi-
ronments is relatively mature and has been heavily stud-
ied, but face recognition in uncontrolled or moderately 
controlled environments is still in its early stages.” Two 
significant efforts have been undertaken over the last 
several years to alleviate the concerns expressed above 
and to advance the state-of-the art of biometric authenti-
cation. One effort is the use of multi-modal but hopefully 
complementary (relative to authentication) biometrics, 
while the other effort is geared toward finding better 
ways and means to fuse the data that such suites of mul-
timodal biometrics acquire and/or derive. The latter eff- 
ort of fusing data is performed at different levels of func-
tionality and granularity. Data fusion (including multi- 
sensory integration), however, is just a euphemism for 
reasoning and sound inferences. As it is practiced today 
it involves ad-hoc combination rules. The goal for this 
paper is to advance an integrated, principled and unified 
methodology for biometric inference, whose realization 
interfaces between the Bayesian framework (including 
forensics), Statistical Learning Theory (SLT), and In-
formation Theory (IT) using randomness and complexity 
concepts. The interface and its implementation are built 
around discriminative methods whose realization takes 
place using likelihood ratios (LR) using model-free and 
non-parametric concepts borrowed from transduction and 
semi-supervised learning (SSL), e.g., strangeness (“typi-
cality”) and p-values (for relative ranking but different 
from distribution tails). Reasoning and inference are kn- 
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own as iterative processes that accrue evidence to lessen 
ambiguity and to eventually reach the stage where decis- 
ions can be made. Evidence accumulation involves many 
channels of information and takes place over time and 
varying contexts. It further requires the means for infor-
mation aggregation, which are provided in our method-
ology by boosting methods. Additional expansions to our 
methodology are expected. In particular, it is apparent 
that the methodology should involve stage-wise the mu-
tual information, between the input signals and the ev- 
entual output labels, and links channel capacity with data 
compression and expected performance. Compression is 
after all comprehension (practical inference/intelligence 
for decision-making) according to Leibniz. The potential 
connections between the Bayesian framework and SLT, 
on one side, and Information Theory (IT), on the other 
side, were recently explored [2]. 

Complementary to biometric face information is biom- 
etric process, in general, and data fusion, in particular. 
Recent work related to data fusion [3,4] is concerned am- 
ong others with cross-device matching and device intero- 
perability, and quality dependent and cost-sensitive score 
level multi-modal fusion. The solutions offered are qual-
ity dependent cluster indexing and sequential fusion, res- 
pectively. The tasks considered and the solutions prof-
fered can be subsumed by our proposed SLT & IT me- 
thodology. In terms of functionality and granularity bio-
metric inference can address multi-level fusion: feature / 
parts, score (“match”), and detection (“decision”); multi- 
layer fusion: modality, quality, and method (algorithm); 
and multi-system fusion using boosting for aggregation 
and transduction for local estimation and score normali-
zation. This is explained, motivated, and detailed throug- 
hout the remaining of the paper as outlined next. Section 
2 is a brief on discriminative methods and forensics. Ba- 
ckground on randomness and complexity comes in Sec-
tion 3. Discussion continues in Section 4 on strangeness 
and p-values, in Section 5 on transduction and open set 
inference, and in Section 6 on aggregation using boosting. 
Biometric inference to address specific data fusion tasks 
is presented in Section 7 on generic multi-level and mu- 
lti-layer fusion, in Section 8 on score normalization and 
revision theory, in Section 9 on face selection (tracking 
mode 1), and in Sect. 10 on identity management (track-
ing mode 2) using martingale for change detection and ac- 
tive learning. The paper concludes in Section 11 with su- 
ggestions for promising venues for future research at the 
intersection between the Bayesian framework, Informa-
tion Theory (IT), and Statistical Learning Theory (SLT) 
using the temporal dimension as the medium of choice. 
 
2. Discriminative Methods and Forensics 
 
Discriminative methods support practical intelligence, in 

general, and biometric inference and prediction, in parti- 
cular. Progressive processing, evidence accumulation, 
and fast decisions are their hallmarks. There is no time for 
expensive density estimation and marginalization char-
acteristic of generative methods. There are additional 
philosophical and linguistic arguments that support the 
discriminative approach. It has to do with practical rea-
soning and epistemology, when recalling from Hume, 
that “all kinds of reasoning consist in nothing but a com- 
parison and a discovery of those relations, either constant 
or inconstant, which two or more objects bear to each 
other,” similar to non-accidental coincidences and sparse 
but discriminative codes for association [5]. Formally, 
“the goal of pattern classification can be approached fr- 
om two points of view: informative [generative] - where 
the classifier learns the class densities, [e.g., HMM] or 
discriminative – where the focus is on learning the class 
boundaries without regard to the underlying class densi-
ties, [e.g., logistic regression and neural networks]” [6]. 
Discriminative methods avoid estimating how the data 
has been generated and instead focus on estimating the 
posteriors similar to the use of likelihood ratios (LR) and 
odds. The informative approach for 0/1 loss assigns some 
input x to the class k ε K for whom the class posterior 
probability P(y = k | x) 

         P y P y P y P y P y
K

m
k k k m     x x x m  

yields the maximum. The MAP decision requires access 
to the log-likelihood Pθ (x, y). The optimal (hyper) pa-
rameters θ are learned using maximum likelihood (ML) 
and a decision boundary is then induced, which corresp- 
onds to a minimum distance classifier. The discrimina- 
tive approach models directly the conditional log-likeli-
hood or posteriors Pθ(y | x). The optimal parameters are 
estimated using ML leading to the discriminative func-
tion  

     log P y P y kk k     x x x  

that is similar to the use of the Universal Background Mo- 
del (UBM) for score normalization and LR definition. 
The comparison takes place between some specific class 
membership k and a generic distribution (over K) that 
describes everything known about the population at large. 
The discriminative approach was found [6] to be more fl- 
exible and robust compared to informative/generative me- 
thods because fewer assumptions are made. One possible 
drawback for discriminative methods comes from ignor-
ing the marginal distribution P(x), which is difficult to 
estimate anyway. Note that the informative approach is 
biased when the distribution chosen is incorrect. 

The likelihood ratio LR provides straightforward me- 
ans for discriminative methods using optimal hypothesis 
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testing. Assume that the null “H0” and alternative “H1” 
hypotheses correspond to impostor i and genuine g sub-
jects, respectively. The probability to reject the null hy-
pothesis, known as the false accept rate (FAR) or type I 
error, describes the situation when impostors are authen-
ticated as genuine subjects by mistake. The probability 
for correctly rejecting the null hypothesis (in favor of the 
alternative hypothesis) is known as the hit or genuine 
acceptance (“hit”) rate (GAR). It defines the power of 
the test 1 – β with β the type II error when the test fails to 
reject the null hypothesis when it is false. The Ney-
man-Pearson (NP) statistical test ψ(x) compares in an 
optimal fashion the null hypothesis against the alterna-
tive hypothesis, e.g., P(ψ(x) = H1׀ H0} = α, ψ(x) = 1 
when fg (x) / fi (x) > τ, and ψ(x) = H0 when fg (x) / fi (x) 
< τ with τ some constant. The Neyman-Pearson lemma 
states that for some fixed FAR = α one can select the 
threshold τ such that the ψ(x) test maximizes GAR and it 
is the most powerful test for testing the null hypothesis 
against the alternative hypothesis at significance level α. 
Specific implementations for ψ(x) during cascade classi-
fication are possible and they are driven by boosting and 
strangeness (transduction) (see Section 4). 

Gonzales-Rodriguez et al. [7] provide strong motiva-
tion from forensic sciences for the evidential and discri- 
minative use of the likelihood ratio (LR). They make the 
case for rigorous quantification of the process leading 
from evidence (and expert testimony) to decisions. Clas-
sical forensic reporting provides only “identification” or 
“exclusion/elimination” decisions and it requires the use 
of subjective thresholds. If the forensic scientist is the 
one choosing the thresholds, he will be ignoring the prior 
probabilities related to the case, disregarding the eviden- 
ce under analysis and usurping the role of the Court in 
taking the decision, “… the use of thresholds is in es-
sence a qualification of the acceptable level of reason-
able doubt adopted by the expert” [8]. 

The Bayesian approach’s use of the likelihood ratio av- 
oids the above drawbacks. The roles of the forensic scie- 
ntist and the judge/jury are now clearly separated. What 
the Court wants to know are the posterior odds in favor 
of the prosecution proposition (P) against the defense (D) 
[posterior odds = LR × prior odds]. The prior odds conc- 
ern the Court (background information relative to the 
case), while the likelihood ratio, which indicates the stre- 
ngth of support from the evidence, is provided by the 
forensic scientist. The forensic scientist cannot infer the 
identity of the probe from the analysis of the scientific 
evidence, but gives the Court the likelihood ratio for the 
two competing hypothesis (P and D). The likelihood 
ratio serves as an indicator of the discriminating power 
(similar to Tippett plots) for the forensic system, e.g., the 

face recognition engine, and it can be used to compara-
tively assess authentication performance. 

The use of the likelihood ratio has been recently moti- 
vated by similar inferences holding between biometrics 
and forensics [9] with evidence evaluated using a proba- 
bilistic framework. Forensic inferences correspond to au- 
thentication, exclusion, or inconclusive outcomes, and are 
based on the strength of biometric (filtering) evidence 
accrued by prosecution and defense competing against 
each other. The use of the LR draws further support from 
the US Supreme Court Daubert ruling on the admissibil-
ity of scientific evidence [10]. The Daubert ruling called 
for a common framework that is both transparent and 
testable and can be the subject of further calibration 
(“normalization”). Transparency comes from the Bayes-
ian approach, which includes likelihood ratios as mecha-
nisms for evidence assessment (“weighting”) and aggre-
gation (“interpretation”). The likelihood ratio LR is the 
quotient of a similarity factor, which supports the evide- 
nce that the query sample belongs to a given suspect (as- 
suming that the null hypothesis is made by the prosecu-
tion P), and a typicality factor, e.g., UBM (Universal 
Background Model) which quantifies support for the al- 
ternative hypothesis made by the defense D that the qu- 
ery sample belongs to someone else (see Sect. 4 for the 
similarity between LR and the strangeness measure prov- 
ided by transduction). 
 
3. Randomness and Complexity 
 
Let #(z) be the length of the binary string z and K(z) be 
its Kolmogorov complexity, which is the length of the 
smallest program (up to an additive constant) that a Uni-
versal Turing Machine needs as input in order to output z. 
The randomness deficiency D(z) for string z [11] is D(z) 
= #(z) – K(z) with D(z) a measure of how random the 
binary string z is. The larger the randomness deficiency 
is the more regular and more probable the string z is. Ko- 
lmogorov complexity and randomness using MDL (min- 
imum description length) are closely related. Transduc-
tion (see Section 4) chooses from all the possible label-
ing (“identities”) for test data the one that yields the larg- 
est randomness deficiency, i.e., the most probable label-
ing. The biometric inference engine is built around rand- 
omness and complexity with similarity metrics and corr- 
esponding rankings driven by strangeness and p-values 
throughout the remaining of the paper. 

4. Strangeness and p-Values  

The strangeness measures the lack of typicality (for a fa- 
ce or face component) with respect to its true or putative 
(assumed) identity label and the labels for all the other 
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faces or parts thereof. Formally, the strangeness measure 
i is the (likelihood) ratio of the sum of the k nearest 
neighbor (k-nn) distances d from the same class y di-
vided by the sum of the k nearest neighbor (k-nn) dista- 
nces from all the other classes (y ). The smaller the stra- 
ngeness, the larger its typicality and the more probable 
its (putative) label y is. The strangeness facilitates both 
feature selection (similar to Markov blankets) and varia- 
ble selection (dimensionality reduction). One finds emp- 
irically that the strangeness, classification margin, samp- 
le and hypothesis margin, posteriors, and odds are all re- 
lated via a monotonically non-decreasing function with a 
small strangeness amounting to a large margin. 

Additional relations that link the strangeness and the 
Bayesian approach using the likelihood ratio can be obs- 
erved, e.g., the logit of the probability is the logarithm of 
the odds, logit (p) = log (p/(1-p)), the difference between 
the logits of two probabilities is the logarithm of the odds 
ratio, i.e., log (p/(1-p)/ q/(1-q)) = logit (p) – logit (q) (see 
also logistic regression and the Kullback-Leibler (KL) 
divergence). The logit function is the inverse of the “sig- 
moid” or “logistic” function. Another relevant observa-
tion that buttresses the use of the strangeness comes from 
the fact that unbiased learning of Bayes classifiers is im-
practical due to the large number of parameters that have 
to be estimated. The alternative to the unbiased Bayes 
classifier is logistic regression, which implements the 
equivalent of a discriminative classifier.  

The likelihood-like definitions for strangeness are in-
timately related to discriminative methods. The p-values 
suggested next compare (“rank”) the strangeness values 
to determine the credibility and confidence in the puta-
tive classifications (“labeling”) made. The p-values bear 
resemblance to their counterparts from statistics but are 
not the same [12]. p-values are determined according to 
the relative rankings of putative authentications against 
each one of the identity classes known to the enrolled 
gallery using the strangeness. The standard p-value con-
struction shown below, where l is the cardinality of the 
training set T, constitutes a valid randomness (deficiency) 
test approximation [13] for some putative label y hy-
pothesis assigned to a new sample 

     p # : 1y
y i newe i l     

P-values are used to assess the extent to which the 
biometric data supports or discredits the null hypothesis 
H0 (for some specific authentication). When the null 
hypothesis is rejected for each identity class known, one 
declares that the test image lacks mates in the gallery and 
therefore the identity query is answered with “none of 
the above.” This corresponds to forensic exclusion with 
rejection. It is characteristic of open set recognition with 
authentication implemented using Open Set Transduction 
Confidence Machine (TCM) – k-nearest neighbor (k-nn) 

[14]. TCM facilitates outlier detection, in general, and 
imposters detection, in particular. 
 
5. Transduction 
 
Transduction is different from inductive inference. It is 
local inference (“estimation”) that moves from particu-
lar(s) to particular(s). In contrast to inductive inference, 
where one uses empirical data to approximate a function- 
nal dependency (the inductive step [that moves from pa- 
rticular to general] and then uses the dependency learned 
to evaluate the values of the function at points of interest 
(the deductive step [that moves from general to particu-
lar]), one now directly infers (using transduction) the 
values of the function only at the points of interest from 
the training data [15]. Inference now takes place using 
both labeled and unlabeled data, which are complemen-
tary to each other. Transduction incorporates unlabeled 
data, characteristic of test samples, in the decision-mak- 
ing process responsible for their labeling for prediction, 
and seeks for a consistent and stable labeling across both 
(near-by) training (“labeled data”) and test data. Trans-
duction seeks to authenticate unknown faces in a fashion 
that is most consistent with the given identities of known 
but similar faces (from an enrolled gallery/data base of 
raw images and/or face templates). The search for puta-
tive labels (for unlabeled samples) seeks to make the 
labels for both training and test data compatible or eq- 
uivalently to make the training and test error consistent. 

Transduction “works because the test set provides a 
nontrivial factorization of the [discrimination] function 
class” [16]. One key concept behind transduction (and 
consistency) is the symmetrization lemma [15], which 
replaces the true (inference) risk by an estimate comp- 
uted on an independent set of data, e.g., unlabeled or test 
data, referred to as ‘virtual’ or ‘ghost samples’. The sim-
plest realization for transductive inference is the method 
of k – nearest neighbors. The Cover – Hart theorem [17] 
proves that asymptotically, the one nearest neighbor cla- 
ssification algorithm is bounded above by twice the Ba- 
yes’ minimum probability of error. This mediates betw- 
een the Bayesian approach and likelihood ratios, on one 
side, and strangeness / p- values and transduction, on the 
other side (see below). Similar and complementary to tr- 
ansduction is semi-supervised learning (SSL) [16]. Face 
recognition requires (for discrimination purposes) to co- 
mpare face images according to the way they are differ-
ent from each other and to rank them accordingly. Scor-
ing, ranking and inference are done using the strangeness 
and p – values, respectively, as explained below.  

Similar to semi-supervised learning, changing the cla- 
ss assignments (characteristic of impostor behavior) pro-
vides the bias needed to determine (“infer”) the rejection 
threshold required to make an authentication or to de-
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The basic assumption behind boosting is that “weak” 
learners can be combined to learn any target concept 
with probability 1 – η. Weak learners, usually built aro- 
und simple features but here built using the full range of 
components available for data fusion, learn to classify at 
better than chance (with probability 1/2 + η for η > 0). 
AdaBoost [18] works by adaptively and iteratively re- 
sampling the data to focus learning on samples that the 
previous weak (learner) classifier could not master, with 
the relative weights of misclassified samples increased 
(“refocused”) after each iteration. AdaBoost involves 
choosing T effective components ht to serve as weak 
(learners) classifiers and using them to construct the 
separating hyper-planes. The mixture of experts or final 
boosted (stump) strong classifier H is 

cline making one. Towards that end one re-labels the 
training exemplars, one at a time, with all the (“impos-
tor”) putative labels except the one originally assigned to 
it. The PSR (peak-to-side) ratio, PSR = (pmax – pmin) / 
pstdev, traces the characteristics of the resulting p-value 
distribution and determines, using cross validation, the [a 
priori] threshold used to identify (“infer”) impostors. The 
PSR values found for impostors are low because impos-
tors do not mate and their relative strangeness is high 
(and p-value low). Impostors are deemed as outliers and 
are thus rejected [14]. The same cross-validation is used 
for similar purposes during boosting. 
 
6. Boosting 
 
The motivation for boosting goes back to Marvin Minsky 
and Levin Kanal who have claimed at an earlier time that 
“It is time to stop arguing over what is best [for decisi- 
on-making] because that depends on context and goal. 
Instead we should work at a higher level of [information] 
organization and discover how to build [decision-level] 
managerial [fusion] systems to exploit the different vir-
tues and evade the different limitations of each of these 
ways of comparing things” and “No single model exists 
for all pattern recognition problems and no single techn- 
ique is applicable for all problems. Rather what we have 
in pattern recognition is a bag of tools and a bag of prob-
lems”, respectively. This is exactly what data fusion is 
expected to do with biometric samples that need to be au- 
thenticated. The combination rule for data fusion is now 
principled. It makes inferences using sequential aggrega-
tion (similar to [4]) of different components, which are 
referred to in the boosting framework as weak learners 
(see below). Inference takes now advantage of both loc- 
alization and specialization to combine expertise. This 
corresponds to an ensemble of method and mixtures of 
experts. 

Logistic regression is a sigmoid function that directly 
estimates the parameters of P (y

   
1 1

1
x

2

T T

t t t
t t

H h 
 

  x  

with α the reliability or strength of the weak learner. The 
constant 1/2 comes in because the boundary is located 
mid – point between 0 and 1. If the negative and positive 
examples are labeled as – 1 and +1 the constant used is 0 
rather than 1/2. The goal for AdaBoost is margin opti-
mization with the margin viewed as a measure of confi-
dence or predictive ability. The weights taken by the data 
samples are related to their margin and explain the 
AdaBoost’s generalization ability. AdaBoost minimizes 
(using greedy optimization) some risk functional whose 
minimum defines logistic regression. AdaBoost conver- 
ges to the posterior distribution of y conditioned on x, 
and the strong but greedy classifier H in the limit be-
comes the log-likelihood ratio test. 

The multi-class extensions for AdaBoost are AdaBo- 
ost.M1 and .M2, the latter one used to learn strong classi- 
fiers with the focus now on both difficult samples to re- 
cognize and labels hard to discriminate. The use of fea-
tures or in our case (fusion) components as weak learners 
is justified by their apparent simplicity. The drawback 
for AdaBoost.M1 comes from its expectation that the 
performance for the weak learners selected is better than 
chance. When the number of classes is k > 2, the condi-
tion on error is, however, hard to be met in practice. The 
expected error for random guessing is 1 – 1/k; for k = 2 
the weak learners need to be just slightly better than ch- 
ance. AdaBoost.M2 addresses this problem by allowing 
the weak learner to generate instead a set of plausible 
labels together with their plausibility (not probability), 
i.e., [0, 1]k. The AdaBoost.M2 version focuses on the 
incorrect labels that are hard to discriminate. Towards 
that end, AdaBoost.M2 introduces a pseudo-loss et for 
hypotheses ht such that for a given distribution Dt one 
seeks ht : x × Y  [0,1] that is better than chance. “The 
pseudo-loss is computed with respect to a distribution 

   x) to learn mappings׀
f : x  y or  P(y׀x), e.g., P{y = 1 ׀ x} for the case 
when y is Boolean. Logistic regression is behind dis-
criminative methods and likelihood ratios, e.g., label y = 
1 if P{y = 1 ׀ x} / P{y = 0 ׀ x} > 1 (see Section 2). 
Finally, logistic regression can be approximated by Sup-
port Vector Machines (SVM). AdaBoost [18] (see below) 
minimizes (using greedy optimization) some functional 
whose minimum defines logistic regression [19], while 
an ensemble of SVM is functionally similar to AdaBoost 
[20]. The strangeness is thus quite powerful as it pro-
vides alternative but simpler realizations for a wide range 
of well known discriminative methods for inference, in 
general, and classification, in particular. 
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over the set of all pairs of examples and incorrect labels. 
By manipulating this distribution, the boosting algorithm 
can focus the weak learner not only on hard-to-classify 
examples, but more specifically, on the incorrect labels y 
that are hardest to discriminate” [18]. The use of Ney-
man-Pearson is complementary to AdaBoost.M2 training 
(see Section 2) and can meet pre-specified hit and false 
alarm rates during weak learner selection. 
 
7. Multi-Level and Multi-Layer Fusion 
 
We discuss here biometric inference and address specific 
data fusion tasks. The discussion is relevant to both ge-
neric multi-level and multi-layer fusion in terms of func-
tionality and granularity. Multi-level fusion involves fe- 
ature/parts, score (“match”), and detection (“decision”), 
while multi-layer fusion involves modality, quality, and 
method (algorithm). The components are realized as 
weak learners whose relative performance is driven by 
transduction using strangeness and p-value (see Section 
5), while their aggregation is achieved using boosting 
(see Section 6). Additional data fusion-like tasks are dis-
cussed in subsequent sections. 

The strangeness is the thread to implement both rep-
resentation and boosting (learning, inference, and predic-
tion regarding classification). The strangeness, which im- 
plements the interface between the biometric representa-
tion (including its attributes and/or parts) and boosting, 
combines the merits of filter and wrapper classification 
methods. The coefficients and thresholds for the weak le- 
arners, including the thresholds needed for open set reco- 
gnition and rejection are learned using validation images, 
which are described in terms of components similar to 
those found during enrollment [21]. The best feature co- 
rrespondence for each component is sought between a 
validation and a training biometric image over the com-
ponent (“parts” or “attributes”) defining that component. 
The strangeness of the best component found during tra- 
ining is computed for each validation biometric image 
under all its putative class labels c (c = 1,…,C). Assum-
ing M validation biometric images from each class, one 
derives M positive strangeness values for each class c, 
and M(C – 1) negative strangeness values. The positive 
and negative strangeness values correspond to the case 
when the putative label of the validation and training 
image are the same or not, respectively. The strangeness 
values are ranked for all the components available, and 
the best weak learner hi  is the one that maximizes the 
recognition rate over the whole set of validation biomet-
ric images V for some component i and threshold θi. 
Boosting execution is equivalent to cascade classification 
[22]. A component is chosen as a weak learner on each  

 

Figure 1. Learning weak learners (“Biometric Compone- 
nts”) as stump functions. 
 
iteration (see Figure 1). 

The level of significance α determines the scope for 
the null hypothesis H0. Different but specific alternatives 
can be used to minimize Type II error or equivalently to 
maximize the power (1 ─ β) of the weak learner [23]. 
During cascade learning each weak learner (“classifier”) 
is trained to achieve (minimum acceptable) hit rate h = (1 
─ β) and (maximum acceptable) false alarm rate α (see 
Sect. 2) Upon completion, boosting yields the strong cla- 
ssifier H(x), which is a collection of discriminative bio-
metric components playing the role of weak learners. 
The hit rate after T iterations is hT and the false alarm αT. 
 
8. Score Normalization, Revision Theory, 

and CMC Estimation 
 
The practice of score normalization in biometrics aims at 
countering subject/client variability during verification. 
It is used (a) to draw sharper class or client boundaries 
for better authentication and (b) to make the similarity 
scores compatible and suitable for integration. The emp- 
hasis in this section is the former rather than the latter, 
which was already discussed in Section 7. Score norma- 
lization is concerned with adjusting both the client de-
pendent scores and the thresholds needed for decision – 
making during post-processing. The context for score no- 
rmalization includes clients S and impostors  S. One 
should not confuse post processing score normalization 
with normalization implemented during preprocessing, 
which is used to overcome the inherent variability in the 
image acquisition process. Such preprocessing type of no- 
rmalization usually takes place by subtracting the mean 
(image) and dividing the result by the standard deviation. 
This leads to biometric data within the normalized range 
of [0, 1]. Score normalization during post-processing can 
be adaptive or empirical, and it requires access to additi- 
onal biometric data prior and/or during the decision-ma- 
king process. 

The details for empirical score normalization and its 
effects are as follows [24]. Assume that the PDF of 
match (“similarity”) scores is available for both genuine 
transactions (for the same client), i.e., Pg, and impostor 
transactions (between different clients), i.e., Pi. Such 
information can be gleaned from sets maintained during 
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enrollment or gained during the evaluation itself. One 
way to calculate the normalized similarity score ns for a 
match score m is to use Bayes’ rule 

       P P P Pns g m m g g m   

where P(g) is the a priori probability of a genuine event 
and P(m│g) is the conditional probability of match score 
m for some genuine event g. The probability of m for all 
events, both genuine and impostor transactions, is 

          P P P + 1 P Pg im g m g  m
 

The normalized score ns is then 

            P P P P 1 P Pg g ins g m g m g m     
The accuracy for the match similarity scores depends 

on the degree to which the genuine and impostor PDF ap- 
proximate ground truth. Bayesian theory can determine 
optimal decision thresholds for verification only when 
the two (genuine and impostor) PDF are known. To com- 
pensate for such PDF estimation errors one should fit for 
the “overall shape” of the normalized score distribution, 
while at the same time seek to discount for “discrepanc- 
ies at low match scores due to outliers” [25]. The norma- 
lized score serves to convert the match score into a more 
reliable value. 

The motivation behind empirical score normalization 
using evaluation data can be explained as follows. The 
evaluation data available during testing attempts to ov- 
ercome the mismatch between the estimated and the real 
conditional probabilities referred to above. New (on – 
line) estimates are obtained for both Pg(m) and Pi(m), and 
the similarity scores are changed accordingly. As a result, 
the similarity score between a probe and its gallery cou- 
nterpart varies. Estimates for the genuine and impostor 
PDF, however, should still be obtained at enrollment ti- 
me and/or during training rather than during testing. One 
of the innovations advanced by FRVT 2002 was the 
concept of virtual image sets. The availability of the 
similarity (between queries Q and targets T) matrix en-
ables one to conduct different “virtual” experiments by 
choosing specific query P and gallery G sets as subsets 
of Q and T. Examples of virtual experiments include as- 
sessing the influence of demographics and/or elapsed time 
on face recognition performance. Performance scores 
relevant to a virtual experiment correspond to the P × G 
similarity scores. Empirical score normalization compr- 
omises, however, the very concept of virtual experiments. 
The explanation is quite simple. Empirical score norm- 
alization has no access to the information needed to de-
fine the virtual experiment. As a result, the updated or 
normalized similarity scores depend now on additional 
information whose origin is outside the specific gallery 
and probe subsets. 

Revision theory expands on score normalization in a 
principled way and furthers the scope and quality of bi- 
ometric inference. Semi-supervised learning operates un- 
der the smoothness assumption (of supervised learning) 
that similar patterns should yield similar matching scores; 
and under the low-density separation assumption for both 
labeled and unlabeled examples. Training and testing are 
complementary to each other and one can revise both the 
labels and matching scores to better accommodate the 
smoothness assumption. Genuine and imposter individ-
ual contributions, ranked using strangeness and p-values, 
are updated, if there is need to do so, in a fashion similar 
to that used during open set recognition. This contrasts 
with the holistic approach where matching scores are 
re-estimated using the Bayes rule and generative models 
as described earlier. 

The basic tools for revision theory are those of pertur-
bation, relearning, and stability to achieve better learning 
and predictions and therefore to make better inferences 
[26]. Perturbations to change labels and/or matching sco- 
res in regions of relatively high-density and then re-es-
timate the margin together with quality measures for the 
putative assignments made, e.g., credibility and confide- 
ence (see Section 10). Gradient-descent and stochastic 
optimization are the methods of choice for choosing and 
implementing among perturbations using the regulariza-
tion framework. Re-learning and stability are relevant as 
explained next. Transduction seeks consistent labels and 
matching scores for both training (labeled) and test (un- 
labeled) data. Poggio et al. [26] suggest it is the stability 
of the learning process that leads to good predictions. In 
particular, the stability property says that “when the tra- 
ining set is perturbed by deleting one example, the lea- 
rned hypothesis does not change much. This stability pr- 
operty stipulates conditions on the learning map rather 
than on the hypothesis space.” Perturbations (“what if”) 
should therefore include relabeling, exemplar deletion (s), 
and updating matching scores. As a result of guided per-
turbations more reliable and robust biometric inference 
and predictions become possible. 

Identification is different from verification in both fun- 
ctionality and implementation. The closed set recognition 
case is 1 – MANY rather than 1 – 1 and it retrieves, us-
ing repeated 1 – 1 verifications a rank – based list of ca- 
ndidates ordered according to their similarity to the un-
known test probe. Rank one corresponds to the gallery 
image found most similar to the test probe. The percent-
age of probes for which the top ranked candidate is the 
correct one defines the probability for rank one. The pro- 
babilities for rank r record the likelihood that the correct 
gallery image shows at rank r or lower. The probability 
points trace the Cumulative Match Curve (CMC). CMC 
are useful for (ranked) identification only when there is 
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exactly one mate for each probe query, i.e., the gallery 
sets are singletons. Assume A classes enrolled in the gal-
lery, N query example, the strangeness (“odds”) defined 
for k = 1 to yield (similar to cross TCM validation) NA 
values, A “valid”, and N(A-1) invalid (kind of imposters). 
Determine for each query and for their correct putative 
class assignment a, the corresponding p-value rank r ε 
(1, ..., A). The lower the rank r, the more typical the 
biometric sample is to its true class a. Tabulate the num-
ber of queries for each class A and normalize by the total 
number of queries N. This yields an estimate for CMC. 
The presence of more than one mate for some or all of 
the probes in the gallery, e.g., Smart Gate and FRGC, 
which employ k > 1 and are thus more in tune with the 
strangeness and p-values definitions, can be handled in 
several ways. One way is to declare a probe matched at 
rank r if at least one of its mated gallery images shows 
up at that rank. Similar to the singleton case, tabulate the 
minimum among the p-values for all samples across their 
correct mates. Other possibilities would include retriev-
ing all the mates or a fraction thereof at rank r or better 
and/or using a weighted metric that combines the simi-
larity between the probe and its mates. There is also the 
possibility that the test probe set itself consists of several 
images and/or that both the gallery and the probe sets 
include several images for each subject. This can be dealt 
using the equivalent of the Hausdorff distance with the 
minimum over gallery sets performed in an iterative fas- 
hion for query sets or using the minimum over both the 
gallery and query sets pair wise distances. Last but not 
least, recall and precision (sensitivity and specificity) and 
F1 are additional (information retrieval) indexes that can 
be estimated using the strangeness and p-values in a 
fashion similar to CMC estimation. 
 
9. Face Selection and Tracking 
 
Face selection expands on the traditional role of face au- 
thentication. It assumes that multiple still image sets and/ 
or video sequences for each enrollee are available during 
training, and that a data streaming video sequence of face 
images, usually acquired from CCTV, becomes available 
during surveillance. The goal is to identify the subset of 
(CCTV) frames, if any, where each enrolled subject, if 
any, shows up. Subjects can appear and disappear as time 
progresses and the presence of any face is not necessarily 
continuous across (video) frames. Faces belonging to di- 
fferent subjects thus appear in a sporadic fashion across 
the video sequence. Some of the CCTV frames could ac- 
tually be void of any face, while other frames could inc- 
lude occluded or disguised faces from different subjects. 
Kernel k-means and/or spectral clustering [27] using bio- 
metric patches, parts, and strangeness and p-values for ty- 

picality and ranking are proposed for face selection and 
tracking. This corresponds to the usual use of tracking 
during surveillance, while another use of tracking for id- 
entity management is deferred to the next section. Face 
selection counts as biometric inference. Biometric evide- 
nce accumulates and inferences on authentication can be 
made for familiar (“enrolled”) faces. 

Spectral clustering is a recent methodology for segm- 
entation and clustering. The inspiration for spectral clust- 
ering comes from graph theory (minimum spanning trees 
(MST) and normalized cuts) and the spectral (eigen de-
composition) of the adjacency/proximity (“similarity”) 
matrix and its subsequent projection to a lower dimen-
sional space. This describes in a succinct fashion the gra- 
ph induced by the set of biometric data samples (“pat-
terns”). Minimizing the “cut” (over the set of edges con-
necting k clusters) yields “pure” (homogeneous) clusters. 

Similar to decision trees, where information gain is re- 
placed by gain ratio to prevent spurious fragmentation, 
one substitutes the “normalized cut” (that minimizes the 
cut while keeping the size of the clusters large) for “cut.” 
To minimize the normal cut (for k = 2) is equivalent to 
minimize the Raleigh quotient of the normalized graph 
Laplace matrix L* where L* = D-1/2LD-1/2 with L = D – 
W; W is the proximity (“similarity”) matrix and the (di-
agonal) degree matrix D is the “index” matrix that meas-
ures the “significance” for each node. The Raleigh quo-
tient (for k = 2) is minimized for the eigenvector z corre-
sponding to the second smallest eigenvalue of L*. Given 
n data samples and the number of clusters expected k, 
spectral clustering (for k  > 2) employs the Raleigh – 
Ritz theorem and leads among others to algorithms such 
as Ng, Jordan, and Weiss [28] where one (1) computes 
W, D, L, and L*; (2) derives the largest k eigenvectors zi 
of L*; (3) forms the matrix U ε Rn × k by normalizing the 
row sums of zi  to have norm 1; (4) cluster the samples 
xi corresponding to zi using K-means. 

An expanded framework that integrates graph-based 
semi-supervised learning and spectral clustering for the 
purpose of grouping and classification, i.e., label propa-
gation, can be developed. One takes now advantage of 
both labeled and mostly unlabeled biometric patterns. 
The graphs reflect domain knowledge characteristics 
over nodes (and sets of nodes) to define their proximity 
(“similarity”) across links (“edges”). The solution pro-
posed is built around label propagation and relaxation. 
The graph and the corresponding Laplacian, weight, and 
diagonal matrices L, W, and D are defined over both 
labeled and unlabeled biometric patterns. The harmonic 
function solution [29] finds (and iterates) on the (cluster) 
assignment for the unlabeled biometric patterns Yu as Y 
= – (Luu)

-1 Lul Yl  with Luu the submatrix of L on unla-
beled nodes and Yl  the group indicator over the labeled 
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nodes. Each row of Yu reports on the posteriors for the 
Cartesian product between k clusters and n biometric 
samples. Class proportions for the labeled patterns can be 
estimated and used to scale the posteriors for the unlab- 
eled biometric patterns. The harmonic solution is in sync 
with a random (gradient) walk on the graph that makes 
predictions on the unlabeled biometric patterns according 
to the weighted average of their labeled neighbors. 

An application of semi-supervised learning to person 
identification in low-quality webcam images is described 
by Balcan et al. [30]. Learning takes place over both 
(few) labeled and (mostly) unlabeled face images using 
spectral clustering and class mass normalization. The 
functionality involved is similar to face selection from 
CCTV. The graphs involved consists of i) time edges for 
adjacent frames likely to contain the same person (if 
moving at moderate speed); ii) color edges (over short 
time interval) assume person’s apparel the same; and iii) 
face edges for similarity over longer time spans. Label 
propagation and scalability become feasible using rank-
ing [31] and semi-supervised learning and parallel Map- 
Reduce [32] (in a fashion similar to Page Rank). 
 
10. Identity Management 
 
Identity management stands for another form of tracking. 
It involves monitoring the gallery of biometric templates 
in order to maintain an accurate and faithful rendition of 
enrolled subjects as times moves on. This facilitates re-
liable and robust temporal mass screening and it repre-
sents yet another for of biometric inference. The surveil-
lance aspect is complementary and its role is to prevent 
imposters from subverting the security arrangements in 
place. Open set recognition [14], discussed earlier, is 
integral to surveillance but it does not provide the whole 
answer. The effective and efficient proper management 
of the gallery is the main challenge here and it is discu- 
ssed next. 

There are two main problems with identity managem- 
ent. One is to actively monitor the rendering of biome- 
trics signatures and/or templates and the other is to upd- 
ate them if and when significant changes take place. The 
two problems correspond to active learning [12] and ch- 
ange detection [25], respectively. Active learning is con-
cerned with choosing the most relevant examples needed 
to improve on classification both in terms of effective-
ness (“accuracy”) and efficiency (“number of signatures 
needed”). The scope for active learning can be expanded 
to include additional aspects including but not limited to 
choosing the ways and means to accomplish effective-
ness and efficiency, on one side, and adversarial learning, 
characteristic to imposters, on the other side. Our active 
learning solution [12] is driven by transduction and it is 

built using strangeness and p-values. The p-values pro-
vide a measure of diversity and disagreement in opinion 
regarding the true label of an unlabeled example when it 
is assigned all the possible labels. Let pi be the p-values 
obtained for a particular example xn + 1 using all possible 
labels i = 1, . . . , M. Sort the sequence of p-values in 
descending order so that the first two p-values, say, pj 

and pk are the two highest p-values with labels j and k, 
respectively. The label assigned to the unknown example 
is j with a p-value of pj. This value defines the credibility 
of the classification. If pj (credibility) is not high enough, 
the prediction is rejected. The difference between the two 
p-values can be used as a confidence value on the predic-
tion. Note that, the smaller the confidence, the larger the 
ambiguity regarding the proposed label. We consider 
three possible cases of p-values, pj and pk, assuming pj > 
pk: Case 1. pj high and pk low. Prediction “j” has high 
credibility and high-confidence value; Case 2. pj high 
and pk high. Prediction “j” has high credibility but 
low-confidence value; Case 3. pj low and pk low. Predic-
tion “j” has low credibility and low-confidence value. 
High uncertainty in prediction occurs for both Case 2 and 
Case 3. Note that uncertainty of prediction occurs when 
pj ≈ pk. Define “closeness” as I (xn + 1) = pj - pk to indicate 
the quality of information possessed by the example. As 
I (xn + 1) approaches 0, the more uncertain we are about 
classifying the example, and the larger the margin infor-
mation gain from “advise” is. Active learning will add 
this example, with its true label, to the training set beca- 
use it provides new information about the structure of the 
biometric data model. Extensions to the active learning 
inference strategy describe above will incorporate error 
analysis and population diversity characteristic of pattern 
specific error inhomogeneities (PSEI) [14]. 

The basics for change detection using martingale are 
as follows [33]. Assume time-varying multi-dimensional 
data (stream) matrix R = {R( j ) = xj} where R( j ) are 
“columns” and stand for time-varying (data stream) biom- 
etric vectors. Assume that seeding provides some initial 
R( j )  with j = 1, …, 10. K-means clustering will find (in 
an iterative fashion) center “prototypes” Q(k) for the data 
stream (seen so far). Define the strangeness correspond-
ing to R( j ) using the cluster model (with R = {xj} stand-
ing for data stream and c standing for cluster center) and 
the Euclidean distance d(j) between R( j ) and Q(k) for j 
> = 10 and k = j – 9 as 

 R, j js c x x  

Define p-values as 

    
   

1 1, y , , , y ,

# : # :

i i i i

j i i j i

p

j s s j s s



 i     

x x

 
where sj is the strangeness measure for (xj, yj), j = 1, 
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2, …, I and θi is randomly chosen from [0, 1] at instance 
i. Define a family of martingale starting with Mε(0) = 1 
and continuing with Mε(j) indexed by ε in [0, 1] 

    1
1

M
j

i
i

j p
  




 

The martingale test 

 0 M j  
 

rejects the null hypothesis H0 “no change in the data str- 
eam” for H1 (“change detected in data stream”) when M 
( j ) > = λ with the value for λ (empirically chosen to be 
greater than 2) determined by the FAR one is willing to 
accept, i.e., 1/λ = FAR. An alternative (parametric) test, 
e.g., SPRT, will employ the likelihood ratio (LR) with B 
< LR < A and decide for H0 as soon as LR(j) < B, decide 
for the alternative H1 (“change”) when LR(j) > A, with 
B ≈ β (1 – α) and A ≈ (1 – β)/α using α for test signifi-
cance (“size”) and (1 – β) for test power. The changes 
(“spikes”) found can identify critical (transition) states, 
e.g., ageing, and model an appropriate Hidden Markov 
Model (HMM) for personal authentication and ID man-
agement. 
 
11. Conclusions 
 
This paper proposes a novel all encompassing method-
ology for robust biometric inference and prediction built 
around randomness and complexity concepts. The me- 
thodology proposed can be mapped to other types of in-
formation beyond the biometric modality discussed here. 
The theoretical framework advanced here for biometric 
information management is model-free and non-param- 
etric. It draws support from discriminative methods using 
likelihood ratios to link the Bayesian framework, statis-
tical learning theory (SLT), and Information Theory (IT) 
using transduction, semi-supervised learning, and mutual 
information between biometric signatures and/or tem-
plates and their labels. Several topics on biometric infer-
ence related to i) multi-level and multi-layer data fusion 
including quality and multi-modal biometrics; ii) cross- 
matching of capture devices, revision theory, and score 
normalization; iii) face selection and tracking; and iv) id- 
entity management and surveillance were addressed us- 
ing an integrated approach that includes transduction and 
boosting for ranking and sequential fusion/aggregation, 
respectively, on one side, and active learning and change 
/outlier/intrusion detection using information gain and 
martingale, respectively, on the other side. 

One venue for future research would expand the scope 
of biometric space regarding information contents and 
processes. Regarding the biometric space, Balas and Si- 
nha [34] have argued that “it may be useful to also emp- 
loy region-based strategies that can compare noncontig- 

uous image regions.” They further show that “under cer-
tain circumstances, comparisons [using dissociated dip- 
ole operators] between spatially disjoint image regions 
are, on average, more valuable for recognition than fea-
tures that measure local contrast.” This is consistent with 
the expectation that recognition-by-parts architectures 
[21] should learn [using boosting and transduction] “op-
timal” sets of regions’ comparisons for biometric authen-
tication across varying data capture conditions and con-
texts. The choices made on such combinations for both 
multi-level and multi-layer fusion amount to “rewiring” 
operators and processes. Rewiring corresponds to an ad- 
ditional processing and competitive biometric stage. As a 
result, the repertoire of information available to biomet-
ric inference will now range over local, global, and non- 
local (disjoint) data characteristics with an added tempo-
ral dimension. Ordinal rather than absolute codes are fe- 
asible in order to gain invariance to small changes in 
inter-region and temporal contrast. Disjoint and “rewi- 
red” patches of information contain more diagnostic inf- 
ormation and are expected to perform best for “expres-
sion”, self-occlusion, and varying image capture condit- 
ions. The multi-feature and rewired based biometric im-
age representations and processes together with exemp- 
lar-based biometric representations enable flexible ma- 
tching. The added temporal dimension is characteristic of 
video sequences and it should lead to enhanced biometric 
authentication and inference performance using set simi-
larity. Cross-matching biometric devices is yet another 
endeavor that could be approached using score normali-
zation, non-linear mappings, and revision theory (see 
Section 8). 

Another long-term and needed research venue should 
consider useful linkages between information theory, the 
Bayesian framework, and statistical learning theory to 
advance modes of reliable and robust reasoning and in-
ference with directed application to biometric inference. 
Such an endeavor will be built around the regularization 
framework using fidelity of representation, compressive 
sensing, constraints satisfaction and optimization subject 
to penalties, and margin for prediction. Biometric dicti- 
onaries are also needed for biometric processes to choose 
from for flexible exemplar-based representation, reason-
ing, and inference, and to synthesize large-scale datab- 
ases for biometric evaluations. The ultimate goal is to 
develop powerful and wide scope biometric language(s) 
and the corresponding biometric reasoning (“inference”) 
apparatus in a fashion similar to the way language and 
thought are available for human (“practical”) intelligence 
and inference [35]. 
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Abstract 
 
Power consumption and accuracy are main aspects to be taken into account in the movement executed by 
high performance robots. The first aspect is important from the economical point of view, while the second is 
requested to satisfy technical specifications. Aiming at increasing the robot performance, a strategy that 
maximizes the manipulator accuracy and minimizes the mechanical power consumption is considered in this 
work. The end-effector is constrained to follow a predefined path during the optimal task positioning. The 
proposed strategy defines a relation between mechanical power and manipulability as a key element of the 
manipulator analysis, establishing a performance index for a rigid body transformation. This transformation 
is used to compute the optimal task positioning through the optimization of a multicriteria objective function. 
Numerical simulations regarding a serial robot manipulator demonstrate the viability of the proposed meth-
odology. 
 
Keywords: Optimal Task Placement, Optimal Robot Path Planning, Multicriteria Optimization 

1. Introduction 
 
Minimization of production costs and maximization of 
productivity are some of the major objectives of indus-
trial automation. In this scenario, serial robot manipula-
tors have been proved to be very useful tools. 

Due to the augmenting use of serial robot manipula-
tors to perform a number of tasks in industry, require-
ments concerning higher precision, improved productiv-
ity, reduced costs, and better manufacturing quality be-
come very important. To effectively explore all the po-
tential of the robot, its path planning is a subject of major 
concern. 

There are several works in the literature dedicated to 
different approaches concerning this subject. Regarding 
the off-line path planning approach, in Saramago [1] a 
solution of moving a robot manipulator with minimum 
cost along a specified geometric path in the presence of 
moving obstacles is presented. The optimal traveling 
time and the minimum mechanical energy of the actua-
tors are considered together to form a multiobjective 
function to be minimized along the process. 

In Santos [2] a strategy to determine the trajectory for 
a defined movement taking into account the requirements 

of torque, velocity, operation time and robot positioning 
along the movement is proposed. The analysis is perfor- 
med as an off-line path planning through spline interpo-
lation techniques in the manipulator joint space. In the 
paper of Chiddarwar [3] an off-line path planning for 
coordinated manipulation is proposed. The swept sphere 
volume technique is used to model multiple robots and 
static obstacles. In Santos [4] the trajectory of two ma-
nipulators while manipulating a single object in a collab- 
orative task and the object placement are written as an 
optimization problem. End-effector positioning and 
torque requirements are considered together in an opti-
mal control formulation. Accuracy and energy consump-
tion are improved during the path planning. Also, the 
flexibility effects of manipulators working in a vertical 
workspace are taken into account, and joint limits are 
considered in a box-constrained objective function to ensure 
the movement feasibility at the optimal configuration. 

In von Stryk [5] an optimal control path-planning stra- 
tegy for which the dynamics of the robot and the total 
traveling time are considered as objectives to be optim- 
ized is proposed. In Santos [6] an optimal control strat-
egy that considers the presence of moving obstacles in 
the workspace is presented. 
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The problem of time-optimal control along a specified 
path has been investigated for several authors (Bobrow 
[7], Slotine [8]). In Constantinescu [9] a smooth timeo- 
ptimal strategy for serial robot manipulators is presented. 

The paper of Seraji [10] addressed a geometric appro- 
ach to determine the appropriate base location from wh- 
ich a robot can reach a target point. The work of Zeghl- 
oul [11] presented some kinematic performance criteria 
for the optimal placement of robots, and proposed a gen-
eral optimization method to determine the placement of 
manipulators automatically. 

In Feddema [12], an algorithm for determining the op-
timal placement of a robotic manipulator for minimum 
time coordinated motion is proposed. In Park [13] a stu- 
dy that characterizes a set of desired goal positions and a 
left-invariant distance metric parametrized by length sca- 
le is studied.  

The paper of Chirikjian [14] proposed several metrics 
to be used to generate interpolated sequences of motions 
of a solid body. In Martinez [15] an analysis regarding 
the metric of a rigid displacement obtained from the ki-
nematic mapping is presented and other metrics for the 
set of spatial and planar displacements are proposed. The 
work of Tabarah [16] proposed an optimization strategy 
for determining the optimal base for a given manipulator, 
and two cooperating manipulators, following a continuo- 
us path with constant velocity. They considered the con-
stant velocity as a constraint. A strategy for velocity min- 
imization is proposed by Zhang [17], based on a neural 
network solver. A kinematic planning scheme is refor-
mulated as a quadratic problem that is solved by using a 
real-time algorithm, and applied to a Puma 560 robotic 
arm. 

In Abdel-Malek [18] a strategy regarding the place-
ment of a robot manipulator aiming at reaching a speci-
fied set of target points is described. The placement of a 
serial manipulator in a given workspace is achieved by 
defining the position and orientation of the manipulator’s 
base with respect to a fixed reference frame. The strategy 
is based on characterizing the robot placement by ad-
justing a constrained cost function that represents the 
workspace to a set of target points.  

With the aim of increasing productivity in the path 
following, industrial robotic applications have been ad-
dressed in the literature by determining path-constrained 
time-optimal motions, by taking into account the torque 
limits of the actuators. In these formulations, the joint 
actuator torques are considered as controlled inputs and 
the open loop control schemes result in bang-bang or 
bang-singular-bang controls (Bobrow [7], Chen [19], 
Shiller [20]). The paper of Xidias [21] proposed the gen-
eralization of the task scheduling problem for articulated 
robots in a constrained 2D environment. An algorithm 

for the optimum collision-free movement is proposed. 
However, the increase of the speed may result (in 

some cases) in increasing the robot end-effector vibration 
or decreasing its accuracy. This is observed due to sev-
eral factors, such as the bang-bang nature of the control, 
joint flexibility, joint friction, gear arrangement, or even 
a combination of them. 

Vibration is not desired because it can both degrade 
the system performance and decrease the actuator life-
time. A related and negative effect of vibration is the 
poor accuracy of the system. 

The present contribution discusses an alternative way 
to improve the overall performance of serial robot ma-
nipulators. The use of manipulability and mechanical 
power related indexes to achieve the best task placement 
is proposed. 

As the basic idea of manipulability consists in de-
scribing directions in the task or joint space that maxi-
mizes the ratio between some measure of effort in joint 
space and a measure of performance in task space, the 
present contribution consists in the optimal positioning 
of the task to be performed, which results in the maxi-
mization of the robot manipulability and the minimiza-
tion of the required mechanical power. This will lead to 
accuracy maximization and power consumption minimi-
zation, since manipulability can be understood as an 
ability measurement (Fu [22]) and mechanical power is 
related to power consumption (Saramago [1]). 

In the present paper both kinematics and dynamics 
features are considered in the proposed task placement 
strategy. From the best of the authors’ knowledge, this 
problem was not previously addressed in the literature, 
despite its importance and applicability. 

The position of the end-effector is fixed according to a 
Cartesian reference system, and described as a sequence 
of sucessive positions. The optimization process applies 
a translational and rotational transformation matrix with 
respect to a given reference frame. As a result, an optim- 
al sequence of kinematical robot positions is determined. 

The outline of the paper is the following. In Section 2, 
a review about manipulability is presented. In Section 3, 
the mechanical power concept is discussed. A strategy to 
describe the task and its positioning in the design space 
is proposed in Section 4. Additionally in this section the 
design variables are defined. In Section 5 the multicrite-
ria programming formulation is presented. In Section 6, 
the optimization strategy is established and the numerical 
experiments are performed in Section 7. Finally, the con-
clusions are drawn in Section 8. 
 
2. Manipulability 
 
Some factors should be taken into account when the po- 
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sture of the manipulator in the workspace is determined 
for performing a given task during operation. An impor-
tant factor is the ease of arbitrarily changing the position 
and orientation of the end-effector at the tip of the ma-
nipulator. 

As an approach for evaluating quantitatively the abil-
ity of manipulators from the viewpoint of kinematics, the 
concepts of manipulability ellipsoid and manipulability 
measure (Yoshikawa [23]) are presented. 

Consider a manipulator with n degrees of freedom. 
The joint variables are denoted by an n-dimensional 
vector, q = [q1, q2, ..., qn ]T. An m-dimensional vector r = 
[r1, r2, ..., rm]T, (m ≤ n) describes the position and orien-
tation of the end-effector. 

The relation between the velocity vector v correspond- 
ing to r and the joint velocity q  is given by: 

qJ(q)v                    (1) 

where J(q) is the Jacobian matrix, computed from the 
kinematics description of the robot. 

The set of all end-effector velocities v that are realiz-
able by joint velocities such that the Euclidean norm of 
q  satisfies 1q  defines an ellipsoid in the m-dime- 
nsional Euclidean space. In the direction of the major axis 
of the ellipsoid, the end-effector can move at high speed, 
and in the direction of the minor axis, the end-effector 
can move only at low speed. Also, the larger the ellipsoid 
is, the faster the end-effector can move.  

Since this ellipsoid represents an ability of manipula-
tion, it is called the manipulability ellipsoid. 

The principal axes of the ellipsoid can be found by ma- 
king use of the singular-value decomposition of J(q).  

One of the representative measures for the ability of 
manipulation derived from the manipulability ellipsoid is 
the volume of the ellipsoid. Since this volume is proport- 
ional to the eigenvalues of the Jacobian, it can be seen as 
a representative measure. Therefore, the manipulability 
measure, f1, for the manipulator configuration, q, is de-
fined as 

)(J(q)J(q)Tf det1             (2) 

Generally f1 ≥ 0 holds, and f1 = 0 if and only if rank 
J(q) < m. 

There is a direct relation between singular configura-
tion and manipulability (through the Jacobian concept). 
According to this relationship, it can be shown that the 
larger the manipulability measure, the larger the ability 
of avoiding singular configurations. 
 
3. Mechanical Power 
 
The consideration of the dynamics behavior of a serial 
robot manipulator is of great importance for its path 
planning. This information allows a detailed analysis and 

consequently the development of a precise control speci-
fication. 

Many efficient schemes have been proposed to model 
the dynamics of rigid multibody mechanical systems (Ri- 
chard [24], Mata [25], Mata [26]). The dynamics model 
can be obtained explicitly through algebraically compu-
tation, or numerically through iterative computation. 

The techniques based on the Newton-Euler method sta- 
rts from the dynamics of all individual parts of the sys-
tem. They look at the instantaneous or infinitesimal as-
pects of the motion, using vector quantities such as Car-
tesian velocities and forces. 

Alternatively, the Euler-Lagrange based methods star- 
ts from the kinetic and potential energy of the entire sys-
tem, by considering the states of the system during a fi-
nite time interval. This approach works with scalar quan-
tities, namely the energies. 

Independently of the approach used, at the end of the 
process the generalized forces are determined: 

 g(q)q),qc(qM(q)          (3) 

where qq,   and q  are the joint position, velocity and 
acceleration, respectively. M(q) is the joint space mass 
matrix and q),qc(   is the vector of Coriolis and cen-
trifugal forces. Vector g(q) is the vector of gravitational 
forces and τ is the generalized force vector. 

The energy that is necessary to move the robot is an 
important design issue, because in real applications en-
ergy supply is limited and any energy reduction leads to 
smaller operational costs. Due to the relationship that 
exists between energy and force, the minimal energy can 
be estimated from the generalized force, )(ti , that is 
associated to each joint i at the time instant t0 ≥ t ≥ tf.  

In the present contribution, for a manipulator with n 
degrees of freedom, the interval between the initial time 
t0 and the final time tf is represented by a set of N points 
and the computation is numerically carried out through a 
recursive Newton-Euler formulation (Craig [27]). Then, 
the mechanical power is used for design purposes as de-
fined by: 

 



n

j

t

t
jj

f

dttqtf
1

2
2

0

)()(            (4) 

This expression is representative of the phenomenon 
under study because it considers both the kinematics and 
the dynamic aspects of the trajectory, simultaneously 
(Saramago [1]). 
 
4. Task Specification 
 
The task is specified as a set S of N Cartesian points (x, y, 
z) and the respective time step. Hence, 

    3
0, , , , , ,fS t x y z t t t x y z    .     (5) 
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In the case of non-redundant manipulators there exist a 
finite number of configurations that satisfies the end-eff- 
ector positioning specification. This path-following pro- 
blem is a highly constrained task, and the inverse kine-
matics problem will have four solutions or less. 

Considering the need of movement continuity together 
with a time-fixed specification at each step and a relative 
small step size, the point-to-point path planning strategy 
may fail due to the complexity of the constraints. 

Therefore, a task positioning optimization is proposed 
as an alternative to increase the robot performance with-
out changing the position of the task reference points 
with respect to each other. In other words, all the points 
will be moved simultaneously through a rigid body tran- 
sformation to find the best position from the point of 
view of the ability of the manipulator. 

To achieve this goal, the use of a homogeneous trans-
formation A is proposed, which in this case is defined as 


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









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

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δββ
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A
          (6) 

where β is a rotation angle in the z axis (given in rad) 
and δx , δy and δz  are translations along the reference 
axes (given in meters), respectively. If desired, it is pos-
sible to extend this formulation to consider the rotation 
with respect to the reference axes. 

The physical meaning of considering a rotation angle 
with respect to x or y is that the robot’s base plane will 
not be parallel to the ground’s reference plane. In other 
words, the robot’s z axis (its height) is not normal to the 
ground’s reference plane (xy plane). As positioning two 
planes according to a precise angle may not be possible 
in a number of practical situations (even when it is pos-
sible, it is not an easy procedure to be done, in general 
terms), the rotation along the z axis only is considered, 
maintaining the robot’s base plane parallel to the task’s 
base plane. 

After defining the set S that describes the task, the inv- 
erse kinematics with respect to each Cartesian point is 
computed. 

The inverse kinematics computation can be achieved 
algebraically, by considering the analytical model of the 
manipulator and its geometry, or numerically. With the 
aim of presenting a general procedure, in the present co- 
ntribution the inverse kinematics problem is solved nu-
merically through an inverse problem formulation. This 
approach results an efficient and general procedure that 
works satisfactorily for manipulators exhibiting arbitrary 
complexity (Santos [28]). 

The obtained path planning presents an end-effector 
positioning error, while the robot executes the path. The 

interest is focused on errors due to task positioning, as 
the inverse kinematics can generally be solved with a 
sufficient precision. 

Once the objective is specified, it is necessary to de-
fine the optimization domain, i.e., the design space. As 
the design variables are defined in a theoretical space 
(defining a rigid body transformation) and the position-
ing constraints are defined in the Cartesian space (the 
workspace), a constraint parameter is included in the 
formulation. 

Defining the theoretical positioning error at each point 
as 
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where Pbase, Pend and nT0  are the robot base point, the 
end-effector point, and the kinematics representation of 
the manipulator, respectively. The penalty parameter us- 
ed as a constraint in the following optimization formula-
tion is given by 





N

i
iE errors

1

               (8) 

and represents the sum of all end-effector positioning er- 
rors during the movement. 

Equation (7) means that the end-effector error is con-
sidered null when the accuracy is better than the one sp- 
ecified by ε (given in meters). Otherwise, this error cor-
responds to the distance from the end-effector specified 
position to the position obtained from the direct kine-
matics calculation.  

In some robotic implementations it is necessary to pl- 
an the layout of the workspace, i.e., it is required to loca- 
te the robot base in such a way that dexterity is maxim- 
ized at (or around) given targets. It is worth mentioning 
that such cases are also covered by the present formula-
tion. Since the optimal design ((β, δx, δy, δz) in Equation 
(6)) means a coordinate transformation of the end-effec- 
tor path regarding the fixed robot base, it is also possible 
to adjust the location of the robot base regarding the fix- 
ed end-effector reference through the relation (-β, -δx, -δy, 
-δz). 
 
5. Multicriteria Programming 
 
In problems with multiple criteria, one deals with a des- 
ign variable vector x, which satisfies all constraints and 
makes the scalar performance index that is calculated 
from the m components of an objective function vector 
f(x) as small as possible. This goal can be achieved by 
the vector optimization problem: 

0}g(x)0,h(x)|{f(x) 
Ωx

min        (9) 
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where Ω n  is the function domain (the design sp- 
ace). 

An important feature of such multiple criteria optimi-
zation problem is that the optimizer has to deal with ob-
jective conflicts (Eschenauer [29]). Other authors discuss 
the same topic by defining compromise programming, be- 
cause there is no unique solution to the problem (Van-
derplaats [30]). 
 
5.1. The Proposed Formulation 
 
To consider together the manipulability and the total me- 
chanical power, the following scalar objective function is 
proposed 

10    ,)1(
0

2

2

1

0
1

3  k
f

f
k

f

f
kf     (10) 

where f1 and f2 are given by Equations (2) and (4), resp- 
ectively. The reference values 0

1f
 and 0

2f  are obtained 
from the computation of the manipulability and mechan- 
ical power sum at the initial task positioning. Therefore, 
in the ideal case the objective function value is lower 
than 2, where 11

0
1 ff  (the manipulability was incre- 

ased) and 10
22 ff  (the mechanical power was decr- 

eased).  
The specification of a reference value to both the ma-

nipulability measure and the mechanical power are of 
paramount importance in the construction of the multic-
riteria objective function. 

The inverse kinematics error is included in the prob-
lem as an equality constraint in the optimization formu-
lation, through the expression sE = 0 (Equation (8)). 

It should be pointed out that the proposed formulation 
is able to handle the case in which the task is outside the 
robot workspace. This configuration reflects in the inve- 
rse kinematics error, which is taken into account as a co- 
nstraint (Equation (8)) of the optimization formulation. 

Additionally, initial and final velocity specifications 
are considered as 

.,...1   ,0)( 0 njtq j                (11) 

.,...1   ,0)( njtq fj               (12) 

for each joint j in the initial and final times t0 and tf, re-
spectively. To represent a rest-to-rest motion, zero initial 
and final velocities are considered above. 
 
6. Optimization Strategy 
 
An important feature of the proposed analysis is the com- 
putation of highly nonlinear equations. Despite the good 
performance of classical nonlinear programming techni- 
ques, the global optimal design is hardly reached due to 
the existence of local minima in the design space. 

With the aim of improving the robustness of the opti-
mization process, the use of a global methodology is con- 
sidered. The tunneling algorithm (Levy [31,32]) is a heu-
ristic methodology designed to find the global minimum 
of a function. It is composed of a sequence of cycles, 
each cycle consists of two phases: a minimization phase 
having the purpose of lowering the current function val- 
ue, and a tunneling phase that is devoted to finding a new 
initial point (other than the last minimum found) for the 
next minimization phase. This algorithm was first intro-
duced by Levy [31], and the name derives from its gra- 
phic interpretation. 

In summary, the computation evolves according to the 
following phases: 

a) Minimization phase: Given an initial point q0, the 
optimization procedure computes a local minimum q* of 
f(q). At the end, it is considered that a local minimum is 
found. 

b) Tunneling phase: Given q* found above, since it is 
a local minimum, there exists at least one q0 , such 
that 

   0 0,f f   q q q q           (13) 

In other words, there exists q0  Z = {q    Ω – {q*} 
| f(q) ≤ f(q*) }. To move from q* to q0 along the tunn- 
eling phase, it is defined a new initial point q = q* + δ, q 
  Ω that is used in the auxiliary function 

)]()[(

)()(
)(

**

*

qqqq

qq
q





T

ff
F         (14) 

which has a pole in q* , for a sufficient large value of η 
By computing both phases iteratively, the sequence of 
local minima may lead to the desired global minimum.. 

Different values for η are suggested for being used in 
Equation (14) to avoid undesirable points and prevent the 
search algorithm to fail (Levy [31,32]). In the present ca- 
se the stop criterion is five consecutive iterations without 
further improvement in the minimal objective value. 

The minimization phase is performed by using a cons- 
trained formulation, where the objective function is giv- 
en by Equation (10) and the constraint function is defin- 
ed by Equation (8). The velocity specification (Equations 
(11) and (12)) is achieved through the determination of a 
suitable interpolation polynomial function using the joint 
position coordinates. 

In Equation (14), during the tunneling phase, only the 
unconstrained formulation given by Equation (10) is con- 
sidered. This unconstrained nonlinear programming prob- 
lem is solved by using the BFGS variable metric method 
(Luenberger [33], Vanderplaats [30]). The constrained 
formulation of the minimization phase (Equations (10), 
(11) and (12)) is solved by using the modified method of 
the feasible directions (Vanderplaats [34]).  

The algorithms are implemented in FORTRAN by us-
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ing the optimization library DOT (Vanderplaats [35]). 
 
7. Numerical Simulations 
 
The numerical simulations performed to illustrate the pr- 
esented methodology use two robot models, namely the 
Scara and the Puma 560 robot manipulators. These two 
types of serial robot manipulators are classical configu-
rations in the field. The case studies have been proposed 
due to their complexity as compared to those normally 
found in the literature. The following results considers 
only optimal profiles whose sum of the end-effector error 
is zero (Equation (8)), given ε = 0.001 m (Equation (7)). 
This means that the inverse kinematics solution is found 
for all positions with the required precision. Different 
tolerance values may result from different optimal pro-
files. 

As different values for the weighting factor k lead to 
different optimization problems (Equation (10)), the val- 
ue of the global minimum is normalized according to the 
following equation 

0
2

2

1

0
1

4 f

f

f

f
f                (15) 

This performance index enables comparing the impro- 
vement of each objective without the weighting effect, 
and is used in the subsequent analysis. 

In summary, the global optimization for each weight-
ing factor (k = 0, 0.1, 0.2, 0.3, ..., 1) is performed acco- 
rding to Equation (10) and the comparison among the 
optimal designs obtained is performed by using Equation 
(15). Thus, eleven global optimizations for each task ha- 
ve been carried out. The maximum inverse kinematics 
error was defined as being lower than ε = 0.001 m in 
Equation (7). 

A Scara manipulator was used in the first and second 
numerical experiments. The third numerical experiment 
refers to a Puma 560 manipulator. By considering the ab- 
ility of describing a complex path, the data for a set of 
Cartesian specification points (Equation (5)) is determ- 
ined through a cubic spline interpolation of the paramet-
ric coordinates of the desired path. Therefore, all the val- 
ues are obtained from a suited set of Cartesian points.  

The path for each experiment is arbitrarily defined with 
the aim of exploring the efficiency of the methodology in 
performing a complex task. All the obtained results con-
sider only configurations for which inverse kinematics er- 
rors are lower than ε, i.e., sE = 0 (Equation (8)). 

Each value k in Equation (10) defines a new optimiza-
tion problem. To compare the values given by different 
optimization formulations, the normalization of the resu- 
lts, despite the weighting factor, is taken into account as 
established by f4 (Equation (15)). 

7.1. First Experiment 
 
In this experiment, a subset of 7 reference points is de-
fined: (0, 0.4, 0, –0.3), (1, 0.4, –0.1, –0.3), (2, 0.2, –0.1, 
–0.3), (3, 0.2, –0.2, –0.3), (4, 0.4, –0.25, –0.3), (5, 0.4, 
–0.2, –0.3) and (6, 0.2, –0.25, –0.3). Comparing these 
values with Equation (5), the initial task is inside a recta- 
ngle defined by 0.2 ≤ x ≤ 0.4, –0.3 ≤ y ≤ –0.1 and z = 
–0.3. The corresponding traveling time is defined by 0 ≤ 
t ≤ 6. These data are computed by interpolating cubic 
splines for t, x, y and z, respectively. The interpolated 
data encompass a set of N = 27 points (Equation (5)) that 
describes the path-following problem, as presented in 
Figure 1. 

At the original position, the values of the design vari-
ables are: β= 0 rad, δx = 0 m, δy = 0 m, and δz = 0 m. 
These values are used as an initial guess for the optimi-
zation process (Equation (10)). 

The global minimum values obtained are presented in 
Figure 2. 

The optimal values of manipulability and mechanical 
power indexes demonstrate that there is no clear depend- 
ence between the variables. Good results are provided for 
k = 0.2, 0.5, 0.6, and 0.9. 

 
 

z (m)

y (m) x (m) 

0

0

0 

0.5

0.5

0.5

-0.5

-0.5
-0.5 

 
 

 

y (m) 

x (m)

00.5 -0.5 

0.5

0 

-0.5

1 

 

Figure 1. The proposed path-following problem from two di- 
fferent perspectives. 
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Details about the minimal performance index, k = 0.9, 
are presented in Table 1. The overall performance was 
improved 28%, while the minimal manipulability and the 
mechanical power were improved 62% and 18%, respec-
tively. 

Some of the values provided by other weighting fac-
tors may result in further improvement of the manipulab- 
ility or mechanical power, separately. However, the pre-
sent configuration is a global minimum of the perform-
ance index f4. 

The improvement obtained during the tunneling proc-

ess is shown in Figure 3. 
After the 6th iteration of the tunneling process, no fur- 

ther improvement was achieved during the next five co- 
nsecutive iterations. This behavior defines the stop crite-
ria for the global optimization search. The above result 
highlights the good performance of the method, as satis-
factory results are obtained after a small number of itera-
tions. 

Figure 4 shows the robot performing the path follow-
ing task and Figure 5 presents the robot optimal posi-
tioning, according to the optimal design variable values  
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Figure 3. Performance index along the tunneling iterations 
(for k = 0.9). 

Figure 2. Optimal values obtained by using different weight- 
ing factors. 
 

Table 1. Initial and optimal parameter values (for k = 0.9). 

Parameter Initial value Optimal value 

Minimal manipulability f1 0.067 0.108 

Mechanical power f2 (Watts) 6.451 5.261 

Performance index f4 2.000 1.436 

Design variables (, x, y, z) (0, 0, 0, 0) (0.107, -0.013, -0.227, 0.055) 
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Figure 4. Robot performing the path following task. 
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given in Table 1. 

The joint coordinates at each time step are obtained 
from inverse kinematics computation. Once the task is 
considered as a set of consecutive Cartesian points with 
continuous transition between them, the corresponding 
joint coordinates presents a smooth behavior. Figure 6 
shows the initial and optimal joint coordinates of the first 
three links and the corresponding manipulability index. 

Once the inverse kinematics is iteratively computed for 
each end-effector positioning, it is possible to include the 
obstacle avoidance feature in the above strategy. The 
corresponding procedure for the inverse kinematics com- 
putation is addressed in Santos [28], for example. 
 
7.2. Second Experiment 
 
In this experiment a subset of 8 reference points is de-
fined: (0, 0.2, 0, –0.3), (1, 0.4, –0.1, –0.3), (2, 0.4, –0.05, 
–0.3), (3, 0.2, –0.1, –0.3), (4, 0.25, –0.15, –0.3), (5, 0.3, 
–0.17, –0.3), (6, 0.27, –0.13, –0.3) and (7, 0.26, –0.2, 
–0.3). By comparing these values with Equation (10), the 
initial task is inside a rectangle defined by 0.2 ≤ x ≤ 0.4, 
–0.2 ≤ y ≤ 0 and z = –0.3. The corresponding traveling 
time is defined by 0 ≤ t ≤ 7. These data are computed by 
interpolating cubic splines for t, x, y and z, respectively. 
The interpolated data encompass a set of N = 54 points 
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Figure 5. Proposed (---) and optimal (––) paths from two 
different perspectives. 

(Equation (5)) that describes the path-following problem, 
as presented in Figure 7. 
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Figure 6. Joint coordinates and the corresponding manipu-
lability index (Scara manipulator). 
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Figure 7. The proposed path-following problem from two 
different perspectives. 
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At the original position, the values of the design vari-
ables are: β = 0 rad, δx = 0 m, δy = 0 m, and δz = 0 m. 
These values are used as an initial guess for the optimiz- 
ation process (Equation (10)). Global optimizations were 
performed for eleven different values of the weighting 
factor k, (k = 0, 0.1, 0.2, ..., 1) (see Equation (10)).  

The minimum values obtained by the optimization pr- 
ocess are presented in Figure 8. 

In this experiment good results are provided by k = 0.3, 
0.4, and 0.7. Details about the minimal performance in-
dex, k = 0.7, are presented in Table 2. The overall perf- 
ormance was improved 17%, while the minimal manipu-
lability and the mechanical power were improved 46% 
and 3%, respectively. 

Eventually, the values provided by other weighting fa- 
ctors may result in further improvement either of the ma- 
nipulability or the mechanical power, separately. Howev- 
er, the above configuration is a global minimum of the 
performance index f4. 

The design improvement achieved by the tunneling 
process is shown in Figure 9. 

After iteration 18 of the tunneling process, no further 
improvement was achieved for five consecutive iterati- 
ons, defining the stop criterion of the global optimization 
search. 

Figure 10 shows the robot performing the path-foll- 
owing task and Figure 11 presents the optimal position-
ing, according to the optimal design values presented in  
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Figure 8. Optimal values obtained by using different weight- 
ing factors. 

 

Figure 9. Performance index along the tunneling iterations 
(for k = 0.7). 

Table 2. Initial and optimal parameter values (for k = 0.7). 

Parameter Initial value Optimal value 

Minimal manipulability f1 0.065 0.095 

Mechanical power f2 (Watts) 5.989 5.773 

Performance index f4 2.000 1.650 

Design variables (, x, y, z) (0, 0, 0, 0) (0.044, 0.084, -0.116, 0.066) 
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Figure 10. Robot performing the path-following task. 
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Table 2. 

The joint coordinates at each time step are obtained by 
inverse kinematics computation. As the discrete set of po- 
ints defining the task (Equation (5)) is supposed to des- 
cribe a continuous path, the transition between joint co-
ordinates is computed through cubic spline interpolation. 
Figure 12 shows the initial and optimal joint coordinates 
for the first three links and the corresponding manipula-
bility index. 

For the examples presented above, the task was defi- 
ned as being parallel to the xy plane, i.e., the path is par-
allel to the ground. 
 
7.3. Third Experiment 
 
In this experiment, a subset of 7 reference points is de-
fined: (0, 0.4, 0.1, 0), (1, 0.4, 0, 0), (2, 0.4, 0, –0.4), (3, 
0.4, –0.3, –0.4), (4, 0.4, –0.4, 0), (5, 0.4, –0.3, 0), and (6, 
0.4, –0.4, –0.4). By comparing these values with Equati- 
on (5), the initial task is inside a rectangle defined by x = 
0.4, –0.4 ≤ y ≤ 0.1, and –0.4 ≤ z ≤ 0. The corresponding 
traveling time is defined by 0 ≤ t ≤ 6. These data are 
computed by interpolating cubic splines for t, x, y and z, 
respectively. The interpolated data encompass a set of N 
= 54 points (Equation (5)) that describe the path-follo- 
wing problem, as presented in Figure 13. 
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Figure 11. Proposed (---) and optimal (––) paths from two 
different perspectives. 
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Figure 12. Joint coordinates and the corresponding manip- 
ulability index (Scara manipulator). 
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Figure 13. The proposed path-following problem from two 
different perspectives. 
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At the original position, the values of the design vari-
ables are: β = 0 rad, δx = 0 m, δy = 0 m, and δz = 0 m. 
These values are used as an initial guess for the optimi-
zation process (Equation (10)). 

The optimal values of both the manipulability and the 
mechanical power indexes demonstrate that there is no 
significant difference among most of the results prese- 
nted. The best values are provided by k = 0.4 and 0.5. 

Details about the minimal performance index, k = 0.5, 
are presented in Table 3. The overall performance was 
improved 40%, while the minimal manipulability and the 
mechanical power were improved 64% and 41%, respec-
tively. 

Some of the values obtained by using other weighting 
factors may result in further improvement of either the 

manipulability or the mechanical power, separately. Ho- 
wever, the above configuration is a global minimum of 
the performance index f4. 

The performance provided by the tunneling process is 
shown in Figure 14. 

After the 5th iteration of the Tunneling process, no fu- 
rther improvement was achieved for the next five cones- 
cutive iterations. This behavior defines the stop criteria 
for the global optimization search. In this case, it is poss- 
ible to see that good results are obtained in a few itera-
tions. 

Figure 15 shows the robot performing the path follo- 
wing task and Figure 16 presents the optimal positioning, 
according to the optimal design variable values given in 
Table 3. 

Table 3. Initial and optimal parameter values (for k = 0.5). 

Parameter Initial value Optimal value 

Minimal manipulability f1 0.053 0.087 

Mechanical power f2 (Watts) 1461.114 862.289 

Performance index f4 2.000 1.202 

Design variables (, x, y, z) (0, 0, 0, 0) (0.391, 0.101, 0.169, 0.418) 

 

 

Figure 14. Performance index along the tunneling iterations (for k = 0.5). 
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Figure 15. Robot performing the path-following task. 
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Figure 16. Proposed (---) and optimal (––) paths from two different perspectives. 
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Figure 17. Joint coordinates and the corresponding manipulability index (Puma 560 manipulator). 

 
The joint coordinates at each time step are obtained by 

inverse kinematics computation. As the task is conside- 
red as a set of consecutive Cartesian points with contin- 
uous transition, the corresponding joint coordinates pre-
sents a smooth behavior. Figure 17 shows the initial and 
optimal joint coordinates for the first three links and the 
corresponding manipulability index. 

The previous example considered a task initially defi- 
ned as being parallel to the xz plane, i.e., the path is par-
allel to a vertical plane. It can be noticed that the optimal 
design corresponds to rotating the task about 0.391 rad 
anticlockwise with respect to the reference frame. 
 
8. Conclusions 
 
In this work the path-following problem of robot manip- 
ulators was addressed. An approach to increase the ma-
nipulability while decreasing dynamics requirements was 
proposed by using optimization techniques. 

The concept of manipulability was revisited. The basic 
idea behind manipulability analysis consists in describ-
ing directions either in the task space or the joint space 
that optimize the ratio between a measure of effort in the 
joint space and a measure of performance in the task sp- 
ace. In this work a classical formulation to describe the 

relation between the two spaces (task and joint spaces) 
was considered. 

Since the end-effector presents various performances 
due to a number of factors (control specification, joint f l - 
exibility, joint friction, etc.), a general methodology to 
reduce high torques and to increase manipulability was 
proposed. The corresponding equation considers the ov- 
erall performance of the entire manipulator, as the det- 
erminant of the Jacobian is proportional to the product of 
its singular values, and the mechanical power index is 
obtained by a sum involving all the joints. The method-
ology also includes the manipulator positioning error 
analysis, through the definition of constraint functions in 
the optimization model. 

The serial manipulator usually performs differently in 
different zones of the workspace. Considering also the 
cases for which different joint velocity and torque pro-
files may result different performance levels, a better po- 
sition into the workspace (in the sense that the perform-
ance indexes are optimized) for performing a specified 
task was determined.  

The optimization problem was based in a global sea- 
rch heuristic, improving the robustness of the process 
with respect to the initial guess.  

Numerical experiments showed that the task repositi- 
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oning successfully increases the manipulability and red- 
uces the total mechanical power, simultaneously. As ch- 
anges in the task positioning may result different associ-
ated manipulability indexes and different joint velocity 
and torque profiles, the methodology searches for an op- 
timal way of using the robot possibilities (as described 
by the performance indexes) by finding an optimal posi-
tion into the workspace to perform the task. 

In some practical cases, the manipulated objects can-
not be displaced because of physical constraints such as 
weight or geometry. Even in such cases the proposed 
strategy is suitable to be applied by changing the position 
of the manipulator itself. The corresponding changes in 
the robot’s base are given by the optimal profile by using 
the opposite sign of the optimal values, i.e., (-β, -δx, -δy, 
-δz). It is also possible to adjust the analysis to consider 
different objectives, as the total torque instead of the me- 
chanical power, for example. The steps to be followed 
remain the same. 

In summary, the main contributions of this paper are 
the simultaneous analysis of both the required mechani-
cal power and the manipulability (dynamics and kinem- 
atics aspects), together with a global deterministic heuri- 
stic to achieve the optimal task placement. 

As the proposed methodology is suitable for serial 
manipulators of arbitrary complexity, the authors believe 
that the present methodology represents a contribution 
concerning general optimal robot path planning and de-
sign. 
 
9. Acknowledgements 
 
The authors are thankful to the agencies FAPEMIG and 
CNPq (INCT-EIE) for partially funding this work. 
 
10. References 
 
[1] S. F. P. Saramago and V. Steffen Jr., “Optimization of the 

Trajectory Planning of Robot Manipulators Taking 
Into-Account the Dynamics of the System,” Mechanism 
and Machine Theory, Vol. 33, 1998, pp. 883-894. 

[2] R. R. D. Santos, V. Steffen Jr. and S. F. P. Saramago, 
“Robot Path Planning: Avoiding Obstacles,” In: 18th In-
ternational Congress of Mechanical Engineering, Ouro 
Preto-MG, Brazil, 2005. 

[3] S. S. Chiddarwar and N. R. Babu, “Offline Decoupled 
Path Planning Approach for Effective Coordination of 
Multiple Robots,” Robotica, Vol. 28, No. 4, 2010, pp. 477- 
491. 

[4] R. R. D. Santos, V. Steffen Jr. and S. F. P. Saramago, 
“Optimal Path Planning and Task Adjustment for Coop-
erative Flexible Manipulators,” ABCM Symposium Series 
in Mechatronics, Associação Brasileira de Engenharia e 
Ciências Mecânicas, ABCM, Vol. 3, 2008, pp. 236-245. 

[5] O. Von Stryk and M. Schlemmer, “Optimal Control of 
the Industrial Robot Manutec r3,” Computational Opti-
mal Control, International Series of Numerical Mathe-
matics, Vol. 115, 1994, pp. 367-382. 

[6] R. R. D. Santos, V. Steffen Jr. and S. F. P. Saramago, 
“Robot Path Planning in a Constrained Workspace by 
Using Optimal Control Techniques,” In: III European 
Conference on Computational Mechanics, Lisbon, Por-
tugal, 2006, pp. 159-177. 

[7] J. E. Bobrow, S. Dubowsky and J. S. Gibson, 
“Time-Optimal Control of Robotic Manipulators along 
Specified Paths,” The Intemational Journal of Robotics 
Research, Vol. 4, 1995, pp. 3-17. 

[8] J. E. Slotine and H. S. Yang, “Improving the Efficiency 
of Time-Optimal Path-Following,” IEEE Transaction on 
Robotics and Automation, Vol. 5, No. 1, 1989, pp. 118- 
124. 

[9] D. Constantinescu and E. A. Croft, “Smooth and Time- 
Optimal Trajectory Planning for Industrial Manipulators 
along Specified Paths,” Journal of Robotic Systems, Vol. 
17, 2000, pp. 233-249. 

[10] H. Seraji, “Reachability Analysis for Base Placement in 
Mobile Manipulator,” Journal of Robotic Systems, Vol. 
12, 1995, pp. 29-43. 

[11] S. Zeghloul and J. A. Pamanes, “Multi-Criteria Optimal 
Placement of Robots in Constrained Environments,” Ro-
botica, Vol. 11, No. 2, 1993, pp. 105-110. 

[12] J. T. Feddema, “Kinematically Optimal Robot Placement 
for Minimum Time Coordinated Motion,” Proceedings of 
the IEEE International Conference of Robotics and 
Automation, Minneapolis, 1996, pp. 3395-3400. 

[13] F. C. Park, “Distance Metrics on the Rigid-Body Motions 
with Applications to Mechanicsm Design,” ASME Jour-
nal of Mechanical Design, Vol. 117, 1995, pp. 48-54. 

[14] G. S. Chirikjian and S. Zhou, “Metrics on Motion and 
Deformation of Solid Models,” ASME Journal of Me-
chanical Design, Vol. 120, 1998, pp. 252-261. 

[15] J. M. R. Martinez and J. Duffy, “On the Metrics of Rigid 
Body Displacement for Infinite and Finite Bodies,” 
ASME Journal of Mechanical Design, Vol. 117, No. 1, 
1995, pp. 41-47. 

[16] B. Tabarah, B. Benhabib, R. Fenton and R. Cohen, “Cy-
cle-Time Optimization for Single-Arm and Two-Arm 
Robots Performing Continuous Path Operation,” 21st Bi-
ennial Mechanisms Conference, Chicago IL, 1990, pp. 
401-406. 

[17] Y. Zhang, and K. Li, “Bi-Criteria Velocity Minimization 
of Robot Manipulators Using LVI-Based Primal-Dual 
Neural Network and Illustrated Via PUMA560 Robot 
Arm,” Robotica, Vol. 28, No. 4, 2010, pp. 525-537. 

[18] K. Abdel-Malek and W. Yu, “On the Placement of Serial 
Manipulator,” Proceedings of DETC00 2000 ASME De-
sign Engineering Technical Conferences, Baltimore, MD, 
2000, pp. 1-8. 

[19] Y. Chen and A. A. Desrochers, “Structure of Mini-
mum-Time Control Law for Robotic Manipulators with 
Constrained Paths,” IEEE International Conference on 

Copyright © 2010 SciRes.                                                                                  IIM 



R. R. D. SANTOS  et  al. 
 

Copyright © 2010 SciRes.                                                                                  IIM 

525

Robot and Automat, Scottsdale, Az, USA, 1989, pp. 971- 
976. 

[20] Z. Shiller and H. H. Lu, “Computation of Path Con-
strained Time Optimal Motions with Dynamic Singulari-
ties,” ASME Journal of Dynamic Systems, Measurement, 
and Control, Vol. 114, 1992, pp. 34-40. 

[21] E. K. Xidias, P. T. Zacharia and N. A. Aspragathos, 
“Time-Optimal Task Scheduling for Articulated Manipu-
lators in Environments Cluttered with Obstacles,” Ro-
botica, Vol. 28, No. 3, 2010, pp. 427-440. 

[22] K. S. Fu, R. C. Gonzales and C. S. G. Lee, “Robo-Tics: 
Control, Sensing, Vision and Intelligence,” McGraw-Hill, 
New York, 1987.  

[23] T. Yoshikawa, “Manipulability of Robot Mechanisms,” 
The International Jouranl Robotics Research, Vol. 4, 
1985, pp. 3-9. 

[24] M. J. Richard and C. M. Gosselin, “A Survey of Simula-
tion Programs for the Analysis of Mechanical Systems,” 
Mathematics and Computers in Simulation, Vol. 35, No. 
2, 1993, pp. 103-121. 

[25] V. Mata, F. Benimeli, N. Farhat and A. Valera, “Dynamic 
Parameter Identification in Industrial Robots Considering 
Physical Feasibility,” Journal of Advanced Robotics, Vol. 
19, No. 1, pp. 101-120. 

[26] V. Mata, S. Provenzano, F. Valero and J. I. Cuadrado, 
“Serial Robot Dynamics Algorithms for Moderately 
Large Numbers of Joints,” Mechanism and Machine 
Theory, Vol. 37, No. 8, pp. 739-755. 

[27] J. J. Craig, “Introduction to Robotics: Mechanics & 
Control,” 2nd Edition, Reading, MA: Addison-Wesley, 

1989. 

[28] R. R. D. Santos, V. Steffen Jr. and S. F. P. Saramago, 
“Solving the Inverse Kinematics Problem through Per-
formance Index Optimization,” In: XXVI Iberian 
Latin-American Congress on Computational Methods in 
Engineering, Guarapari-ES, 1985. 

[29] H. Eschenauer, J. Koski and A. Osyczka, “Multicriteria 
Design Optimization,” Springer-Verlag, Berlin, 1990 

[30] G. N. Vanderplaats, “Numerical Optimization Tec- 
hniques for Engineering Design,” 3rd Edition, VR & D 
Inc., 2001. 

[31] A. V. Levy and S. Gomez, “The Tunneling Method Ap-
plied to Global Optimization. Numerical Optimization,” 
(Ed. P. T. Boggs) R. H. Byrd and R. B. Schnabel, Eds., 
Society for Industrial and Applied Mathematics, 1985, pp. 
213-244.  

[32] A. V. Levy and A. Montalvo, “The Tunneling Algorithm 
for the Global Minimization of Functions,” The SIAM 
Journal on Scientific and Statistical Computing, Vol. 6, 
No. 1, 1985, pp. 15-29. 

[33] D. G. Luenberger, “Linear and Nonlinear Programming,” 
2nd Edition, Addison-Wesley, USA, 1984. 

[34] G. N. Vanderplaats, “An Efficient Feasible Direction 
Algorithm for Design Synthesis,” American Institute of 
Aeronautics and Astronautics Journal, Vol. 22, No. 11, 
1984, pp. 1633-1640. 

[35] G. N. Vanderplaats, “DOT-Design Optimization Tools 
Program,” Vanderplaats Research & Development, Inc., 
Colorado Springs, 1995. 

 
 
 
 
 
 
 
 
 
 
 
 
 



Intelligent Information Management, 2010, 2, 526-551 
doi:10.4236/iim.2010.29062 Published Online September 2010 (http://www.SciRP.org/journal/iim) 

Copyright © 2010 SciRes.                                                                                  IIM 

Filters and Ultrafilters as Approximate Solutions in the 
Attainability Problems with Constraints of Asymptotic 

Character 

Alexander Chentsov 
Institute of Mathematics and Mechanics UrB RAS 

E-mail: chentsov@imm.uran.ru 
Received April 1, 2010; revised June 2, 2010; accepted July 15, 2010 

Abstract 
 
Abstract problems about attainability in topological spaces are considered. Some nonsequential version of 
the Warga approximate solutions is investigated: we use filters and ultrafilters of measurable spaces. Attrac- 
tion sets are constructed. AMS (MOS) subject classification. 46A, 49 K 40. 
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1. Introduction 
 
This investigation is devoted to questions connected with 
attainability under constraints; these constraints can be 
perturbed. Under these perturbations, jumps of the attai- 
ned quality can arise. If perturbation is reduced to a wea- 
kening of the initial standard constraints, then we obtain 
some payoff in a result. Therefore, behavior limiting with 
respect to the validity of constraints can be very interest- 
ing. But, the investigation of possibilities of the above- 
mentioned behavior is difficult. The corresponding “stra- 
ight” methods are connected with constructions of asym- 
ptotic analysis. Very fruitful approach is connected with 
the extension of the corresponding problem. For example, 
in theory of control can be used different variants of gen- 
eralized controls formalizable in the corresponding class 
of measures very often. In this connection, we note the 
known investigations of J. Warga (see [1]). We recall the 
notions of precise, generalized, and approximate contr- 
ols (see [1]). In connection with this approach, we recall 
the investigations of R.V. Gamkrelidze [2]. For problems 
of impulse control, we note the original approach of N.N. 
Krasovskii (see [3]) connected with the employment of 
distributions. If is useful to recall some asymptotic const- 
ructions in mathematical programming (see [4,5]). We 
note remarks in [4,5] connected with the possible emplo- 
yment of nonsequential approximate (in the Warga ter- 
minology) solutions-nets. 

The above-mentioned (and many other) investigations 
concern extremal problems. But, very important analogs 

are known for different quality problems. We recall the 
fundamental theorem about an alternative in differential 
games established by N.N. Krasovskii and A.I. Subbotin 
[6]. In the corresponding constructions, elements of exte- 
nsions are used very active. Moreover, approximate moti- 
ons were used. The concrete connection of generalized 
and approximate elements of the corresponding construc- 
tions was realized by the rule of the extremal displace- 
ment of N.N. Krasovskii. 

In general, the problem of the combination of general- 
ized and approximate elements in problems with constr- 
aints is very important. Namely, generalized elements (in 
particular, generalized controls) can be used for the rep- 
resentation of objects arising by the limit passage in the 
class of approximate elements (approximate solutions). 
These limit objects can be consider as attraction elements. 
Very often these elements suppose a sequential realize- 
tion (see [1]). But, in other cases, attraction ele- ments 
should be defined by more general procedures. 

So, we can consider variants of generalized represent- 
tation of asymptotic objects. This approach is developed 
by J. Warga in theory of control. 

Similar problems can arise in distinct sections of mat- 
hematics. For example, adherent points of the filter base 
in topological space can be considered as attraction ele- 
ments. Of course, here nonsequential variants of the limit 
passage are required very often. 

In the following, the attainability problem with cons- 
traints of asymptotic character is considered. 

Fix two nonempty sets  and H, and an operator h E
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}

from  into H. Elements of  are considered as so-
lutions (sometimes controls) and elements of H play the 
role of estimates. We consider h as the aim mapping. If 
we have the set  of admissible (in traditi- 
onal sense) solutions, then o  
play the role of an attainability domain in the estimate 
sp- ace. But, we can use another constraint: instead of 

 a nonempty family   of subsets of E is given. In 
this case, we can use sequences  in  with a 
special property in the capacity of approximate solutions. 
Nam- ely, we require that the sequence 1  has the 
follo- wing property: for any o  the inclusion 

 takes place from a certain index (i.e. for 
 where  is a fixed index depending on ). 

For such solutions we obtain the sequences 
1i

E

oE
oj 

E


1

o oE E E 

oj

( ) ( )oE { x x E  h h

1( )i ix 
 E

( )i ix 


E 

oE
 ( )ix

oE 

jx 
j  




h

  1
( )i i
x

 
in H. If H is equipped with a topology t, then we can 
consider the limits of such sequences 




h



 as at-
traction elements (AE) in (H,t) Of course, our AE are 
“sequential”: we use the limit passage in the class of se-
quences. This approach can be very limiting. The last 
statement is connected both with our family  and with 
topology  The corresponding examples are known: 
see [7,8]. In many cases, the more general variants of the 
limit passage are required. Of course, we can consider 
nets 

t

)(x  in  and, as a corollary, the corresponding 
nets 

E
)( ( )x  in H. In addition, the basic requirement of 

admissibility it should be preserved: for any o

h

E 

E



E
F

F E

 the 
inclusion  is valid starting from a certain index. 
With the employment of such nets, we can realize new 
AE; this effect takes place in many examples. 

o

E

F

F

x



E

 

 





But, the representation of the “totality” of above-ment- 
ioned ( -admissible) nets as a set is connected with dif- 
ficulties. Really, any net in the set  is defined by a 
mapping from a nonempty directed set (DS)  into 

 the concrete choice of  is arbitrary (  is a 
nonempty set). Therefore we have the very large “total-
ity” of nets with the point of view of traditional Zermelo 
axiomatics. But, this situation can be corrected by the 
employment of filters of  it is possible to introduce 
the set of all -admissible filters of the set  In addi-
tion, the -admissibility of a filter  is defined by the 
requirement  So, we can consider nonseq- uen-
tial approximate solutions (analogs of sequential app- 
roximate solutions of Warga) as filters  of  with 
the property  Moreover, we can be restricted to 
the employment of only ultrafilters (maximal filters) with 
the above-mentioned property. In two last cases, we ob-
tain two variants of the set of admissible nonsequential 
approximate solutions defined in correspondence with 
Zermelo axiomatics. In our investigation, such point of 
view is postulated. And what is more, we give the basic 

attention to the consideration of ultrafilters. Here, the im- 
portant property of compactness arises. Namely, the cor-
responding space of ultrafilters is equipped with a co- 
mpact topology. This permits to consider ultrafilters as 
generalized elements (GE) too (we keep in mind the abo- 
ve-mentioned classification of Warga). 

E 

The basic difficulty is connected with realizability: the 
existence of free ultrafilters (for which effects of an ex-
tension are realized) is established only with the emp- 
loyment of axiom of choice. Roughly speaking, free ult- 
rafilters are “invisible”. This property is connected with 
ultrafilters of the family of all subsets of the correspond-
ing “unit”. But, we can to consider ultrafilters of meas-
urable spaces with algebras and semialgebras of sets. We 
note that some measurable spaces admitting the represe- 
ntation of all such ultrafilters are known (see, for exam-
ple, [9,§7.6]; in addition, the unessential transformation 
with the employment of finitely additive (0,1)-measures 
is used).  
 
2. General Notions and Designations 
 
We use the standard set-theoretical symbolics including 
quantors and propositional connectives; as usually,   
replaces the expression “there exists and unique”,  is 
the equality by definition. In the following, for any two 
objects 



x  and y ,  ;x y is the unordered pair of x and 
y (see [10]). Then,   :x   ;x x  is singleton contai- 
ning an object x. Of course, for any objects x and  the 
object 

y
   , : ;x y x   ;x y  is the ordered pair of ob- 

jects x and y; here, we follow to [10]. By  we denote 
the empty set. By a family we call a set all elements of 
which are sets.  



By  we denote the family of all subsets of a set ( )P X
X   then,  ( ) ( ) \P X P X    are the family of all 

non- empty subsets of X. Of course, for any set A  in 
the fo- rm of  and  we have the 
family of all nonempty subfamilies of  and 

 respectively. 

( ( ))P P A ( ( ))P P A  
(P A)

(P )A
If X  is a set, then we denote by ( )Fin X  the fam- 

ily of all finite sets of  then  
is the family of all finite subsets of 

( )P X  ( )[ ]N X FI
( )X { }Fin   X    

For any sets A  and B  we denote by  the set of 
all mappings from 

AB
A  into  If B A  and  are sets, B

Af B   and ( )AC P   then  
1( ) ( ) ( )f C {f x x C} P B     

(the image of  under the operation f )  and C ( )f C 
( ) (

 
 is the usual C -restriction of CB ( ) )f f C y f y   

y C  . In the following,  : 1 ;2;  and  is the 
real line;  Of course, we use the natural order 


 

  of . If  n , then  
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 1, : .n i i n    

Transformations of families. For any nonempty fam-
ily  and a set  we suppose that A B

  ( ( ))B A B A P P B      A A  

If X and Y are sets and Xf Y , then we suppose that  

 

 

1 1

1 1

( [ ] ( )

( ( )))

( [ ] ( )

( ( )))

f f A A

P P X &

& f f B B

P P Y



 



  

 

  

  

X X

X

Y Y

Y

       (2.1) 

of course, in (2.1) nonempty families are defined. 
If  is a family, then we suppose that  

 ( ) ( )
H

H P


        
  



  

(we keep in mind that ( )P   is a nonempty set 
 and, for ,  is a family) and   ( )P  



&

f

&L

( ) RR P

 ( ) '( )
H

H P


        
  



  

(of course, for ,  is a nonempty family); 
mor- eover  

( )P  

  ( ) ( )
H

H Fin


 
      

 




f

  

So, for any nonempty family , we obtain that  

   ( ) ( )
E

P P E &



               
  

   ( ) ( )
E

& P P E



                
  

   ( ) ( ) ;
E

& P P E


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f

 

of course, .    ( ) ( )    
f

Special families. Let I be a set. Then, we suppose that  

 


[ ] ( ) ( ) ( )

 (   )

I P P I & I

& A B A B

     

      

L L

L L L
     (2.2) 

elements of (2.2) are called  -systems with “zero” and 
“unit”. Moreover,  

  



LAT [ ] ( ( )) ( )

              (   ( )

              ( ))

I P P I &

& A B A B &

& A B

   
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L L
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L

    (2.3) 

elements of (2.3) are lattices of subsets of I (with “zero”). 
Finally,  

 (LAT) [ ] ( )[ ] ( [ ])o I LAT I I P I     L L   (2.4) 

Of course, in (2.4) lattices of sets with “zero” and “unit” 
are introduced. We note that  

  (LAT) [ ]  (LAT)[ ]oI I   L L I   

Of course,  
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G
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   (2.5) 

is the set of all topologies of I. If ( )[ ]top I    then the 
pair ( )I   is a topological space (TS);  

(clos)[ ] ( ( )) ( )

( ) (   )

(  ( ))
H H

I F P P I F &

& I F & A B F A F B F &

& H F H P F







   

      


   



   (2.6) 

in (2.6) we have families dual with respect to topolo- 
gies. It is obvious that  

 
 
(top)[ ] (LAT) [ ]

(clos)[ ] (LAT) [ ]

o

o

I I &

I I



 
         (2.7) 

We suppose that    ( ) ( )I P P I P P I  C  is the ma- 
pping for which  

  ( ) \  ( ) .I H I H H H H P P I      C   (2.8) 

From (2.5) – (2.8), we obtain the following propert- ies:  

( ( ( )) ( ( )))

( ( ) (clos)[ ] (top)[ ])

( ( ) (top)[ ] (clos)[ ])

I I

I

I

P P I &

& I

& I

 

  
   I &

I   

C C

C

C

  

 

       (2.9) 

We note that ( ) (top)[ ] (clos)[ ]P I I I    in addition,  

( ( )) ( )I P I P I C  
Of course, in (2.9), we have (in particular) the natural 
duality used in general topology. Let  

( top)[ ] (top)[ ] ( )

Fin( )
G G

c I I P

I G I G


 





 

    

  



         
   

 





 

(the set of all compact topologies of I) Now, we intro-
duce in consideration algebras of sets. Namely,  

(alg)[ ] [ ] \  

(LAT) [ ]o

I {A I I L A L A}

I

     
 

   (2.10) 
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[ ]

In connection with (2.10), we note that  

 \ (alg)[ ] (LAT)oL I L I I          

If (alg)[ ]I  ) then  is a measurable space with 
an algebra of sets.  

(I 

If [ ]I n    and ( )A P I   then by ( )n A   
we denote the set of all mappings  

1
( ) 1i i n
L n

 
     

for each of which:  

1) 
1

n

i
i

A L


    

2)  
1 2 1 21 1 \i iL L i n i n i       1 



  

Then  



[ ] [ ]  

( \ )n

I I L n

I L

  


      
   


           (2.11) 

is the set of all semialgebras of subsets of I. Of course,  

 (alg)[ ] [ ] \  I I I L L          

see (2.10). If we have a semialgebra of subsets of I, then 
algebra generated by the initial semialgebra is realized 
very simply: for any [ ]I    




( ) ( )

             ( ) (alg)[ ]

o
I

n

A P I n

A I

    

    





a
 

has the properties: 1)  2) ( )o
I  a (alg)[ ]I    

( ) ( ( )o
I     a )  

Now, we introduce some notions important for con-
struc- tions of general topology. Namely, we consider 
topologi- cal bases of two types:  

 





1 2

1 2 3

3 3 1 2

(op BAS)[ ] ( )

 

( ) ( )

B

I P P I

I B & B B

x B B B

x B & B B B





 




  

 
    

 
     
  

 



) .

         (2.12) 







1 2

1 2

3 1 2 3 3

(cl BAS)[ ] ( ( ))

( )

 

\ ( )

( ) (

B

I P P I

I &

& B & B B

x I B B

B B B B & x B







 







   



 
      

 
  

     

     (2.13) 

Of course, 

 (op BAS)[ ] ( ( )) ( ) (top)[ ]

In connection with (2.12), we suppose that  

 (op BAS) [ ] : (op BAS)[ ] |I I      , 

 (op BAS) [ ] ( )I P P I  ; 

  (op BAS) [ ] (op BAS)[ ].I I          

Moreover, the following obvious property is valid:  

     ( ) ( ) (op BAS)[ ]I          
 

We note the natural connection of open and closed 
bases:  







( ) (op BAS) [ ]

(cl BAS)[ ]

( ) (cl BAS)[ ]

(op BAS) [ ]

I

I

I

I &

& I

I








 
  

 
   





C

C
         (2.14) 

Along with (2.14), we note the following important 
property:  

 ( ) (clos)[ ] (cl BAS)[ ]I I             (2.15) 

From (2.9) and (2.15), we obtain the obvious state- 
ment:  

  ( ) (top)[ ] (cl BAS)[ ]I I I     C     (2.16) 

So, closed bases can be used (see (2.16)) for topolo- gies 
constructing. We note the following obvious property 
(here we use (2.14) and (2.16)):  

     ( ) ( ) (cl BAS)[ ]I I I        C C (2.17) 

Of course, in (2.17), we use the usual duality property 
connected with (2.14) – (2.16).  

Some additions. In the following, we suppose that  

  
( top)[ ]

(top)[ ] [ ]I

I

I x x I 

 

    



C 

]

  (2.18) 

if ( top)[I     then TS ( )I   is called 1T -space. 
We use (2.18) under investigation of properties of topo- 
logies on ultrafilter spaces.  

Finally, we suppose that  (LAT) [ ] (LAT)o
oI  

  [ ]  I x x I    . So, we introduce “continuous” lat- 
tices.  
 
3. Nets and Filters as Approximate Solutions 

under Constraints of Asymptotic Charac-
ter 

 

I P P I I         

In this section, we fix a nonempty set  considered (in 
particular) as the space of usual solutions. We consider 
families 



 ( )P P   as constraints of asymptotic 
character. Of course, in this case, we use asymptotic ver-
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sion of solutions. The simplest variant is realized by the 
employment of sequences in : in the set  the set of 

-admissible sequences (see Section 1) is selected. It is 
logical to generalize this approach: we keep in mind the 
employment of nets. Later, we introduce so- me defini-
tions connected with the Moore-Smith convergence. But, 
before we consider the filter convergence.  

 


We denote by [ ]   (by [ ])o 
B P

 

 the set of all fami-
lies  (families ) for which  (B P P 

 

)
B B 

P  
B 

( )

1B 1 2 3 3    2BB  

[ ] [ ]o     Then, o[ ]   is the set of all filter bases 
on . By  we denote the set of all filters on :   F̂[ ]

  


[ ] )

, ( )

 
 

 

( 

  

F F P A B

A F F &

& H P F F F

     

  

   

P

B

H





 

[ ]

F

F

]

)



    (3.1) 

Using (3.1), we introduce the set  of all ultrafil- 
ters on :  


u[F 


  

 
u[ ] [ ]

( ) (

F F EF   

       

 

   



 

 

(

.        (3.2) 

In connection with (3.1) and (3.2), see in particular [11, 
ch. I]. In addition,  




( )[ ] )

[ ] [ ]o

H P B H

F

 

 

   



fi

            
B 

  

 
.  (3.3) 

By (3.3) we define the filter on  generated by a base 
of 


[ ]o    

If  ( )P P   then by  (by 
0[F  ] ) [ ]o

F u   
we denote the set of all filters  (ultrafilters 

 ) such that . Then, for any filter 

F


[ ]
  [ ]F u 


 
F   , we have u u  and 

what is more  is the intersection of all ultrafilters 
[ ]


 [ ]o
F   u 

 (PF F
[ ]   [ ])Eo

 

 see [11].  

If a family  is considered as the constra 
int of asymptotic character, then ultrafilters  

 are considered as (nonsequential) approximate sol- 
utions; of course, filters  can be consider- 
ed in this capacity also. But, ultrafilters have better prop-
erties; therefore, now we are restricted to employment of 
ultrafilters as approximate solutions.  

 ( )P P





F

E
 [o EF u

op)[

]
[o  ]

The filter of neighborhoods. If (t ]    and x 
, then  

 ( ) [o
oN x G G      ]

N x

x

)]x 

 

and  of course,  

in correspondence with (3.3). We were introduce the fil- 
ter of neighborhoods of 

( ) ( )[ (oN x N   fi 
( ) [ ]F 

x  in the sense of [11,ch.I]. In 
the following, 

 cl( ) ( )A x A

)[

H H N x          

(top ] ( )A P        

So, we introduce the closure operation in a TS. Moreo- 
ver, we suppose that  

 


( bas) ( )

(t [ ]

[ ]

( )

op)

x { P N x

A N x B B A

x





 




   
     

      
 

o

      (3.4) 

The filter convergence. We follow to [11]. Suppose 
that (top)[ ] [ ] x         

] 




  

 ( ) ( ) ( )[
def

x


   fi x N

[ ]


]

   (3.5) 

In addition, o  see (3.1). Therefore, we can 
use (3.5) in the case of  where  we 
note that ( )

[ ]F  

[
  [ ]F 

  fi   Then, by (3.5)    
[ ](top)[ ] F x E    



    

( ) ( )x N x             (3.6) 

Of course, it is possible to use the variant of (3.6) cor- 
responding to the case    where 

u[ ]EF    
Nets and the Moore-Smith convergence. On the ba-

sis of (3.6), we can to introduce the standard Moore- 
Smith convergence of nets. We call a net in the set  
arbitrary triplet 


(D )f    where  is a nonemp- 

ty DS and 
(D)

Df    If (D f )   is a net in the set  
then  





  

( ass)[ ] ( )

( ) ( ) ) [

V P
D

V F


(

D f
d D

d f  ]

     
   
  

 

 

 





     (3.7) 

we obtain the filter of  associated with ( )D f    
Now, for any topology (top)[ ]     a net ( )D f   
in the set  and  x   we suppose that  

 
 
( )

( ass ]

def

D f x

D f x


  

)[




   



 



          (3.8) 

From (3.6) and (3.7), we obtain that (3.8) is the “us- ual” 
Moore-Smith convergence (see [12]). Of course, any se-
quence   generates the net ( )i ix  x  ( )  x  
where   is the usual order of .  

If  ( )P P E  , then a net  in  is call- 
ed 

( )D f  E
 -admissible if  In this case, ( a ]f ss)[D   

  can be considered as a constraint of asymptotic char-
acter and (D f )   plays the role of nonsequential (ge- 
nerally speaking) approximate solution.  
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In conclusion, we note that  

 


( ult)[ ] ( )

[ ]

x H P x H

xF

    
  u             

 
       (3.9) 

In (3.9), trivial ultrafilters are defined.  
 
4. Attraction Sets 
 
In this section, we construct nonsequential (generally sp- 
eaking) attraction sets (AS) using different variants of the 
representation of approximate solutions. Since nets are si- 
milar to sequences very essential, we begin our considera- 
tion with the representation (of AS) using nets.  

For brevity, in this section, we fix following two no- 
nempty sets: X  and  In addition, under Y  Xf Y  
and  [ ]o X  

1[ ] [ ]of Y               (4.1) 

of course, in (4.1), we can use a filter or ultrafilter in- 
stead of . In addition, the important property takes 
place: if 


Xf Y and [ ]o X , then  

   1( )[ ] [ ] ( ) [ ] [ ]X X Y f YF F      u ufi fi   (4.2) 

So, by (4.2) image of an ultrafilter base is an ultrafilter 
base. Of course, the image of an ultrafilter is an ultrafil-
ter base also.  

Introduce AS: if (top)[ ]Xf Y Y   and X P  
, then by  ( )P X  ( )[ ]X Y f X    as  we denote the set 

of all y Y
)g

 for each of which there exists a net 
 in the set X such that  (D 

 ( ass)[ ]

( )

X X D g

D f g y


   

 
   

 






&

         (4.3) 

we consider ( )[ ]X Y f X   as  as AS. In this definition, 
we use nets. But, for any filter [ ]F X

X

 there exists a 
net  in the set X for which  

 (see [13]).  
(D 

[ ]D g 
)g ( assX  )

Proposition 4.1. For any (top)[ ]f Y   Y  and 
  ( )X P P X   

 

  1

( )[ ]

[ ] [ ]o

X Y f X y Y

.X X f yF


      

    




as

 
      (4.4) 

Proof. Fix (top)[ ]Xf Y Y     and   ( )X P P X 

A y Y

 
Suppose that  and B  are the sets on the left and ri- 
ght sides of (4.4) respectively. Let . Then 

A
y    

and, for a net  in X, the relation (4.3) is valid 
under 

( )D g 
y y   Then, by (4.3)  

 ( ass)[ ] [o

Moreover, by (3.8) and (4.3) ( ass)[ ]Y D f g


y     
So, by (3.6)  

( ) ( ass)[ ]N y Y D f g
              (4.6) 

Let ( )H N y
  

D
 Then by (3.7) and (4.6), for some 

d     the following property is valid:   d D 

  ( ) ( )d d f g d H           (4.7) 

In addition,   ( )D d D d d P D       and by (3.7) 
and (4.5)  

1( )g D    

As a corollary,  1 1 1 1( ) ( ) ( ) [ ]f g D f g D f      
But, by (4.7)  1 1( )f g D H   ( By (3.3) H Y    

1) [ ]f    fi   Since the choice of H 

1( ) ( ) [ ]N y Y f     fi 
 was arbitrary, 

the inclusion  is established. 
By (3.5)  



1[ ]f y
               (4.8) 

By (4.5) and (4.8) y  B  The inclusion  is 
established.  

A B

Let oy  B  Then, for oy Y   we have a filter 
 [o ]o X XF   such that  

1[ ]o of y 


            (4.9) 

Choose a net ( )    in X for which  ( asso X  )
][    . By (4.1) 1[ ] [o

o ]f Y  and, as a corollary, 
by (3.5) and (4.9)  

1( ) ( ) [ ]o oN y Y f   fi         (4.10) 

Then by (3.3) and (4.10) we obtain that H N   
1( ) [ ]o oy B f B H     

( )
. Using (2.1) we have the 

property: 1( )o oH N y F f F H   
( )o o

     Choose 
arbitrary H N y   then, for some  the 
inclusion 

 o
F

o
1( )o of HF 

( )
 is valid. By (3.7) and the cho- 

ice of      for some  the following prop-
erty is realized: 

od  
    

( ) ( ( ) ood )F      

By the choice of  o
F  we obtain that  

o o

  

( ) (( )( ) )d f    H 
 

Then, ( ass)[ ]oH Y f         So, the important 
inclusion  

( ) ( ass)[ ]oN y Y f      


 

is valid. Then  (see (3.6)). By 
(3.8)  

( ass)[ ] oY f      y

( ) of y


    

)

          (4.11) 

Moreover, by the choice of  and (o     the in-
clusion  ]X D g X XF

           (4.5) 
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 ( ass)[X X       

is valid. From (4.11), we have the inclusion oy  A  
So,  and, as a corollary,  B A  A B

XProposition 4.2. For any (top)[ ]f Y Y     and  
  ( )X P P X   

 

  1

( )[ ]

[ ] [ ]o

X Y f X y Y

X X f yF


      

    u

as

    
     (4.12) 

Proof. We denote respectively by  an U  the sets on 
the left and right sides of (4.12). Since

F
  [ ]X Xo

oF F u  
[ ]X X

1[ ]

, we have the obvious inclusion  (see Pr- 
oposition 4.1). Let  Then by Proposition 4.1 

U F

oy  F

of y

  for some  [ ]o X XF    Then F  

[ ]X  and X  
 [ ]


( [
 We recall (see Section 3) 

that ])o X P XF


F  u  u . Choose arbitrary 
 [o XF uU    Then ]  [ ]XF uU


 and  

Therefore,  

X  U 
U [o ]X XF  u  Moreover, by (2.1) 
 and, as a corollary,  1[ ]f  1[ ]f U

1( )[ [ ]] ( )[ [Y f Y f  fi fi U 1 ]]       (4.13) 

(we recall that by (4.1) 1[ ] [ ]of Y  and 1[ ] of U  
). By the choice of [ ]Y F  we have the inclusion  

1( ) ( ) [ ]oN y Y f     fi   

(see (3.5)). Then by (4.13) 1( ) ( ) [ ]oN y Y f     fi U  
and, as a corollary (see (3.5)),  

1[ ] of y


U  

Then,  The inclusion  is established.  oy  U F U
Recall that, for any family    ( ( )) ( )X P P X X  

f
   

 and  ( )P P X     ( )X X  
f

 We note the follow-
ing obvious. 

Proposition 4.3. For any   ( )X P P X , the equality 
     [ ] [o o ( )]X X XF F   u u f

X  is valid.  
Proof. Recall that    ( )X X  

f
 Therefore,  [o XF u  

    ( )] [o ]X X X
  ( )

F  uf
; on the other hand, from (3.1), 

we obtain that [ ]F X    
f

    Then, for an 
ultrafilter  [ ]o X X F u   

    ( ) ( )X   
f f

   

and, as a corollary,    [ (o )]X XF  u f
   So, since the 

choice of   was arbitrary,      [ ]o o[ ( )]X X X X 
fF F u u


 

and, as a corollary,     [ ] [o o ( )]X X XF F   u u f

(top)[X

X 
]

 
Corollary 4.1. If f Y Y     and X   
 ( )P P X , then  

   ( )[ ] ( )[ ( )]X Y f X X Y f X           
f

as as  

The corresponding proof is realized by the immediate 
combination of Propositions 4.2 and 4.3. We note that, 
by definitions of Section 2  

    ( ) [ ] ( )X X X P P X     
f

      (4.14) 

In connection with (4.14), we note the following general 
property. Namely, (top)[ ] [ ]Xf Y Y         X  

1( )[ ] cl( (B) )
B

X Y f f 


      as


      (4.15) 

Then, by (4.14), (4.15), and Corollary 4.1  


  

 
  

1

( )

( )[ ] cl ( )

(top)[ ] ( )

B X

X

X Y f X f B

f Y Y X P P X

 



 



     

     


f

as

  
 (4.16) 

In connection with (4.16), we note that X P    
 ( )P X   

      ( ) [ ]oX X XF      uf
    (4.17) 

Remark 4.1. By analogy with Proposition 4.3 we have 
that  

        0[ ] ( ) ( )o X X X X X P P XF F
       f

   

Really, fix   ( )X P P X   Then    ( )X X  
f

 The- 
refore,      ( ) [ ]o oX X  X XF F   f

    Let [oF XF   
]X . Then, [ ]F X  and  But, from (3.1), we 
have the equality 

X 
  ( )  

f
 where by the choice 

of


    ( ) ( )X  
f f

  . So,   ( )X
f

   and, as 
a corollary,   [o ( )]X X   

f
 The inclusion F

   [ ] )(o oX X X X     f
F F  is establish- ed. So, 

   [ ] )][ (o oX X X X   
f

F F    
Returning to (4.17), we note that by Proposition 4.2 

  ( )Xf Y X P P X      

    ( ) (( )[ ]

(top)[ ])

X X Y f X

Y





        

  
f

as
 (4.18) 

Remark 4.2. We have that, for the case   
f
 

( )X  it is possible that  

(top)[ ] :( )[ ]Y X Y f X      as    

Indeed, consider the case  X Y   ( )f x x x   
X      is the usual    -topology of real line  , 

and  

  [ [X c c      

Then,  [ ]oX X  and   ( )X  
f

 But, by (4.15)  

( )[ ] [ [
c

X Y f X c


       

as  

It is obvious the following.  
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Proposition 4.4. If ( top)[ ]Xf Y c    Y   and 
[ ]o X   then  

( )[X Y ]f     as   

Proof. The corresponding proof follows from known sta- 
tements of general topology (see [11]). But, we consider 
this proof for a completeness of the account. In our case, 
we have (4.15). In addition,  

  1cl ( )f H H            (4.19) 

is nonempty family of sets closed in the compact topo- 
logical space (TS) ( )Y  


]

 Moreover,  (we use 
known properties of the closure operation and the image 
operation). Since   we obtain that  In 
addition, 

[ ]o Y

 
[Y 

n
 Therefore, by [9] we have the fol-

lowing property: if  and  

1
( ) 1i i n
T n

 
     

then  
1

n

i
i

T T T


      As a corollary,  is the non 

empty centered system of closed sets in a compact TS. 
Then, the intersection of all sets of  is not empty. By 
(4.19)  



 1cl ( )
H S

f H S
 

    
 

  

Using (4.15), we obtain the required statement about the 
nonemptyness of attraction set. 

Corollary 4.2. If Xf Y  and   ( )X P P X   then  

    ( ) ( )[ ]X X Y f X        
f

as  

( top)[ ])c Y     

Proof. Let  Choose arbitrary topology   ( )  
f


p)[ ]Y( toc     By (4.14)   ( ) [ ]X 
f


 
  Moreover, 

f
 Therefore,  Then,    

o

( )   ( ) 
f


  [ ]X  and by Proposition 4.4 

 ( )[ ( )]X Y f      
f

as   

Using Corollary 4.1, we obtain that ( )[ ]X Y f    as   
 

In the following, we use the continuity notion. In this 
connection, suppose that  

 1
1 2 1 2

1 2

( ) ( )

(top)[ ] (top)[ ]

XC X Y f Y f G G

X Y

  

 

        

    

 
 (4.20) 

So, continuous functions are defined. In the following, we 
use bijections, open and closed mappings, and homeom- 
orphisms. Let  

 



1

1 2 1 2

1 2

(bi)[ ] ( )

( ) ( )

( )

X

In (4.21), the set of all bijections from X  onto  is 
defined. If 

Y

1 (top)[ ]X   and 2 (top)[ ]Y    then  




op 1 2 1 2

1
2 1

( ) : (

( )

C X Y f C X Y

f G G

)  

 

        

    
    (4.22) 




cl 1 2 1 2

1
2 1

( ) : (

( ) [ ] [ ]Y X

C X Y f C X Y

f F F

)  

 

        

   C C 
    (4.23) 

In (4.22) (in (4.23)), we consider open (closed) mapp- 
ings. In addition,  

1 2 op 1 2

cl 1 2

1 2

(Hom)[ ] ( )

(bi)[ ]

( ) (bi)[ ]

(top)[ ] (top)[ ]

X Y C X Y

X Y

C X Y X Y

X Y

  

 
 

      
  

     
    

     (4.24) 

So, in (4.24), the set of homeomorphisms is defined.  
 
5. Some Properties of Ultrafilters of 

Measurable Spaces 
 
In this section, we fix a nonempty set . We consider the 
very general measurable space  where 

E
( E )   

[ ] E

P

 is fixed also. According to necessity, we will be 
supplement the corresponding suppositions with respect 
to . We suppose that  is the set of all families 

 such that  
( ) 

( ) 

   
( ) ( )

( ( ) ( )).

& A B A B &

& F L F L L

      

      

  

  

  

  


 

Elements of the set  are filters of . In add- 
ition,  

( )  


 

( ) ( ) ( )

( ) ( )

o
    

  

      

   



       (5.1) 

is the set of all ultrafilters of L  Recall that (see [16])  

( ) ( )o
              .      (5.2) 

In the following, (5.2) plays the very important role.  
We introduce the mapping  by 

the following rule: 
 ( )oP      

 ( ) ( )oL L L                (5.3) 

We note that   ( )E    and by (5.2) ( )o
     In 

addition, we recall that (see Section 2)  

 ( )[ ] ( ) [ ( )]oL L        E       (5.4) 


X Y f Y f X Y &

& x X x X f x f x

x x

    

     
  

    (4.21) by (5.4) the pair ( ( ) ( )[ ]o
  E   ) is a nonempty 

multiplicative space. We note some simplest general 
properties. We obtain that  
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
   

( set)[ ] ( )

( ) ( )

A P A S S

P P P P E 

         

  

E E

E

 

 
 

We note that  

[ ] [ ] ( set)[ ]A o oA A        E     E

o

  

In addition, for  the inclusion ( )A P E [ ]o A   
 takes place. Therefore,  [ ]E

[ ] [ ] ( set)[ ]A o o A        E E     E  (5.5) 

With the employment of (5.5), we obtain that, for any 
  [ ]o E  and   ( set)[A  E ]

A 
�



)

 
  

( )[ ] [ ] ( )[ ]

( )[ ] ( )[ ]
A

A

F

& A

    
     

E fi E E fi

E fi E fi

 


  (5.6) 

Now, we return to the space  Suppose that  ( LE





1 2

3 3 1 2

[ ] ( ) ( )

)

o P &

& B B

B B B B

    

   
    

E

 

 

   

 



        (5.7) 

(the set of filter bases of );  and   ( ) [ ]o  E 

 [ ] [ ] ( ) [ ]o
o oP       E E E       

We note the obvious property: ( ) F         
 In addition,  [ ]E

  
( )[ ] ( )[ ]

( ) [ ]oL B B L 

    

        

E fi E fi

E  

   

    
 

Using (5.5) and the obvious inclusion [ ]o
o E

t)[ ] E 
o

 
 under  and  we 

obtain, that  We note that, under 
[ ]E [ ]o E

[o
A   E

( seA 
]    

 and  the filter  [ ]E ( set  )[E]A  

( )[ (A
   E fi   )

)


 

has the following properties  

 
 

( )[ ] ( )[ ]

( )[ ]
A

A

&

& A

     
    

E fi E fi

E fi

   

 
    (5.8) 

Of course,  We can 
use this property in (5.8): for any  and 

 the filter 

( )[ ] (    E fi      


et)[ ] E  ( )[
( )

A( sA  ]  E fi     
 has the properties  ( )

  ( )[ ] & ( )[ ]A AA       E fi E fi    



)

 (5.9) 

In connection with (5.9), we recall the very general pro- 
perty: if  and  then 

A   Using the maximality property, we ob-
tain that  

[ ]o E
[ ]o E

( set)[ ]A  E 
 

( set)[ ] (o
    E        

 ( ) ( ) ( set)o
            

[ ] E   
, Of course the above-mentioned properties are valid for  

(LAT) [ ]o E              (5.10) 

The following reasoning is similar to the construction of 
[13,§3.6] connected with Wallman extension; in addi-
tion, later until the end of this section, we suppose that 
(5.10) is valid (so, we fix a lattice with “zero” and “un- 
it”).  

So, 

And what is more,

if ( )o A     
 

 and  then (under B 
condition (5.10)) 

 (A B  ) ( ) (A B    )        (5.11) 

The property (5.11) is basic. As a corollary, o
   

( ) A B         

 ( ) ( ) (A B A B    E )        (5.12) 

at by (5.11) the following propertyWe note th  is valid:  

( ) ( ) ( )A B A B A B              

corollary, we obtain the property  

       (5.13) 

 (5.10), the statement (5.4) is 

  

As a 

(so, under

( )[ ] (LAT) ( E  )o o   

amplified). In 
(5.13), we have the lattice of subsets of ( )o

    This 
important fact used below.  
 
6. Topol

s in the 

ogical Properties, 1 

previous section, now we fix a nonempty set 
 
A
E  and a family [ ] E  We note the following ob- 

us property:  vio

   ( ) [ ]oL B B L         E      

From definitions of the previous section, the following 
known property follows: 1 2( )o o

          ( )  

1 2( ) ( )A 1 2B A B             .1   (6 ) 

 we note that   Moreover, ( )oU F L 

   ( ) ( )o
L 

U L       
 

   (6.2) 

 we note that  Moreover, [ ( )] (op BAS)[ ( )]o o      .
Therefore, by (5.4)  

( )[ ] (op BAS)[ ( )]o
            (6.3) 

corollary, we obtain (see Section 2) th

E  

As a at  

  [ ] ( )[ ]   

 


( )

( ) (top)[ ( )]

o

o

P

L L





     

      





 

T E E 

 

�  
 

 


  6.4) 

very known definition of Hausdorff topo- We recall the 
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logy; namely, we introduce the set of such topologies: if 
M  is a set, then  

(top) [o M


 



1

2 1 1

2 2 1 2

]

(top)[ ]

\ (

( )

M m M

m M m H N m

H N m H H








   

   

     

   

  

 
1)


For any set M we suppose that  

o M 

If 

( top) [ ] ( top)[c M c   ] (top) [ ]o M   

( top) [ ]oc M     then TS ( )M   
ment 

is called a comp- 

          (6.5) 

So, by (6.5) is a Haus

act vious state follows from the 
ultrafilter properties (see (5.3), (6.1)): 

[ ] (top) [ ( )]  T E  

um. Then, the ob

o o  

( ( ) [ ])o
 T E   

se the previous

 But, in the ab

dorff TS. Of cou- 
rse, we can u  statements of this section in 
the case of (LAT) [ ]o E  obtaining the Hausdorff to- 
pology (6.5). ove-mentioned case, another 
construction of TS is very interesting. This construction 
is similar to Wallman extension (see [13,§3.6]). Moreo- 
ver, in this connection, we note the fundamental investig- 
ation [14], where topological representations in the class 
of ideals are considered. We give the basic attention to 
the filter consideration in connection with construction of 
Section 3 concerning with the realization of AS. In this 
connection, we note that ( ) [ ]P E E  and the sets   

 ( )P E  and  ( )o P E  are rom (3.1) and de  
have the equality 

 defined. F -
finitions of Section 5, we  ( )P E  
[ ]F E  Moreover, from (3.2) and the abov  

ions of Section 5, the equality  

  ( ) [ ]P F
 E E

e-mentioned
definit

o u            (6.6) 

follows. By these properties (see (6.6))

ty; in addition, we use 
th



In particular, we have the following property  

 the constructions 
of Section 3 obtain interpretation in terms of filters and 
ultrafilters of measurable spaces.  

Now, we note one simple proper
e inclusion chain ( ) ( ) [ ]o o

   E    So, by (3.3)  

) E fi ( )[ ] [ ] (F   E     

: 

( )[ ] [ ] ( )F     E fi E  o         (6.7) 

We note one general simple property; namely, in general 
case of [ ] E   

  ( ) [ ]o F       u E          (6.8) 

Remark 6.1. We note that (6.8) is a variant of Propos-
iti

 
on 2.4.1 of monograph [16]. Consider the correspond- 

ing proof. Fix ( )o
    Then by (6.7)  

] ( )H P  

 
( )[

[ ]B B H F

 

     

E fi

E

 E


       (6.9) 

From (6.9), we obtain (see Section 3) that  [ ]o
F  u E   

( [ ])P EF
 u  Let  

 [ ]o
F  u E   

Then,  and  In addition (see Sect-  [ ]F u E
, 

   
ion 5) ( )    Let    U    Then, U   
and, in particular,  ( )U P E  B U   a  
a corollary, 

y (6.9) nd, as
U    The n, U     e inclu-

sion    established; we obtain that  

( )

 So, th
  is

               (6.10) 

From (5.1) and (6.10), we have the equality    
   So,  

 [ ]F E    u    

Since the choice of   was arbitrary, th  property (6.8) 

al Properties, 2 

x a nonempty set 

e
is established. 
 
. Topologic7

 
n this and following sections, we fiI E  

and a lattice (LAT) [ ]o E   We consider the question 
about constructing a  1T -space with “unit” o compact   
( )  This space is similar to allman extension fo  

ace. But, we not use axioms of topology and opera- 
lattice constructions (here, a natural analogy with con- 

structions of [14] takes place). Later we use the fol- 
lowing simple statement.  

Proposition 7.1.  ( )[ ] (cl BAS)[ ( )]       
Pr  parti

W r a

1T -sp
te 

oE
cular, ( )[ ]E     Asoof. We use (5.13). In  

a corollary,  

( )[ ]E


 

 
 

               (7.1) 

Moreover, ( ) ( ) ( )[ ]o E E        (see (5.4)). So, 
( )[ ]E  d “unit”. More-

3)  

1 2B B 

 is a family with “zero” an
.1over, by (5

1

2

( )[ ] ( )[ ]

( )[ ]

E B E

B E

   
   

  

 


 

Therefore, by (2.13) the required statement is realized. 
g By (2.15) and Proposition 7.1 we have the followin

construction: 

  ( )[ ] (clos)[ ( )]oE            (7.2) 

Proposition 7.2. The following compactne
is 

ss property 
valid:  

  
( )

( ( )[ ]) ( top)[ ( )]
o

oE c 
      


    (7.3) 

Proof. For brevity, we suppose that  

C
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  ( )[ ]E  U               (7.4) 

and 
( )

[ ]
o

  C U 
 Of course, by (2.9) (top)[ o    

( )]  Moreover, und  the er 


has t  prope

               ( .5) 

S  U family  

  [ ] ( )[ ]S T E        )[ ] (E S T Pu 

he following obvious rty  

[ ]T S

We have the equality [ ]

S T


 
u

 7

( )o
 U C

( )o
   clo


sed in the TS  

 So, is the fa- 
mily of all subsets of 

U  

( ( ) )o                    (7.6) 

Let   be arbitrary no ty centered subfamilnemp y of 
(for  and 

U  
 any m

1
( ) m

i i m
T 

 
  the intersection of 

all sets 1iT i  m  is not empty). If H    then the 
fami   


ly

 ( ) [ ] ( )L H P   u     (7.7) 

has the pr

H L

operty: H H       Of course,  

d, choose

( )H
H

P






 L    

is centered. Indee  and  n
1

( ) n
i i n 

 L  
Let 

1
( ) n

i i nH 
 

  be a pr ith the property:  ocession w

 1
jj H

n      

Then r, 

j 

, in particula
1

( ) n
i    In addition, by (7.7

i n 
) 

( ) [ ] 1j j j nH      u    Of course

Since the intersection of all sets 

,  


1

(i
i

H


  
1i

)
n n

i    

 1i i nH      is not em- 
pty (we use the centrality of ), we choose an ultrafilter  

 
1

i
i

n

H


   

Then, 
j   under 1j n    By axioms of a filter 

(see Section obtain that  

Since is closed with respect to finite intersections, 
we obtain that  

is supplemented by the following obvi-
ous property; namely,  

From (5.7), we obtain that  As a cor-
ollary,  

5) we 

1i


n

i  
 

  

      ( ( ) ( ( )) ( )P &       
f f f

L L L (7.8) 

Moreover, (7.8) 

) L

     1 2 3

3 1

( ) ( ) ( )B B B

B B

         
f f f

L L L  
 

2B  

  ( ) [ ]o E 
f

L   

 ( )[ ( ) ] (E      
f

fi L    )

in addition, by (7.8)   ( )  
f

L L   
( )  be an ultrafilter for 

   So,  

  , we use
(5.2). Let 

Finally  
which 

 Th
o
 

en, L
  

 

( )o
   L             (7.9) 

Let    Th (P L en, and the equality  

   

Choose arb hen, 
]

)  

[ ]T

T


 
u 

           (7.10) 

is valid (see (7.5)). itrary [ ] u   T
( )[E  

D
 and  Us  ing (5.4), we choose 

ich ( )D     for wh  Then  

( ) [ ]D D   u 

7) D

 

   n rticular, D L . By (7.9) By (7. a d, in pa
D  and, as a corollary, ( )D    see (5.3). So, 

  Since th
B

e choice o y, we ob-f   was arbitrar
tain that [ ]B   u   By (7.1  0)    So, 

 the property:  

H H


we have

      

Then, the intersection o ts of f all se   is not e
nce the choice of 

mpty. Si- 
  was arbitrary, it is established that 

any nonempty centered family of c  (in TS (7.6)) 
o
losed

sets has the nonempty intersection. S , TS (7.6) is com-
pact (see [11-13]). 

Using Proposition 7.2, by [ ]o ET  we denote the to-
pology (7.3); so,  

   ] ( top)[ ( )]E c       
( )

( )[
o

o    
[ ]o E T C

(7.11) 

We have the nonempty compact TS  

( ( ) [ ])o
o E  T              (7.12) 

Proposition 7.3. If ( )o
    then  

    ]( )[E      

Th f follows 2); of course, 
we use (5.4) also. From (2.18), (7.11), d Proposition 
7.3, we obtain the following property:  

e corresponding proo  from (6.
 an

[ ] ( top)[ ( )] ( top)[ ( )]o
o oE c      T       (7.13) 

So, by (7.13) we obtain that (7.12) is a nonempty comp- 
act -space. 

nclusion of the given section, we note sev
1T

In co eral pr- 
operties. First, we recall that 

    ( ) ( ) ( )o oL L L                (7.14) 

In addition, from (7.11), the obvious representation fo- 
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llows:  

G

With the employment of (7.15) the follow
is established.  

Proposition 7.4. If 



 

[ ] ( ( ))

\ ( )

( ) ( )

o

o

E G P

L

L G

   

   

   

T

 

 


  

o



  

�        (7.15) 

ing statement 

( )o
    then the family  

  ( ) \ ( ) \L L        � o 

is .12) at  a local base of TS (7  :  

  
B B H  

[ ] [ ]
( ) ( )o oE E

N & H N   

 
T T 

  
 

The proof is obvious. So, by (3.4) and Propos ion 7.4  



We note that, from definitions, the following property is 
valid:  

      (7.16) 

Density Properties 

 this section, we continue the investigation of TS (7. 
ppositions of Section 7 

ith respect to E an . But, in this section, we postu-

it

  ( ) \ ( ) \ ( bas) [ ]o
o

o

L L E        T    

* ( ).  
 

 ( ) \ ( ) [ ]oL E L    T      o  

 
8. The 
 
In
12). Of course, we preserve the su
w d
late that  x x E      So, in this section  

(LAT) [ ]o E                (8.1) 

unless otherwise stipulated. So, (LAT) [o E ] and x  
x E    . Therefore, with re

obtain that  

r any 

gard (3.9) and (8.1), we 

 ( ult)[ ] ( )oE x x x E             (8.2) 

Of course, fo



x E   the inclusion )
 is valid.  

Proposition 8. 1.  

L 

Pr

  ( ultx E   
[ ]x 

 ( ) cl ( )[ ]o E x L x E       ult [ ]o ET  

oof. Let ( )o
   and 

[ ]
( )o E

N 
T




  We use Pr- 
opposition 7.4.  for 
which  

Namely, we choose a set L \ 

( L  ) \ ( )o             (8.3) 

Since E

  

  
at 

L E 
\ L  

by axioms of a filter (see Section 5), we 
 in addition, 

(8.1) 
obtain th L E 

 So, 
and consider t

L
 Choo

ultrafilter  

 and by (2.4) and 
se arbitrary point \E L  

he e E

( ult)[ ] ( )oE e            (8.4) 

see (8.2 ddition  e   ). In a , As a corollary, by defini- 
ection 5  tions of S

    L L e              (8.5) 

But,   L e   by the c ice of e. Therefore, by (8. 
5) 

ho
L  From (5.3 ( )L   ) we have the property 

As a (8.4)  corollary, by 

( ) ( )L
o               (8.6) 

m (8.3 By (8.4)  



Fro ) and (8.6), we obtain that    

 x E( ult)[ ]E x          (8.7) 

Since the choice of  was arbitrary,   

  cl ( ult)[ ] [ ]E x x EoE        T

Since the choice of  was arbitrary, the inclus ion  

  [ ]o
o E ET  ( ) cl ( ult)[ ]x x E       

is established. The inverse inclusion is obvious see (7. 

So, we obtain that trivial ultrafilters (8.2) realize an ev- 
erywhere dense set in the TS (7.12).  

d with (7.16). Namely, by (2.14) and Proposition 
7.

 (
11)). 

Returning to (7.11), we note one obvious property co- 
nnecte

1, in general case of (LAT) [ ]o E   

 
( )o

o  

and, in particular, 

( )[ ] (op BASE   C   ) ( )
    

 
( )

( )[ ] (op BAS) ( )
o

oE
     C  


    

then, for (LAT) [ ]o E   

    ( )
( )[ ] (top) ( )oE




     C    
o

And what is more 

 

by (2.17), (7.11), and Proposition 7.1, 
 case of in general AT(L ) [ ]o E   

  
( )

( )

[ ] ( )[ ]
o

o

o E E 



  

    ( )[ ]E

  

   C      
       (8.8) 

T C





so, by (8.8)  
( )

( )[ ]
o

E 
C   

all that by (2.8) and
T) [ ]o E

is a base of topology 
(7.11). We rec  (5.4), fo
of 

r general case 
(LA   

 

 ( ) \ ( )[ ]

\

o

o B B E

 

( )
( )[ ]

( ) ( )o

E

L L

 






    





           (8.9) 

    

C 



Connection with Wallman extension. Let (    
top)[ ]E   Then, [ ] (clos)[ ]E E C  and by (2.18)  x  

[ ]E x E     C  Using (2.7), we obtain that [ ]E  C  
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with the employment of the above-mentio- 
ss of singletons, by the corresponding defi-
on 2 we obtain that  

          (8.10) 

 

(LAT) [ ]o E   
ned closedne
nition of Secti

Un

[ ] (LAT) [ ]o
E E  C  

til the end of the present section, we suppose that 

E [ ] C      11)

 
 corresponds 

 sectio
n-

            (8.  

se, ( )E  is the lattice of closed sets in T1- 
space. Then, (7.12) is the corresponding Wallman com-
pact space (see [13]). On the other hand, by (8.10) and
(8.11) we obtain that this variant of 

So, in our ca

to general state
( )E

ments of our n (for example, see 
(8.2) and Proposition 8.1). In this connection, we co
sider the mapping  

( ult)[ ] ( )    ox E x E      8.12) 

we denote the mapping (8.12) by f . So, ( )

 
E

o
f    

and  
( ) ( ult)[ ]x E x   f    

Consider some simple properties. First, we note that f  
is injective: 1 2

x E

x E x E      

 1 2 1( ) ( ) ( )2x x x x  f f          (8.13) 

Indeed, for 1x E  and 2x E  with the property 1( )xf  

2( )x f  by (3.9) we have that   (1 2 )x x f  
corolla

 and, as a
ry,  2 1x x   so, 1 2x x    

 E onto the sOf course, 

If 

f  is a bijecti et 

)

 and 

on from  

   1( ) ( ult)[ ] ( )oE E x x E P L       f   (8.14  

x E   then  ( )x ( )x f     As 
a corollary, 

 
se

we obtain that  

8.1. Of c , in (8. use the repre-
2

 ( )    f         (8.15) 

Remark ourse 15), we 

1    

ntation (8.1 ). Fix    Let    1 ( )x 
  f  

Then x E   and  B( ) (  )x  f y (5.3) ( )x f  
and, as a co

If x 

rollary, 

        (8

 then 

x ,    So

1 (  .16) )  f   

( )x f
( )  and, as

 see (8.12). 
 a corollary

Therefore, by 
, 1x  f(5.3) ( )xf  

)   So, 
 

( 1 ( )    f   Therefore (see (8.16))   
and  1 ( )  f   coinci

From  and (8.1  that  

1 (  f  

de.  
5), we  (5.4)

Propositi
of. We

obtain

    (8.17) 

on 8.2. 

( ) )[ ]B B E    

 ( ) [ ]C E E    f T  o    o 

Pro  use the construction dual with respect to 

(4.20). Let [ ]o

( )o
F E T  Then, by (8.8)  C 

 F    

[ ]E  some  ( )    Therefore, for ( )[ ]P E F   

B

F B


   
F

As a result, we obtain that  
1 1( )

B

( )F B 



 
F

f  f              (8.18) 

where  1( )B B    f F   see (8.17). By (2.6), (2.9), 
(8.11), and ( roperty:  8.18) we have the p

 1( ) (B B P [ ])E     f F C  and 

1( ) [ ]EF






  f C          (8.19) 

Since the choice of F was arbitr
tain the required continuity property (see [16, (2.5.2)]). 

llary 8.1. 

ary, from (8.19) we ob-

Coro  1
1

( )
( ) [ ]o

E
E EC E  f   

f
f T  

Proof. Recall that 1( ) ( )x E x E   f f   In addition, by 
(8.14)  

 1( ) ( ) oE x x E  ( )   f f     

Let 1 ( )
[ ]o

E
G E 

f
T  and [ ]  realizes the equal-

ity 1( )G E

o ET
 f  By Proposition 8.2  

1( )    f             8.20) 

 (indeed,

  (
 In addition, 1 1( )Gf   ). Let ( ) f  G x  

1( )  f  Then, x E   and ( )x f   But, ( )x f  
1( )Ef  too. Then, 1( ) (x E ) f f  So, ( )x G  f  Th- 

erefore, 1( )x G
  f  Since the choice of x  was arbi-

trary, the 
1 1( ) ( )G  f f  

inclusion  

1 1( ) (G f f )   By (8.20) 1( )Gf  is established. So, 
   Since th nclusie choic ry, the i  e of G was arbitra on 

 1
1

( )
( )

E
E     is e tabli ed. 

all that (bf e (4.21

Proposition 8.3.  1( ) [ ]oC E E E

[ ]oC E E 
f

f f T
1

s sh

Rec  (se )).  i)[ ( )]E Ef

1op ( )E
     T   

f
f f 

Proof. Let G  
\ [ ]E

 Then  and  1( ) ( )G x x G  f f
F E G   C  By (8.11) by  F    In addition, 
(5.3)  

 ( ) ( )F L F
o                (8.21) 

Of co (5.4) urse, by ( ) ( )[ ]F E      Then  

 
( )

( ) ( )[ ]
o

F E
 ( ) \o   C  

  

, 

 

As a corollary ) \ (( ) [ ]o
o F E   T     

oG  (8.22) 

 Therefore,

Now, we compare  and (8.

  1
1

( )
( ) ( ) \ ( ) [ ] .o E
E F E    

f
f T  

1( )Gf G  22). Let 1 f  
( )G   Then, for some x G     
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 8.23) 

Of course,   By (3.9) )

(x f         () ( ult)[ ]E x   

( ult)[ ]G E x  ( ultF E   
[ ]x  (indee ]d, G F  ( ult)[E x ). By (8.23) F  
  and, as a corollary, ( )F   see (8.21). We ob- 
tain that  

( ) \ ( )o F               

we e 

 (8.24) 

Since 1 1( ) ( )G E f f have th inclusion  1( )E f  
g (8.22) and (8.2  obUsin 4), we tain that  G  The 

inclusion  

      (8.25)

is established. bitrary 

1( )G f G         

Choose ar G  then, by (8. 
22), for some 


x E    th ( )e equality x f  is valid. 

So,  

( ult)[ ]E x            (8.26) 

Moreover, ( ) \ ( )o F      So, ( )F   By 
(8.21) F    Since F    by (8.26) lt)F E   
[ ]



( u
x   From (3.9), the property x F  follows.   Then, 

\x E F   Therefore, x G    as a corollary,   
1( ) ( )x G  f f  The inclusion G is established. 

Using (8.25), we obtain that 1( )G f 22)  

1f ( )G  
G  By (8.

1
1

( )
( ) [ ]o

E
G E 

f
f T  

Since the choice of G was arbitrary, by Co
ve the inclusion  

By (4.24), ( io

7) 

So, we construct the concrete homeo orphic inclusion 



an 

 
9. Ultrafilters of Measurable Space 

m
tio is a me- 

ble space n algebra of sets:  Of 
rse, we can onstructions of deed, 

rollary 8.1 and 
(4.22) we ha

 op ( )
( ) [ ]o

E
C E E E     f f T  

8.13), and Proposit n 8.3 we obtain that  

1( )
(Hom) ]

E
E       f

f f   (8.2

1
1

f

1( ) [oE ET

m
of 1T -space in the compact 1T -space (in this connection, 
we recall that by Proposition 8.1  

 1( ) cl ( ) [ ]o
o E E  f T   

moreover, see (7.13)). So, we have the “usual” Wallm
extension.  

 
In this section, we fix a none pty set I  and an algebra 
  of subsets of I  So, in this sec n, 


 Secti

( )I   
(alg

on 
asura
cou

with a
 to use c

)[ ] I
5; in

in particular, we have the inclusion (LAT) [ ]o I  see 
(2.10). As a corollary, by (2.4) [ ] I  So, we use the 
ets ( )   and s ( )  o

 of r-
n 

 Section 5; we use 
r

prope
esentatioties of these sets also. We note the known rep

(see [15]):  

 ( ) ( ) ( ) ( \ ) 
o A A A      I         

 (7.12) in

(9.1) 

Now, we use (9.1) for investigation of TS  the 
case     First, we note the obvious corollary of 
(9.1):  

  ( ) \ ) ( \ )o A A (A     I       (9.2) 

Remark 9.1. Let 

 

A  is fixed. Choose arbitrary 


1 ( ) \o ( )A     Then, by (7.14)  1A   By (9.1) 


1\ A I   where \ AI
sets. So, by (5.3) 

  by axiom lgebra os of an a f 


1 ( \ )A I  The inclusion  

 ( ) \ ( ) ( \ )o A A   I            

is established. Let 

 (9.3) 


2 ( \ )A I  Then, by (5.3) 

2 ( )o
   and 2\ A I   By axioms of a filter  

   2( ) ( \ )A A A    I  

So, 
2A  and 

2 ( )A   As a corollary, 


2 ( )( ) \o A     So, the inclusion  

 ( ) \ ( )\ ) (oA A  I    

is established. Using (9.3), we obtain the requi
cidence 

red coin-
( ) \ ( )o A    and ( \ )A I

 case, w
  

Returning to (9.2) in e note the follow-
 

 general
ing obvious 

Proposition 9.1.  
( )

( )[ ] ( )[ ]
o
  I C I 


 
( )[ ]

   
Proof. Let oB   I   Using (5.4), we choose  oL  
 t B such tha o o( )L    Then
(9.2)  

oL

 \ oL I   and by 

( ) \ ( ) \ ( ) ( \ )o o o oB L         I    (9.4) 

From (5.4), we have the obvious inclusion ( \ )oL I  
( )[ ] I   By (9.4)  

( ) \ ( )[ ]B
o o   I    

Th  the following property:  



The inclusion 

erefore, we obtain

 
( )

( ) \ ( ( ) \

\ ( \ ) ( )[ ; ] .*
O

o o

o oL I

 

I 


  

 

 C

)

( )

o oB B




   


 

 
( )

( )[ ] ( )[ ]
o
  I C I 


   is esta- 
blished. Choose arbitrary  

 
( )

( )[ ]
o
C           (9.5) 

Using (2.8), we choose  such that

I


  

 ( )[oB  I ]    
( ) \ o

o B    Let oL   be the set for wh oB   ich 
( )oL  .4). Then, by (9.2)    see (5

( ) \ ( ) ( \ )o o
o L L     I        .6) 

where 

(9

 Since by (5.4) ( \ ) ( )oI L    \ oL  I 
[ ] I   from (9.6), we obtain that  
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Since the choice of (9.5) was arbitra
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(  )[ ] I   

  ry, the inclusion  

 
( )

( )[ ]
o
C I 


 

shed. So, we obtain the required equality. 
.4), (8.8), and Proposition

] ( )[   I

is establi
From (6  9.1, the simple (but 

useful) statement follows.  
osition 9.2.

s of sets, the top-
ologic 6 and 7, 8 realize the 
same topology. By (6.5), (7.13), and Proposition 9.2 

So, we obtain a nonempty compactum. Recall that (see 

ets closed in the sense of topology 

9.9) 

Remark 9.2. We recall (5.4). Let 

 (9.11) 

From (2.10), (5.4), and (9.11), the property (9


Prop  [ ] [ ]o  T I T I   
So, for measurable spaces with algebra  

al representations of Sections 

[ ]I ( top) [ ( )]o oc   T          (9.7) 

(7.11), Proposition 9.2)  

  
( )

( )[ ] [ ]
o


     I C T I 
   (9.8) 

is s the family of all 
(9.7). We note the following obvious property (see [15, 
ch.I])  

( )[ ] (alg)[ ( )]o
  I        (

( )[ ]  I   
Using (5.4), we choose   such that ( )      
Then, \ I   and by (9.2)  

( ) \ ( ) \ ( ) ( \ )o o
        I       (9.10) 

By (5.4) and (9.10) ( ) \ ( )[ ]o I    So, we 
establish that  

   

( ) \ ( )[ ] ( )[ ]o H H     I I    

.9) follows.  

Proposition 9.3. ( )[ ] [ ]
( )

[ ]
o


      T I 
I T I C   

Proof. Recall that by stat s of Section  
the incl



ement 2 and (9.8)
usion  

( )
( )[ ] [ ]

o


    I C T I 
         

on 
2)  

     

Le   Since   is open,
me fami

the following equality is realized:  

             

If then by (9.15) and, as a corollary, 

  (9.12) 

From (6.4), the inclusi ]  follows 
too. So, by (9.1

( )[ ] [E I T 

( )o
 

  

( )[ ] [ ] [ ]     I T I C T I    (9.13) 

t [ ] T I C  
( )

[ ]
o
  T I 

then by (6.4) we obtain that, for so ly  

 ( )[ ]P  IW           (9.14) 

W
W



  
W

  (9.15) 



  

W     

( )     where    So, by (5.4) we obtain the 
implication  

 ( ) ( )[ ]     IW         (9.16) 

Let  W ( )[ ] Then, P I    Since W   is 
e the compactess a closed subset of a compactum, we hav

property of ; then, by (9.14), for some  Fin( )W   

W

W                   (9.17) 


In pa , rticular  Fin ( .    We note that (  )[ ]I  )
[ ]I   is closed wit ct to finite unions (indeed, by 
(9.9) ( )[ ]

h respe
I   is an ebra of sets). Therefore, by 

(9.17) ( )UF
 alg

[ ]A I e case  in th

( )

 W  So, 

] ( )[  

( )o




  IW      (9.18) 

Using (9.16) and (9.18), we obtain that ( )[ ] I   
in any possible cases. Since the choice of 
ary, the inclusion  

  was arbitr- 

[ ] [ ] ( )[ ]      (9.19)  T I T I I C 

]

in established. From (9.13) and (9.18), the required state- 
ment ollows. 

So, 
f

( )[ I 
pty com

  is the family of all open-closed sets 
in the nonem actum  p

   ( ) [ ]o
o o

( ) [ ]   T I  

d 

e following obvious property 
d: in of measurable space

 

T I 

(9.1), th
our case 

    (9.20) 

In connection with the above-mentione property of 
nonempty compactum (9.20), we recall [15, ch. I]. With 
the employment of 
is establishe
algebra of sets 

 with an 

( ult)[ ] ( )x x
o     I I        (9.21) 

Rem r a completeness, we consider the sch- 
eme of the proof of (9.21). For

ark 9.

and the corresponding 

3. Fo
 this, we note that by (3.9) 

finition of Section 5 de


 

( ult)[ ] ( ) [ ]x x       I I I      (9.22) 

In particular, by (9.22) ( ult)[ ] ( )x x     I I    
Fix x  I  and suppose that  

( ult)[ ]x    I   

of course, ( )
     In  ( )P I  Then, addition, 

A    

 ( ) ( \ )x A x A    I         (9.23) 

Of course, by (3.9), for A , we have the following 
plications: obvious im  

    ( \ ) ( \ )x A A( ) ( )x A A  &  

Then 9.23) 

  I I  

, by (  ( ) ( \A )A   I    Since the choi- 
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ce of A  was arbitrary, by (9.1)  So, 
ished.  

1), we intro

ave a
case, 

set in the ultrafilte under 
We will use f 

measurable space with an algebra of note 
rty: 

( )o


   

ng  

( ) I

I

r space 
the specific character 

sets. Now, we 


(9.21) is establ

( u

other conditions. 

Using (9.2 duce the mappi

 lt)[ ] ( ult)[ ]
x

x


   I I  o   (9.24) 

Of course, in (9.24) we h nalog of the mapping f  
(8.12). But, in the given we realize the immersion 
of points of the initial 

o

the obvious prope

     ( ) ( \

 1( ult)[ ] (bi) ( ult)[ ] ( ) 
)x y x   I I  A x   

 

A & y A

   

(9

   
    (9

and moreove

aints of asym
) o  

)





    I I I I 
.25) 

ng


of cour )  
following 

.25

In (9.2 , we can use as constr ptotic 
characte . Of course, 
(see Section 5). Then, 

In (9.25), the statement of the premise has the followi  
sense: algebra   is distinguishing for points of I .  

If ( )P    then by analogy with Section 4 we 
suppose that  

  


( ) ( )

( )

&

&

 



    

 

 

 

     

 
.26) 

( )o o   

se, 

8)
r

( ) (o
       

property is valid: 
r the 

( ) ( )o                    (9.27) 

Returning to (9 ), we note that  

 

1
o

A

 ( ult)[ ] ( ) ( )A P       I         (9.28) 

   

by (3.3) 
( ) (o o

 F F
 

[ ] [ ]I I  

)[ ] ( )

(o

H P


   

 

fi I

 
(

[ ]

B

B H F

 

 

I

I  

 
.29) 

 
      (9

at ( ) 
hese properties 
olutions o

ents of


ies of .  
1ult)[ ] ( ) [ I I T

By an y with (9.29) we note th
 T

rm of s
(9.28). use elem


Proof.

alog

 Fix 

[ ] I  o

pe- and ( )[ ] [ ] ( )F     I fi I    
it realize an asymptotic analogs 

In this capacity, we can 
   

f the set 
 the sets 

( )    and ( )o    where ( )P   is used 
as “asymptotic constraints”. Of course,   bounds our 
possibilities: we can use only subfam

Proposition 9.4. ( ) cl  



il
( ]o I  

( )    Let o
 A   Then  ( )A P I  

So, A    and A  I  Choose arbitrary a A   Th- 
en, by (9.24)  

1( u ( ult)[ ] ( )  I I I I (9.30) 

By the choice of a  we have the inclusion 

lt ( ult)[ ]( )a     )[ ] a

 (A I  

ult)[ ]a   Since     we obtain that A   Then, 
by (9.3  (A a0) ult)[ ]   I   Sinc ]a   

( )o


( ult)[I e 
   by (5.3)  

( ult)[ ] ( )a A  

 

         

llowing proper

I )(9.31  

ty  By (9.30) and obtain th(9.31) we e fo

 1( ult)[ ] ( )) (A  

oice of 

  I I  

Since the ch A  was arbitrary, we have (see 
(8.3)) the statement  

1( ) ( ult)[ ] ( )L L     I I    (9.32) 

Choose arbitr )

    

ar
[ ]

(y N 
T I

  Then, for some o   
)

[ ]
(oN  

T I
  the inclusion o    is vali erefore, d. Th

[ ]  and o   T I o   By (6.4), there exists   
  such that  

( ) o                (9.33

2), the  

) 

)From (9.3 property 1ul )[ ] (( ) ( t     I I    

is valid. By (9.33) we obtain that  

1( ult)[ ] ( ) 

( )

I I   

(indeed,     ). Si nce the choice of   was 
arbitrary,  

1

[ ]
( ult) ( )N [ ] ( )S S      

T I
 


   

n, 

I I

The  [ ]1] ( ) cl ( ult)[  I I   So, the inclusiT I    on  

 ) [ ]T I  1)[ ] (I I( ) cl ( 

 the given 

ulto  

 inclu

section, the 

 

n is obvio
 

is established. The opposite
We note that Proposition 9.4 is 

sio
simi

n condition 

us. 
lar to Proposition

 8.1. But, i

 x x   I            

is supposed 

 (9.34) 

ropos- 
essential. So, 

not; in Section 
condition sim

s the i

the Form of Algebra of Sets 

8 
ilar to

ndependent m

(in pa
8.1), the  (9.34) is 

Proposition 9.4 ha

rticular, in P

eaning. 
ition 

 
10. Attraction Sets Under the Restriction in 

 
In the following, we fix a nonempty set E, a TS ( ) H  
where  H  and a mapping E h H  Elements e  
E  are considered as usual solutions and elements y  
H  play the role e estimof som ates. The natural variant 
of an obtaining of y  is realized in the form ( )y e h  
where e E   But, we admit the possibility of the limit 
realization of y  This is natural in questions of asympt- 
tic analysis. In the last case, it is natural to uso e “asymp- 

 totic constraints” in the form of a nonempty subfamilies
of ( )P E   Then, we obtain constructions of Section 4 
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u X E Y   H f  h  But, we admit yet 
 sets  one possibility: along with “usual” AS, we use the



1

( )[ ]

( ) [ ]

(alg)[ ] ( )

y

y

E P








    

    

  

H

h

 







  

 

        (10.1) 

Of course, we use remarks of the conclusion of the pre-
vious section. 

Proposition 10.1. If (alg)[ ]E  and ( )P   
then  

( )[ ] ( )oy  



[ ] y


1

      H   
 (10.



alogous t
  th

    

( )[

h 
2) 

Proof. ng an o t
position te by e set on the right side 
of (1 (see Section 9), 

]

 We use reasoni
 4.2. We deno

0.2). Since 

he proof of Pro- 

( ) ( )   o

by (10.1)  
               (10.3) 

Let ( )[ ]oy       1)  The (10.n, by oy H  and, 
   for some ( )   

1[ ] oy


  h

at [ ]o E

            

Recall th

 (10.4) 



o

In addition,
ion     

 (see Section 9). T

the choi
. By (9

herefore, by 

 by ce of we have the 
inclus see (9.26) .27

(4.1) 1[ ] [ ]o h H  Then, (10.4) denotes that  
1( ) ( ) [ ]N y    H fi h         (10.5) 

(see (3.5)). 



  
), for some U  

( )o   U  is valid. Th

 

    the inclusio

corollary, by(3.3)

( H f

 1[ ] [ ]oh U  

on of 



n en,  

As a  and (

H .5)  

      

he 

1 1[ ]h h U

10.5) 

[ ] oy




the in

[ ]

[ ]  

 
1 1( ) [ ] ( ) [ ]oN y         h H fi h U  

where (see Section 9). Then, by (3

)i

1h U       (10.6) 

By definiti   we obtain that oy   Since t
choice of oy  was arbitrary, clusion  

( )    

1

[

           (10.7) 

0.7), we obtain the 
requ
is established. Using (10.3) and (

ired equality  

( ) ]   

[ ]E  and

            ( 0.8) 

 

1

From th   and (10.8), we obtain (10.2). e definition of 
Recall that ( )P E  (alg)  therefore  

  ( ) ( ) ( ) ) (P E P   P P E   H    

By definitions of Section 3, (6.6), and (9.26) we obtain 
that  

    [ ] ( ) ( )o

o
F E P E P P E     u    (10.9) 

From Propositions 4.2 and 10.1, we have (see (10.9)) the 
property:  

 ) ( )P E  ( ( )P P E

( )[ ]E 

 

   

       

as H h
 

So, our new construction is coordinated with AS f Se- 
ction 4. Moreover, under we can con-

 o
(alg)[ ]E   

sider AS ( )[ ]E    as H h  for ( )P    
Proposition 10.2. If  (alg)[ ]E  and ( )P   

then  

]( )[ ] ( )[A E        as H h    (10.10) 

Proof. We use (6.8). Choose ( )[ ]y        Then, 
y H  and ( )o


      the conver



, for some gence  

1[ ] y h               (10.11) 

is valid. Then, ( )o


    and     see (9.26). By 
(6.8) for some  [ ]F E  u  the equality 

      
is valid. T     As a corollary,  o [ ]F Ehen,   u  

[ ]o ENow, we return to (10.1 ion, 1). In addit     
Therefore, 1[ ] [ ]o h H  and 

]

by (3.3)  

1( ) [ ] [F    H fi h H  

From (3 we have the ob.5) and (10.11), vious inclusion  
1[ ]          (10.12) ( ) ( )N y    H fi h

In addition, [ ]o E   and [ ]o h H1[ ]   see (4. 
1). Since 

     the inclusion 1 1[ ] [ ]h  h  is   
valid. As a coro (3.3)  

1 1( ) [ ] ( ) [ ]

llary, by 

         H fi h H fi h   

Using (10.12), we obtain the basic inclusion  

     (10.13) 

-
gence  

           

1( ) ( ) [ ]N y


     H fi h   

From (3.5) and (10.13), we obtain the following conver

1[


h   ] y  (10.14) 

So,  [ ]F E o
 u  has the property  by 

Proposition 4.2  
 (10.14). Then,

( )[ ]y E       as H h  

Since the choice of y  was arbitrary, the required inclu- 
sion (10.10) is established. 

So, by (10.1) and (10.2) some “partial” AS are defin- 
ed. Of course, the case for which (10.10) is converted in 
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y is very interesting. For investigation of this 
case, we consider auxiliary const
ing, in this section, we fix 

a equalit
ructions. In the follow-
lg)[ ]E(a   So, ( )E   is 

a measurable  with an algebra of sets. In this case, 
we can supplemen

space
t the property (6.8). Namely,  

( ) [ ]o F E    u          (10.15) 

om
ted to brief remarks. Namely, 

by

Remark 10.1. We it the sufficiently simple proof 
(10.15). Now, we are restric

 ultrafilter  [ ]F E u  we can realize a finitely addi-
tive (0,1)-measure   on the family ( )P E  supposing 
that ( ) 1L   under L  and ( ) 0    under   

( ) \P E   In connection with such possibility, we use 
[9,(7.6.17)] (moreover, see na ar-
rowing v of 

 [9,(7. tura6.7)]). The l n
  on our algebra   is finitely additive 

(0,1)-measure on   (of course, ( )   ). Therefo- 
re, for some ( )    by [9,(7.6.17)] o   is defined 
by the rule  

    ( ) 1 ( ) 0 \A A & A A            (10.16) 

On the other h ily and, the fam    realizes   by the 
obvious rule:  

     ( ) ( ) 0 \ ( )A A & A A              

(10.17) 

From (10.16) and (10.17), the required equality 

1

  
   follows.  the choice of   we have the 

inclusion  
 Then, by

( )o
  

) and (10.15),
  

Using (6.8  we obtain that  

 ( ) [ ]o F E     u          (10.18) 

he natural connection of By (10.18) we establish t  [ ]F Eu  
and Now, we consider some other auxiliary pr- 
ope

If 

( )o    
rties.  



[ ]o H
quivalence 

 and then we have the 
ing e  



responding 
im ) and (10.19) 

z H  follow-

 ( ) ( ) ( ]oz N z


    H fi   (10.19) 

Of

)[

 course, we can use instead of   the cor
age of a filter base in E  Indeed, by (4.1

[ ]o E z   H    

0.20) 1 1( [ ] ) ( ) ( ) [ ]oz N z       h H fi h  (1  

Moreover, in connection with (10.20), we note that 
[ ]E



o z   H   

 1( [ ] )z


h  1 ( ) ( )[ ]oN z E
      h fi (10.21) 

Remark 10.2. Consider the proof of (10.21)



. Fix   
[ ]o E  and  Let  Then, by (10.

Therefore, for any , there exists 

z H 1[ ] z


h  20)  

1( ) ( ) ]oN z     H fi h  

G

[

( )oN z B   
such that 1( )B G    As a h corollary,  

 1 1 1( ) ( )B B  G   h h h  

Then, 1( ) ( )[ ]G E
   h fi   Since the choice of G  

was ar

fi

So

bitrary,  
1 ( ) ( )[ ]oN z E
     h   

,    1 1[ ] ( ) ( )[ ]oz N z E



       h h fi   Le

1 ( )oN z  (10.22) 

t  

Choose arbitrary neighborhood  Then, by 

( )[ ]E
     h fi      

( )oG N z  
(10.22) 1( ) (G E  )[ ]    h f herefore, for som Bi T e  
   the 1( )Ginclusion B   h  is valid. In addition, 

1 1[ ]h h   and  ( )B

 ( )B1 1 1( )G G   h h h    

Then, (G 1) [ ]    fi h 
]

H  Therefore, ( ) (oN z  H  
1) [    and by (10.20) hfi h 1[ ] z


  So,  

   1 1( ) ( )[ ] [ ]oN z E z      h fi h 
   

The proof of (10.21) is completed.  
use instead

lter of 
We note that, in (10.21), we can  of   ar-

bitrary fi ( )E   
f

In 
h   Section 5

this connection, we recall 
t at by constructions o , for any ( )    

articular [ ]Ewe obtain (in p that ) o  and  

( )[ ] ( )[ ]E E F      fi fi      (10.23) 

Then, from (10.21) and (10.23), we have the following 
y: propert ( ) z      H   

 1 1( [ ] ) ( ) ( ) [ ]oz N z  


    h H f  i h (10.24) 

Of course, (10.24) is the particular case of (10.21); in 
 We note that (10.23), we have the useful addition.

[ ] ( bas)[ ]o z Z z       H H     

 ( ) ( )[ ]z Z


    H fi      ) 

Remark 10.3. Fix B z

10.25

[ ]o  H    and H (Z z   
bas)[ ]   Consider th By 

]     (10.26) 

Let ]  Choose arbitrary

e proof of (10.25). (3.4) and 
(3.5) we have the following implication  

(H ( ) )[z Z


   fi   

( )[Z  H fi   (S N z )  Th- 
en, by (2.18), for some Z Z   the inclusion Z S  is 
valid. Since  ( )[ ]Z   H fi   by filter axioms (see 3.1)) 

( )[ ]S   H fi   So, the inclusion ( ) ( )[ ]N z  H fi   
is established. By (

z
3.5) we ha  ve the nce converge


  So,  
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 ( )[ ] (Z z


   H fi    

N ent of (10.26), we (10.25)  
We n

ow, with the employm obtain . 
ote the following obvious corollary of (10.25) (in 

this connection, we recall (10.21)): [ ]o E z   H   

  1

1

[ ] ( bas)[ ]

[

z Z z

Z



] ( )[ ]E





   h

h f


 


  i 

Remark 1 he proof of (10.27). We fix 

  (10.27) 

0.4. Consider t
[ ]o E  and z H  Since ( )oN z ( bas)[ ]z    (see 

(3.4) and definitions of Section 3), by (10.21)  

 1  

1

[ ] ( bas)[ ]

[ ] ( )[ ]

z Z z

Z E






    

  

h

h fi


 


   (10.28) 

Let the corollary of (10.28) is valid. Fix ( bas)[ ]z  Z  
with the property  

1[ ] ( )[ ]E  h fiZ            (10.29) 

Let Then, by (3.4), for some( )oN z      Z  the 
inclusion  

1( )
 is valid, where  By 

(1
om

i

is established. By (10.21)  So, we obtain 
that  

1

1 1[ ]  h h Z
1 1  

he i

( )
0.29) ( )[ ]E h fi   and ( ) ( )h h   Fr- 
 (3.1) and (3.3), the inclusion 1( ) ( )[ ]E  h fi   

follows. Since the choice of   was arbitrary, t nclu-
sion  

1 ( ) ( )[ ]oN z E
     h f   


 1[ ] zh 

 1( bas)[ ] [ ] ( )[ ]) ( [ ] )Z z      Z E


   h fi h   z

Using the last implication and (10.2
ired propert

10.15), bvious corollar

8), we obtain the 
requ y (10.27).  

Using (  we obtain the o y of 
(10.27):  [ ]E zF   u H    

  1[ ] ( bas)[ ]z Z z


1[ ] ( )[ ]Z E



    h fi  

     h  
  (10.30) 

Remark 10.5. Consider the proof of (10.30), fixing 
 [ ]EF u  and z H  Then 15) o, by (10.     

( )  In particular (see Section 9), [ ]o E     
Now, (10.30) fo m (10.27).  

Condition 10.1. h
llows fro

 1( bas)[ ] [ ]z Z z Z       H  
  
Remark 10.6. It is possible to consider Condition 10.1 

as a weakened variant of the measurability of h  The 
usual measurability of ural since   is 
only alge

h  is not nat
bra of sets. 

Until the end of the present section, we suppose that 

Condition 10.1 is valid.  
Proposition 10.3. If Condition 10.1 is fulf

)
illed, then 

( )[ ] ( )[ ] (A E P          as H h   

Proof. Let Condition 10.1 be fulfilled. Fix 
  

( )P   
and ( )[ ]z E      as H h  Then, zH  and, for some 

 [ ]
o

F E u   
1[ ] z


h             

(s en, by (10.21) and (10.31) we
have the inclusion 

    (10.31)

ee Proposition 4.2). Th  
1 ( )oN z
     h   since ] ( )[E  fi   

   by (3.1). As a corollary,  

 1 ( )N z
 h   

(indeed, for ( )H N z   we can choose  su- 
ch

( )oG N z
 that G H   therefore, by (2.1) 1( )G  h   
1 1( ) ( )G H  h h  and by (3.1) 1( )Hh  ). By Con-

dition 10.1 there exists  ( bas)[ ]Z z    such that 
1[ ]Zh    In addition,  

  1 1[ ] ( )Z N z
   h h          (10.32) 

therefore, 1   h [ ]Z    where by (10.15)    
( )o

    We recall that [ ]o E    (see Section 
9) and  

1[ ] ( )[ ]Z E      h fi     (10.33) 

ourse, by (4.1) 1[ ]Of c ][o  h H   In addition, by 
(10.33)  

1( bas)[ ] [ ] ( )[ ]Z z Z E       h fi    

By (10.27) ] z


1[  h    Recall that     Since 
 ( )P   we obtain that       Therefore (see 

(9.26)),  

( ) 1[ ]o z


      h    

By Proposition 10.1 ( )[z ]    
we 

  Since the cho- 
ice of z  was have the inclusion  

( )[ ]E 

 arbitrary, 

] ( )[     as H h    (10.34)   
Using (10.34) and Proposition 10.2, we obtain t
ity  



he equal-

( )[ ]E ] ( )[E     as H h    

So, we can use (see Proposition 10.1 and Co ition 
10.1) ultrafilters of the space  as nonseq ential 

solutions in t  a no
subfamily o h ai

Thi  property is  in the cases of 
spaces 

nd
u( )E

e constr
very useful

approximate he case, when nempty 
f   is used as t nt of asymptotic 

character. s
( )E

ely. 
 

In add
for which th  is realized 

effectiv ition, 
e set o


for a semialg

( )
ebra [ ]E  

with the property  ion 2), we con-
sider th passage  

( )o
Ea   (see Sect

e 

( ) ( )o o
     
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as an unessential transformation (see [9,§7.6]
2.4]; here it is appropriate to use the natural co

unessential transformations, the examples of [9,§ 
7.6] can be used in our scheme sufficiently constructive- 
ly.  

 and [16,§ 
nnection 

of ultrafilters and finitely additive (0,1)-measures). Then, 
after 

 
11. Ultrasolutions 
 
First, we recall some statements of [17]. In addition, we 
fix a nonempty set E and a TS ( ) H  where  H  
We consider the nonempty set  [ ]F E u  Suppose that 

E h H  Then, we suppose that  

  ( LIM) ]  h  1[ ] [ ]z z F


    uH h   .E (11.1) 

So, we introduce the limit sets corresponding to ultrafilt- 
ers of E  By analogy with Proposition 5.4 of [17] the 
following statement is established.  

Proposition 11.1. If ( top)[ ]c   H  then ( h  

  1LIM)[ ] cl( ( ) ) [ ]P E EF      uh     
Proof. Fix  [ ]EF u  Then 1[ ] o [ ]h H  and

]      (11.2) 

 by 
(4.2)  

( H 1)[ [ ]] [F ufi h H   

(recall that ( )[ ] )E   fi    Since ( )H  is a com-
pact TS, there exists yH  suc  h that y


  see , 

ch. I]. Then, by (3.6) ( )N y    
[9

or  

1( ) ( ) [ ]N y     H fi h   


      (11.3) 

(see (11.2)). By (3.5) and (11.3)  Th 1[ ] yh  en, by 
(11.1) ( LIM)[ ]y    h   So,  

( LIM)[ ]   h         (11.4) 

Let ( LIM)[ ]z    h   Then zH  and 1[ ]

h   

z
(11.

By (3.5) and (11.2) addition  ( )N z    In , by
2) 1[ ] h    Then, by (3.1)  

1( ) [ ]A B A N z B      h    

By (2.1) we obtain that  

 1 ) (H U N       ( )U H z h   

Since U  and 1 1( ( )U Eh h  for )  U    we have 
the property:  

1( ) ( )E H H N z    h    

So,  1cl ( )z E   h  The inclusion

] cl

  

1( LIM)[ ( )E    

is established. Using (11.4), we obtain t

h h  

hat ( LIM)h  
 1] cl( ( ) )P E[    h  

W


e note the following property too: if 


1(to [ ]F y

 obvious 

p) [ ]o  H    H H  and 2y  H  then  

 1 2 1( ) ( ) (y & y y y    2 )
 

  (11.5) 

Remark 11.1. Let the premise of (11.5) be fulfilled. 
Then, by (3.6)  

   1) & N   2( ( )N y y      (11.6) 

Then, y y



1 2 Indeed, suppose the contrary: 1 2y y      
Then ), for some , by (6.1 1 1( )H N y  and 2H N  

2( )y   the equality 1 2H H   is
(11.6)

 valid  . But, by
 1H   and 2H    Then, by (3.1) 1 2H H  

   The obtaine ha  d contradiction means t t 1 2y y  is 
impossible. So, 1 2y y   

Proposition 11.2. If ( top) [ ]oc   H  and   
ˆ [ ]EF u  then  

]  ( LIM)[z z    H h     

Proof. The corresponding proof is the obvious com
tion of (11.1), (11.5), and Proposition 11.1. Ind
Propo

bina-
eed, by 

sition 11.1 ( LIM)[ ]   h   and ( LIM)h  
[ ]  H  Let ( LIM)[ ]y    h   Then, yH  
and  

1[ ] y


h                 (11.7) 

Let ( LIM)[ ]z    h   Th and  

h

zH  en, 

1[ ] z


                 (11.8) 
1( ) [ ]For     H fi h  ˆ F u [ ]H , by (11.7) a 8)  nd (11.

  y   

 (3.6) 


( ) ( )& N z  


N 

So, by  and  From (11.5) the 
equality 

y z
y z  is valid. Th  Th  inclusion  en,  z y  e

 ( LIM)[ ] y  h            (11.9) 

is established. But, by the choice of y  we have the 
inclusion   (y LIM)[ ] h     

 
Usin ), we ob

tain that 
g (11.9 -

 ( LIM)[ ] y   h   

yThe uniqueness of  is obviou
om Proposition 11.2 llows: if 

s. 
Fr  the natural corollary fo

( top) [ ]oc   H  then  




[ ] ( LIM)[ ] ( )

[ ]

F Eg g

F E

   

  

u

u

H h    


 (11.10) 

In the following, we postulate that  

( top)c [ ]o             (11.11) H  

Then (see (11.10) and (11.11)), we suppose that  
 [ ][ ] EF

oH   uH          (11.12) 

is defined e: if  [ ]U F E u  then 

   

 by the following rul
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[ ]( )oH  H  has the property:  

 LIM)[ ] [ ](oH   (h )        (11.13) 

We note that by (11 3) and Proposi.1 tion 11.1  

) cl  1]( ( ) [ ][oH E F    u  E  (11.14) 

 and (11.14) 

 h

So, by (11.12)   1[ ] [ ] co l ( )H F E  u Eh  
   In this conn

tuation: under co
ection, we no
ndition (11.1

te the following ty
1), 1( )E h H  and 1( )Eh  

pical si- 

( comp)[ ]  H  Of course, by (11.11)  

 1( ) ( compE    h Hcl

Recall that  

Returning to (1

1

)[ ]  

Indeed, any closed set in a compact TS is compact too. 

 1[ ] cl ( )
F E

oH E   
u

h  11.15) 

1.1) and (11.13) we 

 [ ]
        (

note that  

[ ] [ ]( ) [ ]oH EF uh         


    (11.16) 

oyment of (3.9), we introduce th
 in 

With the empl
immersion of E

e natural 
 [ ]EF u  supposing that  

( ult)[ ] ( ult)[  ] [ ]E

x E
E E


    u

In connection with (11.17), we no owing ob

x F E   (11.17) 

te the foll vi-
ous equality: 

[ ] ( ult)[ ]oH E h        (11.18)  

Remark 11.2. Consider the proof of (11.18). Fix 
x E   By (3.9) we obtain that  

1( ) ( ) ( ult)[ ]x S S E x   h h       (11.19) 

So, by (2.1) and (11.19) we obtain the following prop-
erty: 

 1( ) ( ult)[ ]x T T E x   h h 

 

    (11.20) 

In addition, by (3.5), (3.9), and (11.16)  

( ult)[ ])N H E x  
1

[ ] (

( ) ( )[ ]

o

E ult x

 

   fi h
 

So,   [ ] ( ult)[ ]N H E x    o 1 ( ult)[ ]T E x  h  
T   . Then, by (11.20) ( ) [ ]x N Ho    

ility o
h

.  Using the separab ( ult)[ ]E x f   (11.11), 
we obtain the equality chain  

( ) [ ] ( uox H E 


lt)[ ]

[ ] ( ult)[ ] ( )o

x

H E     
 

x 

 h

 

Since the choice of x  was arbitrary, we obtain that 
(11.18) is fulfill

Proposition 1
ed. 

1.3. If  [ ]EF u  then t
d:  

he following 
equality is vali

  1cl ( ) [ ](oA H  )
A

  h 


  

Proof. Let [ ]( )ou H    Then and by (11.16)  

Then, b   Therefore, fo
any 

 uH  

1[ ] u


h   

y (3.5) ( ) (N u    H fi r 



1) [ ] h 
)u(T N   there exists U   such t at h 1( )Uh  

T  (see (3.3) and (4.1)).  
A    Then,  If 1( ) ( )A P  h H ( )S N u   Let 

then, for some SU    the inclusion 

S

1h ( )SU S  is 
valid; moreover, A U     and  

1 1 1 1( ) ( ) ( ) ( )S SA U A U A S       h h h h  (11.21) 

where 1( )A US         Since 
the choice of S  was arb btain that  

1


it

h  So, 
rary, 

1( )A Sh
we o

( ) ( )A H H N u     h   

 1cl ( )u A   h  Since the choice of A  Therefore, 
was arbitra ave the usion clu ry too, we h  incl

A

 
 1( )A  h  Therefore,  

   1cl ( )
A

u A 


  h


 

Choose arbitrary  1cl (q )A
A




   h  The


n qH  and  

 1W A A W N( ) ( )q      h     (11.22) 

Then, for W N ( )q   we ob  property tain the W T  
1[ ]T    h   Using (3.3), we have the following 

statement:  
1( ) [ ]W M M         H fi h   

 1( ) [ ] set [W     H fi h HTherefore, ] (see Section 

 (11.23

(we use (4 , using (6.6), (11.23), and sta- 
tements of Section 5, we obtain that  

 
5), where  

1( ) [ ] [ ]F    uH fi h H           ) 

.2)). In addition

 
 

1

1

1

( ) [ ] set [ ]

( ) [ ] set [ ] (

( ) [ ]

P

   

     

    

H fi h H

H fi h H H

H fi h







 )

fore, There 1) [ ](W     H fi h   Since the choice of 
W  was arbitrary, we obtain that  

1( ) ( ) [ ]N q     H fi h   




) So, by (3.5 1[ ] qh   Then, we have 
 

the following 
properties: 

 1 1[ ] [ ]u &
  

 
 

h h  q   
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By (11.5) u q   Then  q u   Since the choice of 
q  was arbitrary, we obtain that  

   1cl ( )
A

A u


   h


 

The opposite inclusion was established previously. Ther- 
efore, and the intersection of all sets  u   1cl ( )A  h  
A   coincide.  

5) and Proposition 11

E

From (4.1 .3 we obtain that  

 ( )[ ] [ ]( )oE H     H h   [ ]F  uas     (11.24) 

So, ultrafilters of realize very perfec
racter. 

ith 
Algebra of Sets 

E  t constraints of 
asymptotic cha
 
12. Ultrafilters of Measurable Space w

 
In this section, we fix a nonempty set E, TS ( )  H H  
  and  E h H  Moreover, we fix (a

full
3 and ot

lg)[ ]E   Fin- 
filed. Then, 

her state-

it: (11.5) is 

o

ally, we suppose that Conditio
he state

 w

n 10.1 is 
have t ment of Proposition 

o,
h

we 

fu

ments of Section 10. We suppose that (11.11) is valid 
also. S e have the mapping (11.12). In addition, we 
have t e natural uniqueness of the filter lim

lfilled. Now, we supplement (11.5). Namely,  
y y   H    

 

1 2H H[ ]

 1y
 

2 1 2( ) ( ) ( )& y y y        (12.1) 

Remark 12.1. For the proof of (12.1), we fix o  
t of 
for 

ons  

1[ ] y  H H  and 2y  H  Let the premise statemen
(12.1) is valid:   converges to 1y  and 2y . Then, 

( )[ ] [ ]  uH fi HF   (see (3.3)), the inclusi

   1 2( ) ( )N y & N y     

are fulfilled. Therefore, by (3.6) the following two prop-
erties are valid:  

1 2( ) ( )y & y
 

    

By (11.5) 1 2y y   So, (12.1) is established.  
We recall (10.23) and (10.24): if ( )    the  n 

[ ]o E
15).  

 and (s se 

Proposition 12.1. 

1
o[ ] [ ]h H  ee (4.1)). We u (10. 

 [ ]E u
1[ ] [ ]( )oH F


 h     

[ ]
 

Proof. Let F E  and [ ]( )oz H    Then z  
H  and by Condition 10.1, for some ( bas)[Z z ]   

1[ ]Z  fulfilled. In addition, by (11. 
16) 1[ ] z


h

, the
inclusion is h   

  Since [ ]o E  and ( )E  fi  
[ ]  then  

1 ( )oN z
     h            (12.2)    

From (12.2) the inclusion  1 ( )N z
 h   follows 

(namely, for any  1S N
h ( )z   there exists 1T h  

( )oN z    such that  then, T S  T   by (12.2) and 
S   by axioms In a of a filter). ddition, ( )Z N z   
Then,  

 1 1[ ] ( )Z N z
  h h   

and (by the choice of )Z  1 [ ]  ( )Z E h fi   
[ ]    Since Z ( bz as)[ ]   27 by (10. )  

1[ ] z


 h    

By definiti ] [ ]( )oH


1[zon of  h     
Pr 2.2. zoposition 1 z1[ ]


( )o

    H   
f. Fix 

h   
Proo ( )o

     Using (10.18), we choose 
 [ ]F E u  such that  

    

Then, by (11.12) 

              (12.3) 

[ ](oH ) H  and by (12.
P n 12.1  

1[ ] [ ]( )oH

3) and 
ropositio


 h           

In additi

  (12.4)

on, o[ ]E
d (12.4)

 and 
 y

1  [ ] [oh H]  Therefore, 
by (12.1) an  H   

  1[ [ ]( )o


 h     H] y y 

12.2, the 
( )

From Proposition obvious corollary follows; 
namely og


 H    

( )g



1[ ] ( )o

  



      h 

Now, uppose that the apping   we s  m

( )A o
 

owing 

] [A

[ ] H H             (12.5) 

is defined by the foll ( )o
    then  

1[

rule: if 

]( )


H

.5), th

h          

ious pr
 [ ]

      (12.6) 

From (10.15) and (12 e obv operty follows; 
namely, [ )A ]( F E   H  u   

[
  H

Proposition 12. 3. ([ ] )A oH ]( )          H
 [ ]F E u  
Proof. Fix 

u  F E  Then,  by H (11.12) [ ]o ( )  H  
By (10.15) we obtain that ( )o

   
, [ ]o E

 In particu-
lar     and by (4.1) 1[ ] [ ]o  h H   
From Pr , wo
gence  

position 12.1 e 



have the follo

)

wing conver-

1[ ] [ ](oH  h        

.6
)

     (12.7) 

Using Pro
tain that 

position 12 1), (12.2, (12.
) H

), and (12.7), we ob- 
[ ]( [ ](A o     

)

H  

Proposition 12.4. If (o
   and U    then 

 )1cl (U[ ]( )A       hH

Proof. Using (10.18), we choose  [ ]EF u  such that 
     ve the in-

clusion  
 Then position, by Pro  11.3 we ha
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 1cl ( )o[ ]( )H U  h   )          (12.8  

 obvious i alized by the
n 1

(we use the nclusion U   re  
choice of U ). By Propositio  

[ ]( )A o

2.3  

[ ]( ) [ ]( )A H      H

From (12.8), the inclusion 
H  

1[ ]( ) cl ( )UA   hH  fol-
lows. 

We note that (see [11,12,13]) by (11.11) the space (H  
)  is regular: if x H  then  

( bas)[ ] ( )x       HCX X     (12.9) 

Pr pping (12.5 ou


oposition 12.5. The ma ) is continu s:  

[ ] ( ) [ ]A oC E    T HH     (12.10) 

 Fix 



Proof. ( )o
    Then, by (12.5) [ ]( )Az  H  

 H  In a 6)  ddition, by (12.

1[ ] z


h                 (12.11) 

Of course, [ ]o E  and 1[ [ ]oh H]   (see (4.1)). 
As a corollary, by (3.3)  

1( ) [ ] [F     H fi h H   ]    2.12) 

12), we obtain the follo

.13)

From (2.1), (3.3), and (12.13), we obtain that 

 (1

From (3.5), (12.11), and (12. wing 
inclusion:  

( )N z                 (12  

 

 1( ) ( )S N z U U S      h    (12.14) 

Fix Using (12.9), we choose ( )N z N  ( bas)z   Z 
[ ]  such that ( )Z  HC  Then, by (3.4), for some 

Z F  the i

F N

nclusion  

                (12.15) 

is valid. Therefore, ( ) HF C   Of course, ( )N z F  
Therefore, by or som (12.14), f e U    

             (12.16) 

In addition, (see (5

1( )  h U F  

( ) ( )[ ]E  U   
[ ]E   In addition, by (5.3) 

.4)). By (6.4) 
( )( )  U T   U  

Therefore,  

[ ]E
( ) ( )oN  

T
U


           (12.17) 

Choose arbitrary ultrafilter ( ) U  Then, o
   

  ( )  and  U   see (5.3). By Proposition 12.4

 1[ ]( ) cl ( )A   h UH       

By ss of  an

  (12.18) 

 the closedne d (12.16)  1cl ( ) F   h U F  
m (12.18), we hav  inclusion  So, fro  thee

[ ](A )  F  H

Using (12.15), we ob [ ]( )Atain that   NH  Since the 
choice of was arbitrary, th  e inclusion  

 1[ ] ( )  U N H            (12.19) 

is established. Since the choice 
btain that  

of N  was arbitrary too, 
from (12.17), we o

 [ ]( )N 
1

[ ]
( ) [ ] (

A

E

S

T N T

 

) S  
T

  



 H
 

H

So, the mapping [ ]H  is continuous at the po
e the ch f u  was arbitrary, the required i

int 
Sinc oice n
sion (12.10) is established (see [16], (2.5.

In connection with Proposition 12.5, w

ned on the ini-
mple, Theorem 

3.6.21 of monograph [13]. For this approach, construc-
. Of course, u

o l 

9.2). 

(of course, this approach re- 
quires a correction, since we consider ultraf  
measurable space). But, we use the “more straight” way 
with point of view of asymptotic analysis: we construct 

g

u . 
clu-o

4)). 
e recall Propo-

sition 9.2 and known statement about the possibility of 
an extension of continuous functions defi
tial space; in this connection, see, for exa

tions of Section 8 are essential nder corre-
sponding c nditions, we can use the natura connection 
with the Wallman extension (see (8.27) and Proposition 

In this case, Proposition 12.5 can be “replaced” (in 
some sense) by statements similar to the above-mentio- 
ned Theorem 3.6.21 of [13] 

ilters of the

the required continuous mapping by the limit passa e 
(see Proposition 12.5). We recall (9.24). Then, by (9.24) 
and (12.5) the mapping  

  
[ ] ( ult)[ ]

[ ] ( )[ ]
A

E
A x E

E

E ult x







   


H





H

H
  (12.20) 

is defined; moreover, E h H  
Proposition 12.6. The equality [ ] ( ult)A  h H  

[ ]E  is valid.  
Proof. Fix x E   Then by (11.17) ( ult)[ ]E x F  u  

[ ]E   In addition, by (11.18) the obvious equality fol-

lows:  

 ( ) [ ] ( ult)[ ]ox H E x  h        (12.21) 

Moreover, by (9.24) we obtain that  

( ult)[ ]( ) ( ult)[ ] ( )oE x E x          (12.22) 

Then, by Proposition 12.3 and (12.22) we have the eq- 
uality chain  

 [ ] ( ult)[ ]( )A E x  [ ] ( ult)[ ] ( )oH E x x    h  

So, 

H

  ( [ ] ult[ ] ( ) [ ] ( )A E x ult     H H

( )

[ ]( )E x  

x h . Since the choice of x  was arbitrary, Ah H  

[ ] ( ult)[ ]E     

Since (9.7) is valid, from Proposi , 
have the important co

tions 12.5 and 12.6
we rollary connected with Proposi-
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[9]: tion 5.2.1 of 

( ( ) [ ] ( ult)[ ] [ ])o AE E     T  H     (12.23) 

is a compactificator, for which (in the consi

E
(12.24) 

E
(12.2 ) 

In (12. rt . We c - 
nsider this case in the following section. 
 

We suppose that 

dered case)  


 

1( )[ ] [ ] ( )[ ( ) [ ]

( ult)[ ] ]) ( )E P P E

    

   

as H h as T

 





HA oE E


     

in (12.24) we use Proposition 3.1 and Corollary 3.1 of 
[18]. In addition,  ( ) ( )P P P E    Therefore, by 
(12. 24)  




1( )[ ] [ ] ( )[ ( ) [ ]

( ult)[ ] ] ( )

A oE E

E P

   



       

   

as H h as T

 



 

H
5

25), we have the impo ant particular case o

13. Ultrafilters as Generalized Solutions 
 

( )E   H h
tion 12. We pos

  and satis
nditions of Sec tulat 1.11)

structions of the previous section. In particular, (12.25) is 
fulfilled (the more general property (12.24) is 
too). In connection with (12.25), the obtaining of more 



(13.1) 

is important. For this goal, we use the natural c
tion of Theorem 8.1 in [17]. Namely, we have the 

  
e (1

fy to the co- 
. Finally, we 

postulate Condition 10.1. Therefore, we can use con-

fulfilled 

simple representations of AS  

( ) ( ) ( )oE P      as T   [ ] ( ult)[ ]E E  

onstruc-
follo- 

wing  
Proposition 13. 1. If ( )P   then ( ) oE  as   

( ) [ ] ( ult)[ ] ( )oE E       T    

Proof. Let ( ) ( ) [ ] ( ult)[ ]oE E E     as T  
hen, by the corresponding definition of Section 4

  
T  (see 

  and, for s(4.3)) ( )o  ome net ( )D f   in the 
set E, 

 

 
[ ]

( ass)[ ]

( ( ult)[ ] )
E

E D f &

& D E f


    

   
T

 




     (13.2) 

Fix A  Then, by (13.2)  ( ass)[ ]A E D f      Us- 
ing (3.7), we choose d D  su1 ch that D    

 1( ) ( )d f    A         (1 3) 3.

Of course,  ( )A P E   And what is more, A   In-
deed, let us assume the contrary:  

 \A                (13.4) 

R fore, ecall that     There A   By   (9.1) and
(13.4) we ha inclusion ve the \E A   

( \ )E A ( )[ ]E

Then, by (5.4) 

     In particular (see (6.4)),  

( \ ) [ ]E A E  T              (13.5) 

Moreov

 

er, by (5.3) ( \ )E A   Using (13.5), we 




obtain that  

[ ]
) ( )o

E
N ( \E A 

T
      

 From (13.6) and the 
ve the following 



where ( )oN N T T 

nd stat
D

     (13.6) 

[ ] [ ]E E

seco ement of (13.2) we prop-
erty: there exists 2d

( )  
 ha

  such that D    

   ( \ )E A   (13.7) 2( ) ( ultd    )[ ] ( )E f   

By axioms of DS there exists 3d D  for w 1d   

3d  and 2 3d d
hich 

  By (13.3) 
3( )f d A   Moreover, by 

(13.7)  

  
3( u [ ] ( ) \ )E f d Alt) (E    

By (9.24) 



   3 3( ult)[ ] ( ) ( ult) ( )E f d E f d       
Therefore,  

  
3( ult) (E f )d ( \ )E A      

From (5.3), the inclusion   3ult) ( )f d   
follows; in 

\ (E A E
particular,   3\ ( ult) ( )E A E f d    By 

(3.9) 
3( ) \f d E A   So,  

   3 ) \3( ) (f d A & f d E A    

We have the obvio ntradiction. ontradiction
means that (13.4) ible. So

us co
 is im

 This c  
poss , A   Since the 

choice of A  was arbitrary, the inclusion  
 

  is 
established. Then (see (9.26)), ( )o  So,  
obtain the inclusion  

( ) E 

   we

( ) [ ] (E  ult)[ ] ( )o oE        as T 

Choose arbitrary o


 (13.8) 

( )      Then, by (9.26)   
( )o

   and     By 
( )

Proposition 9.4 and [9,(3.3.7)], 
for some net g    in the set E , the convergence  

[ ]

( ( ult)[ ] )
E

E g


   
T

          (13.9) 

xiom of choice. Fix is fulfilled. Now, we use a 
 is

 
Then, by the choice of   ful-
filled. Of c (5.4)  

 the inclusion 

      (13.10) 


ourse, by 

( )   ( )[ ; ];E     

in addition, by (5.3)    . Since by (6.4) and 
(13.10)    *T E     we have the inclusion  

* [ ]
( ) ( )O

T E
N  


            1). 

From (13.9) and (13.11), we have r some 
d

 (13.1

 the property: fo
  we obtain that   . 

         .g    ultd E   (13.12) 
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From (9.24) and (13. e the following property: 
    

       .d E g        (13.13)  ult   

   with the By (5.3) and (13.13) we obtain that, for 
property d   the inclusion     ultE g      
  is valid and, as a co llary, by (3.9)  g  ro   So, 

 P E  and  

   1 2 1 2d d d d          2g d   

Then, by (3.7)   ass ;  
arbitrary, the 

;E g  Since the choice 
of   w inclusion  as 

  ass ; ;E     g          (13.14) 

is established. So, by (13.9) and (13.14) we obtain that 
t  ; ;the ne g   in th  has the e set E following proper-

ties:  

   

   
 *

ass ; ; &

& , , ult
T E

E g

E g

  


 






  
 

 




 By definition of Section 4 (see (4.3))   ;E as  
  


   * *; ; ult ;o T E E     So, the inclusion  

     ult ;E

is established. Using (13.8), we have the required qual-
ity  

     * * *; ; ;o oE T E        as  

e

          * *; ;o oE *; ; ultT E E    �    as  

From (12.25) and Proposition 13.1
lowing  

, we have the fol-

Theorem 13.1. If '( )P   then, AS in ( )H  
with con of the asymptotic character defined by 
  is re

straints 
alized by the rule  

       1 *; ; ; ; .oE h   H  Has  

We note that, in Theorem 13.1, the set  *
o   

ralized solu- plays the role of the set of admissible gene

14. Some Remarks 
 
In our investigation, one approach to the representation 

l approach requires the employment of constructi-
ons of nonsequential asymptotic analysis. This is co
ected both with the necessity of validity of “asymptotic 
co

 fix a nonempty set of usual solutions (the sol-
ut ace, an m the

sp hen, under very different co- 
nstraints, we can realize in this space both usual attaina- 
ble elements and AE. But, if usual attainable elements 
ar cal relat

nding spaces of GE are constructed. Ultrafilters 
 used as GE. But, the realizabil- 
ltrafilters are “invisible”. In add- 

s of Measur-
tomatika i telemekhanika, Vol. 6, No. 11, 

] A. G. Chentsov and S. I. Tarasova, “Extensions of Ab-

1.  

Kelley, “General Topology,” Van Nostrand, Prnce-

tions.  
 

of AS and approximate solutions is considered. This very 
genera  

[9]

n - [n

nstraints” and with the general type of the convergence 
in TS. We  

[11

ion space), the estimate sp d an operator fro  

solution space into the estimate space. In the estimate 
ace, a topology is given. T

e defined comparatively simply (in the logi - 
ion), then AE are constructed very difficult. For last goal, 
extensions of the initial space are used. In addition, the 
orrespoc

of the initial space can be
ty problems arise: free ui

ition, free ultrafilters realize limit attainable elements wh- 
ich nonrealizable in the usual sense. In this connection, 
we propose to use ultrafilters of (nonstandard) measur-
able space; we keep in mind spaces with an algebra of 
sets. But, it is possible to consider the more general con-
structions with the employment of ultrafilters. In our in- 
vestigation, ultrafilters of lattices of sets are used. On this 
basis, the interesting connection with the Wallman ex-
tension in general topology arises. 

It is possible that the proposed approach motivated by 
problems of asymptotic analysis can be useful in other 
constructions of contemporary mathematics. 
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Abstract 
 
To financially evaluate an IT projects is to assess its financial feasibility, while the financial benefits are the 
core parameters of financial evaluation of IT projects. Therefore, correctly identifying the financial benefits 
of IT projects is the precondition to ensure the validity of the financial evaluation. Essentially, IT projects 
can be divided into productive IT projects and supportive IT projects. The paper analyzes the importance of 
identifying the financial benefits and introduces the meaning, characteristics and classification of financial 
benefits of IT projects. On this basis, the paper identifies the financial benefits of both productive IT projects 
and supportive IT projects and emphasizes the formation and specific calculation method of the two types of 
IT projects. For productive IT projects and supportive IT projects, the calculation of financial benefits should 
employ different methods. 
 
Keywords: Productive IT Projects, Supportive IT Projects, Financial Evaluation, Financial Benefits, Benefit 

Identification 

1. Introduction 
 
In the process of decision-making and evaluation of IT 
projects, financial evaluation is an important work to de- 
termine the financial feasibility of the project. It is not 
only one important part of economic evaluation of pro-
jects but also the important basis for investment decision 
[1]. Financial evaluation needs to determine the financial 
parameters, while the identification of financial costs and 
benefits of IT projects is an important source to obtain 
the basis data for financial evaluation and that is what 
that influences the quality of IT projects decision-making 
[2]. The duration of IT projects is hard to estimate; me- 
anwhile, unlike materials, machines and equipment, the 
labor costs in the process of implementation can not be 
exactly estimated because IT projects has the character-
istic of intensive intelligence. Therefore, the financial 
costs and benefits of IT projects usually can not be easily 
and directly determined. Correctly identifying the finan-
cial costs and benefits of IT projects is a very important 
work. 
 
2. The Meaning, Characteristics and   

Classification of Financial Benefits      
of IT Projects 

2.1. The Meaning of Financial Benefits of IT 
Projects 

 
The financial benefits of IT projects refer to the incomes 
that are generated after the implementation of projects 
and that are closely related with project target, which ma- 
inly refer to the operating income. Subsidy income obtai- 
ned by some IT projects should be listed in financial 
benefits. Financial benefits of IT projects generally mean 
the income directly obtained, not including external ben- 
efits due to project construction and operation. 
 
2.2. The Characteristics of Financial Benefits of 

IT Projects 
 
1) Long time span of financial benefits 

Financial benefits of IT projects occur in the O & M 
(Operation& Maintenance) period from the beginning of 
the implementation to the last. The time span of IT pro-
jects is comparatively long. The length of O & M period 
is mainly decided by national regulations or reasonable 
useful life of the project [3]. When there are national 
regulations of given period of IT projects, regulations 
should be followed; while there are no such regulations, 
it should be determined according to reasonable useful 
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life. 
For a specific IT projects, its actual useful life may be 

very long. But When the IT projects O & M period ex-
ceeds a certain time, the present value of its financial be- 
nefits can nearly be ignored from the aspect of financial 
evaluation. The reason is as follows: 

Suppose that the useful life of IT projects O & M pe-
riod is t (t = 1, 2…, n), interest rate is i, the financial 
benefits generated in the year of t is FB. Calculate the 
PV (Present Value) of FB by the follow formula (1) [4]: 

 ti

FB
PV




1
                  (1) 

When i is certain, PV becomes close to zero as t in-
creases. Generally speaking, the variable t often takes a 
value of less than 50 years. When O & M period lasts for 
50 years, that is t = 50, consider i = 10%, then its dis-
count rate is 1/(1 + 10%) 50 = 0.0085; thus the PV is so 
small that it can be eliminated. When i is certain, PV be- 
comes smaller and smaller as t increases. When t is close 
to infinity, PV(FB) is close to zero. 

2) More financial benefits generated by immaterial res- 
ults and less financial benefits generated by material re-
sults 

Results of IT projects are mainly existed by immateri-
ality due to high technology and intellectual input of IT 
projects such as communication network and website co- 
nstruction [5,6], with little entity results. Therefore, fin- 
ancial benefits of IT projects are mainly from the sales of 
immaterial results. 
 
2.3. The Classification of Financial Benefits of IT 

Projects 
 
There are usually two purposes to set up IT projects. One 
is to establish a new information technology project with- 
out a specific organization in order to fulfill the process 
of electronic commerce and product development. The 
output can not be produced without the IT projects. This 
is a process from scratch and we call it productive IT pr- 
ojects. The other is to base the original organization on 
information, that is, an information application in an or-
ganization in order to support the original organization 
and make it run in a better and more efficient way. We 
call it supportive IT projects. Thus the financial benefits 
of IT projects can be accordingly divided into two types, 
one is of productive IT projects; the other is supportive 
IT projects. 
 
3. Identification and Calculation Methods  

of Financial Benefits of Productive IT 
Projects 

 
3.1. The Meaning of Productive IT Projects 

Productive IT projects refers to a kind of projects establi- 
shed from scratch, taking one-time development and life- 
long maintenance as its main way and possessing spe-
cific output for the purpose of the realization of electro- 
nic commerce, software product development and web-
site construction in applications of computer software, 
hardware and communication network technology. There 
are four points in the definition above: firstly, productive 
IT project is a process from scratch and it doesn’t have 
any organization as its basis. Secondly, productive IT pr- 
oject is a one-time activity and it needs to be maintained 
continuously from the construction to the end of project 
life cycle. Thirdly, the purpose of establishing a produc-
tive IT projects is to realize the development of software 
products and websites, therefore the products are inexis- 
tence and can not be obtained by other traditional pro-
jects before the construction of productive IT projects. 
Fourthly, productive IT project has specific outputs such 
as application software and websites with specific func-
tions. 
 
3.2. The Formation of Financial Benefits of  

Productive IT Projects 
 
Financial benefits of productive IT projects are mainly 
revealed as operating income and subsidy income. 

1) Operating income of productive IT projects 
Operating income refers to the income from selling pr- 

oducts or offering service and that is the main part not 
only in the cash inflow of cash flow statement but also in 
income statement [7]. Operating income is an important 
data in financial evaluation, the evaluation veracity of wh- 
ich can largely influence the estimation of project finan-
cial benefits. The operating income of IT projects mainly 
includes sales income and service income. 

a) Sales income of productive IT projects. Sales in-
come of productive IT projects refers to the cash inflow 
brought by selling the products of productive IT projects, 
mainly including advertising income, call income, value- 
added business income, registration income, rental inco- 
me, installation income, sales income of client terminals, 
sales income of virtual currency, etc. 

i) Advertising income. It refers to the income that pro-
ductive IT projects especially website type IT projects 
charge to advertise for other companies through the page 
image and text links. 

ii) Call income. Call income refers to the communica- 
tion costs that productive IT projects charge to customers 
due to its functions like multi-communication, surfing, 
etc.. Generally speaking, call income includes call cost of 
fixed telephones and cell phones, broadband fee, GPRS 
flow charge, .etc. 

iii) Value-added business income. It refers to the re- 
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venue obtained by the operators by the provision of a 
higher level information needs than basic communication 
needs. The characteristic of value-added business is that 
it can provide better service and can satisfy the personal-
ized demands of different customers. So far, the value- 
added business on telecommunication network mainly 
includes e-mail, videotext, EDI, fax storage & transmit 
and so on [8]. 168 audio phone is a typical value-added 
business. 

iv) Registration income. It refers to the cost that ch- 
arged by productive IT projects for providing the usage 
of network, software or service.  

v) Rental income. It includes space rental income, ba- 
ndwidth rental income and so on. 

vi) Installation income. When a productive IT project 
connects its backbone network with family terminal sys-
tems, terminal systems of commercial or educational or- 
ganization, mobile terminal systems, .etc at the first time, 
it will charge for the access. For example, telecommuni-
cations network installation fees. 

vii) Sales income of client terminals. It refers to the 
cost that the users of productive IT projects pay for client 
software in order to achieve the log function so that it 
can exchange information with the server terminals.  

viii) Sales income of virtual currency. Virtual currency 
is a kind of electrical data or symbols which are issued 
on internet by network service operators to purchase vir-
tual commodities or services provided by main service 
providers or contracted service providers [9]. There are 
many famous virtual currencies such as Q coins of Ten- 
cent, point certificates of SNDA, U coins of SINA, etc. 

b) IT projects Service income. IT projects service inc- 
ome include advertising production income, upgrade and 
maintenance service income of client terminals .etc. 

i) Advertising production income. It exists mainly in 
website type IT projects. The website advertisements are 
mainly represented by page images and text links, so the 
website operators can obtain benefit from providing ad-
vertising production for advertisers. 

ii) Upgrade and maintenance service income of client 
terminals. After the installation of client terminal soft-
ware, it is necessary to maintain the software as the up-
date and upgrade of the project itself.  

2) Subsidy income of productive IT projects 
In order to fully play the role of market mechanism 

and achieve the market-oriented operation of IT projects, 
related government departments will give certain finan-
cial subsidy or loan discount to IT projects with the pub-
lic good characteristics. Then such IT projects can obtain 
corresponding subsidy income according to some regula-
tions. The subsidy incomes of IT projects include some 
government subsidy related to income, that is, value-ad- 
ded tax collected first and refunded last, ration subsidy 

calculated according to subsidy ration regulated by the 
government such as sales volume or workload and deliv-
ered on schedule, subsidies of other forms belonging to 
financial support. 
 
3.3. Calculation Methods of the Financial  

Benefits of Productive IT Projects 
 
The financial benefits of productive IT projects are gen-
erally visible, which can be calculated by some routine 
methods as are shown in Table 1. 
 
4. Identification and Calculation Methods  

of Financial Benefits of Supportive IT 
Projects 

 
4.1. The Meaning of Supportive IT Projects 
 
Supportive IT projects refers to the project that can help 
organizations reduce costs, improve efficiency and enha- 
nce competitiveness in management in order to be seaso- 
ned with the present economic environment by applying 
computer software& hardware and communication net-
work technology. 

The meaning of supportive IT projects consists of four 
aspects: firstly, supportive IT projects progresses relying 
on certain forms of organizations. That is to say, organiz- 
ations are in existence before the implementation of such 
projects. Secondly, the purpose of supportive IT projects 
is to help the organization improve operation efficiency 
by means of information technology. Before supportive 
IT projects is implemented, the original organization may 
have such problem as of low operation efficiency but it 
can still ensure the ordinary quality of products; while 
when supportive IT projects is in implementation, its op- 
eration efficiency will be improved. Thirdly, supportive 
IT projects mainly acts on organization management, 
which means that it can not help the organization produ- 
ce new products but can help improve the management 
such as simplifying work flow, reducing information di- 
stortion and improving service quality. Fourthly, suppor-
tive IT projects can not change the original characters of 
the organization, just supporting it. 
 
4.2. The Identification of Financial Benefits of 

Supportive IT Projects 
 
Supportive IT projects doesn’t have any independent out- 
put, with its value relying on the contribution to the org- 
anization. Therefore, the financial benefits of supportive 
IT projects can only be reflected by the difference betwe- 
en costs and benefits of the organization before and after 
the implementation of IT projects. In essence, financial 
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Table 1. Calculation methods of financial benefits of productive IT projects. 

Financial benefits of productive IT projects Calculation methods 

Advertising income (1) Unit price of standard complexity per unit time* complexity coefficient* number of ads* time

Call cost of fix  
telephone and cell 

phones 

(1) Call cost per unit time* call duration 
(2) Call cost per year* number of years 
(3) Call cost per month* number of months 

Broadband fee 
(1) Broadband cost per unit time* call duration 
(2) Broadband cost per year* number of years 
(3) Broadband cost per month* number of months 

Call 
income 

GPRS flow charge 
(1) GPRS cost per unit flow * number of flow 
(2) GPRS cost per year* number of years 
(3) GPRS cost per month* number of months 

Value-added business income 

(1) Value-added business cost per unit time* time 
(2) Cost per unit specific value-added business* number of specific value-added business 
(3) Value-added business cost per year* number of years 
(4) Value-added business cost per month* number of months 

Registration income (1) Registration cost per user* number of users 

Space rental 
income 

(1) Rental income per time per space* time* number of spaces 
(2) Space rental income per year* number of years 
(3) Space rental income per month* number of months 

Rental income 

Bandwidth 
rental income 

(1) Bandwidth rental income per time* time 
(2) Bandwidth rental income per year* number of years 
(3) Bandwidth rental income per month* number of months 

Installation income (1) Installation income per user* number of users 

Sales income of client terminals (1) Sales income of client terminal per user* number of users 

S
al

es
 in

co
m

e 

Sales income of virtual currency (1) Sale income per unit virtual currency * number of virtual currency 

Advertising production income 
(1) Advertising production cost of standard complexity per unit time* complexity coefficient* 
number of ads* time 

O
pe

ra
ti

ng
 in

co
m

e 

S
er

vi
ce

 
in

co
m

e 

Upgrade and maintenance service 
income of client terminals 

(1) Upgrade and maintenance service income of client terminal per user* number of users 

Subsidy income Calculated according to related regulations 

 
benefits of supportive IT projects are mainly revealed as 
savings of organizational costs and subsidy income ac-
cording to the principle of before and after comparison in 
benefits and costs identification. 

1) The savings of management costs. 
The savings of management costs include savings of 

labor costs, savings of paper costs, savings of error oper- 
ations, savings of communication costs and savings of 
information acquisition costs.  

Savings of labor costs refer to the labor costs reduced 
with the improvement of office efficiency through the 
application of IT technology. Savings of paper costs refer 
to the paper costs reduced by using electronic ways in-
stead of traditional paper-based communication through 
the application of IT technology. Savings of error opera-
tions refer to the error operating loss reduced by less ma- 
nual inputs due to the application of barcode technology 
and other related technologies. Savings of communica-
tion costs refer to the communication costs reduced by 
using networks and e-mail systems instead of traditional 
means of telephones and faxes to connect the inner and 
outer organizations. Savings of information acquisition 

costs are brought out by the open network and shared in- 
formation, so it is very cheap for organizations to acquire 
information by IT systems. That is to say, the implemen-
tation of IT projects can effectively reduce the informa-
tion acquisition costs. 

2) The savings of production costs 
As a means of factor allocation in production process, 

IT projects can help improve the efficiency of factor al-
location, reduce the costs and to some degree it can avoid 
or decrease the phenomenon of materiel shortages and 
production interruptions, consequently with higher prod- 
uction efficiency, lower production costs and more bene-
fits. 

3) The savings of sales costs 
The savings of sales costs include savings of transac-

tion costs, savings of marketing and promotion costs and 
savings of customer service costs. 

Transaction costs are generated in the process of com- 
modities distribution and wholesale. It is not the part of 
production costs, but it can reflect the market demand 
and supply. As the increase of product sales, transaction 
costs will increase [10-12]. 
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Marketing and promotion costs are spent to publicize 
the products to customers in order to broaden the product 
sales in the business activities characterized by equiva-
lent exchange. By using information technology, IT proj- 
ects can publicize products faster and more efficient co- 
mpared with traditional marketing and promotion meth-
ods. Therefore it can help improve the marketing efficie- 
ncy and reduce costs. 

The implementation of IT projects can make the com- 
munication between enterprises and customers more co- 
nvenient. It can advance customer relationship, improve 
customer satisfactory and loyalty [13,14], thus reduce the 
customer service costs. 

4) The savings of financial costs 
The implementation of IT projects can accelerate the 

cash flow and can withdrawal account receivable in adv- 
ance, which makes possible to reduce bad debt and fin- 
ancial costs. 

5) The savings of procurement and inventory costs 
The implementation of IT projects makes it possible to 

achieve Global sourcing, real-time procurement and bulk 
purchases. Enterprises can integrate all the procurement 
information by internet and invite biddings all over the 
world in order to choose preferred suppliers; they can 
make real-time procurement to minimize inventory thro- 
ugh connecting production information, inventory infor- 
mation and procurement systems together; It is possible 
to fulfill the automatic and scientific management of in- 
ventory and procurement and meanwhile minimize the 
influences of human factors with a higher procurement 
efficiency. The procurement and inventory costs reduced 
are the savings. 

6) Subsidy income of supportive IT projects 
Subsidy income of supportive IT projects is almost the 

same as that of productive IT projects, which should be 
calculated according to related regulations. 
 
4.3. The Formation of Financial Benefits of 

Supportive IT Projects 
 
On the basis of the identification of the financial benefits 
of supportive IT projects, its formation can be listed in 
Figure 1. 
 
4.4. Calculation Methods of the Financial  

Benefits of Supportive IT Projects 
 
According to the difficult degree of financial benefits ca- 
lculating, we divide supportive IT projects into two types. 
One is type I supportive IT projects whose financial 
benefits are easy to calculate through routine methods. 
The other is type II supportive IT projects whose finan-
cial benefits are hard to determine. 

1) Calculation methods of the financial benefits of ty- 
pe I supportive IT projects 

The financial benefits of type I supportive IT projects 
can usually reveal in a short time, therefore we can use 
the costs difference between before and after to calculate 
its savings. 

One typical example is the GPS information system 
project of logistics companies. The adoption of GPS can 
help reduce the number of traffic accidents of transport 
vehicles as well as their no-load mileage. What’s more, 
drivers can better find the best routine, which makes it 
even possible to decrease the transport costs. Therefore, 
its financial benefits mainly rely on the savings as fol-
lows: one is the costs reduced with decreased traffic ac-
cidents, which can be calculated by statistic data of the 

 

The formation of 
financial benefits of 

supportive IT projects 
The savings of financial costs 

The savings of procurement and inventory costs

Subsidy income of supportive IT projects 

The savings of management costs 

The savings of production costs 

The savings of sales costs 

Savings of communication costs 

Savings of information acquisition costs 

Savings of transaction costs 

Savings of labor costs 

Savings of paper costs 

Savings of error operations 

Savings of marketing and promotion costs 

Savings of customer service costs 

 

 

Figure 1. The formation of financial benefits of supportive IT projects. 
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accidents; the second is the costs reduced with decreased 
transport mileages which can be calculated by the odom- 
eters. 

2) Calculation methods of the financial benefits of type 
II supportive IT projects 

The financial benefits of type II supportive IT projects 
usually can not reveal soon. On one hand, the savings of 
project costs can not be represented in a short time; on the 
other hand, the improvement of management efficiency 
can not be simply measured by cost reduction. Therefore 
The financial benefits of type II supportive IT projects 
can not calculated by routine methods. 

Take the establishment of schools’ information office 
system as an example. Office information system gener-
ally has the following functions: firstly it can reduce the 
amount used of office supplies such as papers and penc- 
ils; secondly, it can help reduce the number of manage-
ment employees that are not necessary for automatic of- 
fices; thirdly, it can improve the information transmiss- 
ion efficiency in the organization. The third is the key 
function of this project, while the improvement of effi-
ciency can not calculated by routine methods. It is not 
easy to exactly determine its financial benefits. 

One feasible calculation method of the financial bene-
fits of type II projects is cased-based reasoning. In the 
calculation of financial benefits, the major idea of cased- 
based reasoning is to set up a case base according to the 
financial benefits of similar IT projects actually happen-
ing before, and then compare the differences in their ch- 
aracteristics such as scales, characters, time etc. between 
the new and old projects. After a series adjustments and 
modifications of those differences, reuse the related in-
formation in the case base to calculate the financial ben- 
efits of the present IT projects. When there is only comp- 
arability between the project to be settled and the old pr- 
ojects in the case base, an suited choice should be found. 
That is a process of optimal matching. Optimal matching 
is to select one or several cases best related to the present 
problem from a group of candidate cases obtained in the 
first matching process.  

The similarity measurement plays a very important ro- 
le in case searches. Similarity measure methods include 
fuzzy relational clustering, single linkage clustering and 
so on. Similarity computation formulas are as follows 
[15]: 

ijjiji dVVdVVSim  1),(1),(       (2) 

jiij VVd                  (3) 

In formula (2) and (3), Sim(Vi, Vj)is the similarity be-
tween Vi and Vj; d(Vi, Vj)represents the distance between 
Vi and Vj. 

The greater the distance between cases, the smaller the 
similarity. Through calculating similarity and searching 

the case base, the cases should be ranked in accordance 
with the order of similarity decreasingly. 
 
5. Conclusions 
 
1) Financial evaluation is an important work to determine 
the financial feasibility of the project and also an impor-
tant basis for investment decision. The identification of 
financial costs and benefits of IT projects is an important 
source to obtain the basis data for financial evaluation 
and that is what that influences the quality of IT projects 
decision-making. 

2) IT projects can be divided into productive kind and 
supportive kind. Accordingly, the financial benefits of IT 
projects can be accordingly divided into two types, one is 
of productive IT projects; the other is supportive IT pro-
jects. 

3) Financial benefits of productive IT projects are ma- 
inly revealed as operating income and subsidy income, 
which can generally be calculated through routine metho- 
ds; financial benefits of supportive IT projects are mainly 
revealed as savings of organizational costs which should 
be identified according to the principle of before and 
after comparison. 

4) According to the difficult degree of financial bene-
fits calculating, we divide supportive IT projects into two 
types. Financial benefits of typeⅠprojects can be determ- 
ined by routine methods, while typeⅡcan not. It is sug-
gested that case-based reasoning be introduced to calcu-
late the financial benefits. 
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Abstract 
 
Restrictive partially blind signatures incorporate the advantages of restrictive blind signatures and partially 
blind signatures, which play an important role in electronic commerce. Recently, Chen-Zhang-Liu first pro-
posed an ID-based restrictive partially blind (IRPB) signature from bilinear pairings. Later, Hu-Huang 
showed that the Chen-Zhang-Liu’s scheme has a security weakness, and pointed out that their scheme does 
not satisfy the property of restrictiveness as they claimed. In this paper, we improve Chen-Zhang-Liu’s 
scheme and propose a new signature scheme from bilinear pairings. The improved scheme can resist the 
Hu-Huang’s attack. 
 
Keywords: Cryptography, Bilinear Pairings, Restrictiveness, Partially Blind Signature, ID-Based Restrictive 

Partially Blind Signature 

1. Introduction 
 
Blind signature scheme were first introduced by Chaum 
[1] to protect the right of an individual privacy. A blind 
signature allows a user to acquire a signature without 
giving the signer any information about the actual mes-
sage or the resulting signature. And blind signature tech-
niques have been widely used in anonymous electronic 
cash(e-cash) and anonymous voting systems. 

Restrictive blind signatures firstly introduced by Bra- 
nds [2], which allows a user to receive a blind signature 
on a message not known to the signer but the choice of 
message is restricted and must conform to certain rules. 
Furthermore, he proposed a highly efficient electronic 
cash system, where the bank ensures that the user is rest- 
ricted to embed his identity in the resulting blind signa-
ture. 

A partially blind signature scheme allows a signer to 
produce a blind signature on a message for a user, where 
the signature explicitly includes common agreed infor-
mation which remains clearly visible despite the blinding 
process. The concept was first introduced by Abe and 
Fujisaki[3]. 

In an electronic cash system, embedding user identity 
information in the blind signature enables the bank to 

learn the identity of double spenders. Maitland and Boyd 
[4] first proposed a provably secure restrictive partially 
blind signature scheme, which satisfies the partial blind-
ness and restrictive blindness. 

Recently, Chen-Zhang-Liu[5] proposed the first ID- 
based restrictive partially blind signature scheme(IRPB) 
by combining an ID-based partially blind signature sch- 
eme proposed by Chow et al.[6] with an ID-based rest- 
rictive blind signature scheme proposed by Chen-Zhang- 
Liu[7]. However, X. M. Hu. and S. T. Huang.[8] found 
that Chen-Zhang-Liu’s scheme had an important weak-
ness. Their scheme does not achieve the restrictiveness 
property as they claimed. They showed, in an electronic 
cash system constructed by Chen-Zhang-Liu, an account- 
holder cannot be caught when he performs double-sp- 
ending. In this paper, we propose an improvement of 
Chen-Zhang-Liu’s scheme, and the new scheme can re-
sist the Hu-Huang et al.’s attack. 

The rest of the paper is organized as follows: In Sec-
tion 2, we briefly review Chen-Zhang-Liu’s scheme. We 
propose an improvement of Chen-Zhang-Liu’s scheme in 
Section 3. The completeness and security of improved 
scheme are discussed in Section 4. Finally, conclusions 
will be made in Section 5. 
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2. Review of Chen-Zhang-Liu’s Scheme 
 
2.1. Basic Concepts on Bilinear Pairings 
 
Let G1 be an additive cyclic group with prime order q, G2 
be a multiplicative cyclic group of same order and P be a 
generator of G1. Let 211  be a bilinear map-
ping with the following properties:  

: GGGe 

1) bilinear:  for all  abQPebQaPe ),(),( 

1, GQP   and ; *, qZba 

2) non-degenerate: there exists P and  such 
that ; 

1GQ
1),( QPe

3) computable: there exists an efficient algorithm to 
compute  for . ),( QPe 1

The bilinear pairings can be derived from the Weil or 
Tate pairings. 

, GQP 

 
2.2. Complexity Assumptions 
 
Let G be a cyclic multiplicative group generated by g, 
whose order is a prime q, assume that the inversion and 
multiplication in G can be computed efficiently. 

Discrete Logarithm Problem (DLP): Given two ele- 
ments g and h, to find an integer , such that 

 whenever such an integer exists. 

*
qZn

ngh 
We assume that the discrete logarithm problem (DLP) 

in both G1 and G2 are hard. 
 
2.3. Chen-Zhang-Liu’s ID-based Restrictive Par-

tially Blind Signature Scheme 
 
Chen-Zhang-Liu’s ID-based restrictive partially blind sig- 
nature scheme (Chen et al.,2007) consists of four phases: 
system parameters generation, key generation, signature 
generation and signature verification. For simplicity, we 
will use the same notation as Chen-Zhang-Liu’s scheme. 

Define two cryptographic secure hash functions  

1
*}1,0{: GH   and . qZGGH  4

2
3
11 :

-System parameters generation: On input security pa-
rameter k, output the master key  and the sys-
tem parameter 

*
qR Zs

params . },,,,,,,,{ 121 HHkPPqeGG pub

-Key generation: Given params and the signer’s iden-
tity information ID, output the signer’s private key 

)(IDsHsQS IDID  . 

-Signature generation: Let   be the shared informa-
tion and a message M be from the receiver. 

Publish  and . ),( IDQPeg  ),( IDpub QPey 
,rGQ ● The signer randomly chooses  and 

computes  , 

*
1 qRR Z

),,( QPe (Meb ),,( aSMez ID  ),Q

rPU   and IDrQY  . He then sends  
 to the receiver. 

,,,( baz

,,
),YU

● The receiver randomly generates ,,,,  vu  
*
qR Z , and computes PMM  ' , 'z  

  yz ),'( IDQMeA  , , , vu ga' ab '
)
a


vuu Ab 

('  HQIDYY  , pubPUU  ' , h
hu

 
 and )' c (1

1 MH ,',',,', azAU',' Y b ' . He 
then sends h to the signer. 

● The signer computes ID , 2hSQ 1S )( hrS   
)( rHSID  and sends  to the receiver. ),( 21 SS

hay)● If the equations 1  and SPe ,( ), 1SM

IDvQ
(e  

 hold, the receiver computes hbz uSs  11'  
and 22 's S . Thus, the tuple  
is the signature for 

)',',' 21 ss,' c,' zU,'(Y
  and 'M . 

-Signature verification: Given a tuple  
 for 

,',',' 1scz,','( UY
)'2s   and 'M , the verifier computes ,'(MeA   

ID , 1  and . The veri- 
fier accepts the signature if the following equation holds: 

) (' ea 

                  

),'( 2 Ps

Q ') cy b

)'),(

,','(1

UH

YMH



',sP '
1 ')' cz ,'(' sMe

(

,)'',',,''(

e

QbazAUYee ID



)Ppub
. 

Unfortunately, Hu-Huang [8] pointed out that above 
scheme is insecure and can not achieve the property of 
restrictiveness as they claimed. Any adversary receiver 
can obtain a valid signature for a message. 
 
3. Improvement of Chen-Zhang-Liu’s  

Scheme 
 
In [8], X.M. Hu et al. found that above scheme had an 
important weakness. Any adversary receiver can obtain a 
valid signature for a message 'M  with any form. The 
main reason is that the Chen-Zhang-Liu’s scheme had 
more variable parameters. In this section, we present an 
improvement of Chen-Zhang-Liu’s scheme. The system 
initialization phase is the same as the one presented in 
Section 2. In the following, we only describe the Signa-
ture generation and Signature verification. 

-System parameters generation: The parameters gen-
eration is just as before. 

-Key generation: The key generation is just as before. 
-Signature generation: Let  be the shared informa-

tion and a message M be from the receiver. 


Publish ), IDQP(eg   and . ),( IDpub QPey 
, rGQ ● The signer randomly chooses 1  and 

computes 

*
qZRR

),,( IDSMez  ),( QPe ba  , ),( QMe , 
rPU  and IDrQY  . He then sends  

to the receiver. 
),,, YUb

*
qR Z

,( az

● The receiver randomly generates , 
and computes 

,,, vu
PMM  '

vu ga b'
, , 

, , , 
),' IDQ
Y)

(MeA 
vA Y (' yzz ' a' uu ba     

)() () )((  HvuQu ID , U)U ('    

pubPvu )(  ,  )',',' baz,,',',' AUY() 1
1 MH(h  
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)( u   and . He then sends h to the 
signer. 

huc '

● The signer computes ID , hSQS 1 )(2 hrS   
, and sends  to the receiver. )( rHSID

' Ss

),( 21 SS
hay)● If the equations  and e  

hold, the receiver computes  and 

22

SPe ,( 1
hbzSM ),( 1

IDvQuS 1s 1 '
 . Thus, the tuple  is 

the signature for  and 
)',',',' 21 sscz,',' U(Y

' M . 
-Signature verification: Given a tuple  

 for  and 
,',',',','( 1sczUY

)'2s  'M , the verifier computes ,'(MeA   

ID , 1  and . The veri-
fier accepts the signature if the following equation holds: 

) (' Pea 

                 

),'( 2 ePse





1 ()',( esP 

1

               

)','(

e

sM





),((

('((

)((

)((

)((

)((

)((

)((

)(((

),'(

1

2

UHe

HYe

re

re

re

e

ePs



































Q 'c

)'),

','(1

U

YMH



,()u Pe

1

1

,

(), u

SP

eS







,,','

,','(

,)

,','(

,

,','(

()

),) 2

AU

HQ

YM

PQ

YM

PQ

YM

S

PS

ID

pubID

pubID

ID











)' y, s '
1 ')' cz ,'(' sMeb 

((

),)',',',,','(

He

PQbazAUY pubID
. 

 
4. Discussion 
 
In this section, we first discuss the completeness of our 
improved scheme, and then show the new scheme can 
resist against the proposed attack by X.M. Hu. et al. 

Theorem 1. The improved scheme achieves the prop-
erty of completeness. 

Proof. Note that 
'

1 ')(), cvuhv
ID yagayQSPe   

''')(

),''(
cvu

v
ID

zbAM

QMMee


 

and 

)'  

),)',',','

)'),(()),()  

)',',',,'

)'),(()   

)',',',,'

))(),(())  

)',',',,'

)),()

((

1

1

1

PQbazYM

UHePu

bazAUH

PUHeu

bazAUH

rPHeu

bazAUH

PHhr

e

pubID

pub

pub





























 

Thus, the improved scheme achieves the property of 
completeness. 

Theorem 2. The improved scheme is secure and can 
resist the attack proposed by Hu-Huang. 

Proof. Hu-Huang pointed out that the Chen-Zhang- 
Liu’s scheme is insecure, the key reason is that their sch- 
eme was constructed by simply assembling Chow et al.’s 
scheme (2005) and Chen et al.’s scheme (2005). In their 
scheme, the receiver randomly generated seven numbers, 

and these numbers have redundancy. Any adversary can 
constructs  without using the values of  

 in step in the Chen-Zhang-Liu’s scheme. Compari-
son with the Chen-Zhang-Liu's scheme, our improved 
scheme only choose 

)',','( baz ,,( az
)b

  , u  and , instead 
of choosing the parameters 

vu 
 ,   and  , respectively, 

and the verification equation is same as that of Chen- 
Zhang-Liu. Thus, we reduce the variable parameters and 
only need four parameters instead of seven parameters in 
Chen-Zhang-Liu’s scheme. Since the parameters   , 

u  and vu   are depend on the parameters  ,  , 
 and  in the improved scheme, the recipient obtains 

a signature on a message that can only be the form 
u v

'M  
PM    with   and   randomly chosen by the 

recipient. Similar to Chen-Zhang-Liu’s analysis, our sch- 
eme achieves the property of restrictiveness and can re-
sist the Hu-Huang’s attack. 

The other properties of the improved scheme are same 
as the Chen-Zhang-Liu's scheme, we omit them. 
 
5. Conclusions 
 
Chen-Zhang-Liu proposed the first ID-based restrictive 
partially blind signature scheme (IRPB) by combing the 
ID-based partially blind signature scheme with the ID- 
based restrictive blind signature scheme. Recently, X.M 
Hu et al. showed the Chen-Zhang-Liu’s scheme did not 
satisfy the property of restrictiveness as they claimed. In 
this paper, we give an improved version of Chen-Zhang- 
Liu’s scheme, and the improved scheme can resist the 
attack proposed by X. M. Hu et al. 
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Abstract 
 
This study develops a computational model for simulation of behaviors of learners under the influence of 
motivation and engagement environment based on Cellular Automata (CA). It investigates the changing pat-
terns of learners’ behaviors when motivation and engagement environment are assigned with different values 
respectively. The simulation process indicates that the internal factor, which is the motivation in this paper, 
plays a key role in changing learners’ behaviors under certain circumstance and the engagement environment 
also significantly influences learner’s perception. The results obtained also show good agreement with the 
phenomenon generally being observed in practice. 
 
Keywords: Motivation, Engagement, Cellular Automata, Simulation, Learner Behaviors 

1. Introduction 
 
Motivation and engagement environment are always fo- 
cus points for educators and interesting topics for re-
searchers. They are the essential elements for successful 
knowledge acquisition and learning efficiency. In the 
past decades, many researchers have been focusing their 
studies on how the learners’ behaviors change when dif-
ferent impacts involve. Andrew J. Martin developed the 
Motivation and Engagement Wheel for the seminal mo-
tivation and engagement theory [1]. Researches indicate 
that students’ behaviors are influenced by different fac-
tors such as: self-complete intervention [2], emotional 
withdraw and poor identification with the school [3], 
class participation[4], school culture and structure[5], the 
relationship the students have with their teachers[6], ed- 
ucational correlates (educational aspirations, class partic- 
ipation, enjoyment of subject)[7] etc. These studies made 
great contribution to the formation of motivation and 
engagement theory in educational area and have been 
widely accepted in practice. However, these theories in- 
volve complex dynamic interactions of internal and ex-
ternal factors. The mixture of different types of impacts 
imposed on learners’ learning process makes quantitative 

analysis on behavior orientation a very difficult task. The 
main purpose of the present study is to apply micro- 
evolutionary mechanism of CA to simulate learners’ be-
haviors in a quantitative method. 

The present study develops an approach through wh- 
ich the behavior orientation of learners can be observed 
intuitively. Based on CA and basic thoughts proposed in 
the motivation and engagement theories in education, 
this paper proposes a model for the simulation of com-
plicated behaviors of learners influenced by two impacts 
which are the motivation strength and engagement envi-
ronment, to investigate the global behavior of a selected 
population of learners. Simulation results obtained show 
that the proposed model is a promising computational 
approach in the mimic of behavior orientation of learners 
and provides a way to intuitively observe the changing 
pattern of learners’ attitude toward study under the com-
plicated influence of impacts. 
 
2. Method 
 
2.1. CA 
 
CA model was developed by Von Neumann and Ulam in 
their study on self-reproducing systems in 1951[8]. CA is 
a bi-dimensional continuum. Cells in CA interact in a co- 
dified space-time torus wrapped from a CA grid under 

*Supported by the Education and Teaching Key Project for the Elev-
enth Five-year Plan for the New Century (Guang Xi  Provence, P. R.
China) No.2008A020. 
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behavioral rules[9]. They may change their status during 
the evolution, and each state represents the state of a 
specific cell at moment t. CA model may also be viewed 
as simulation of global results of local interactions am- 
ong individual cells in a selected grid size[10,11]. The 
model can be considered as an evolving system in which 
individuals interacting with each other under certain sto-
chastic transition rules [11]. The transferring of informa-
tion among members in the system may result in the 
change of behaviors. 

Most widely used neighborhood structures are Von 
Neumann’s model and Moore’s model as shown in Fig-
ure 1 [12]. In Von Neumann’s model, the central agent 
(cell) is surrounded by four neighboring cells, while in 
Moore’s model the central one is surrounded by eight 
neighboring cells [13]. The state of the central cell at 
time t depends on the collective interaction of the neig- 
hboring cells at time t-1. 

A classical definition for CA is shown in the following 
equation[14]: 

( , , , )dA L S N f                 (1) 

where, L and d are the spatial extension of the automata 
and the dimension of the system respectively; S is the 
finite state set and N stands for the set of the cells; f is the 
transfer function of the mapped states. 
 
2.2. Simulation Model 
 
The simulation model presented in this paper consists of 
three major components which are CA, motivation and 
engagement environment respectively. 
 
2.2.1. CA Component 
The selected population of learners is treated as a com-
plex system in which the individuals’ decisions on the 
perception of learning efficiency are closely related to 
that of their neighbors and impacts. The individual cells 
(treated as learners) in a two-dimensional grid may be 
represented with the following matrix (see Figure 2): 

 

(a) Von Neumann (b) Moore

 

 

Figure1. Types of neighborhood of bi-dimensional CA. 

1,1 1,2 1,3 1,

2,1 2,2 2,3 2,

3,1 3,2 3,3 3,

1,1 1,2 1,3 1,
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...

...
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n n n n

n n n n

a a a a

a a a a

a a a a

a a a a

a a a a
    n

n

 

Figure2. CA matrix. 
 

The subscripts (i, j) in the matrix indicate the positions 
of the cells in the automata.  

A 30 × 30 CA automata grid is chosen for the simula-
tion and Moore type of neighborhood structure is applied 
in this paper. Each cell in the CA grid is pre-assigned 
with a state and has three states to choose during the sim- 
ulation. The state is represented as , where -1, 
0 and 1 stand for the maladaptive intended state, natural 
intended state and adaptive intended state respectively.  

{ 1,0,1}S  

The maladaptive intended state is for those who are 
negatively affected by neighbors in learning. They tend 
to have the perception of disengagement, self-handicap-
ping, anxiety, failure avoidance and uncertain control. 

The natural intended state represents the state for wh- 
ich the perception of learners on learning result is be-
tween the maladaptive and adaptive groups. 

The adaptive intended state is suitable for those who 
are positively affected by neighbors in learning. They 
tend to have positive perception on self-efficacy, attribu-
tions, valuing, control, self-determination, goal orienta-
tion and so on. 

The state of the central cell in CA component can be 
represented as the following: 

( ) ( 1)S t S t                 (2) 

S (t) represents the intended state of a cell at time t and 
S(t - 1) stands for the average influence from neighboring 
cells in the neighborhood at time t - 1. The value of S(t) 
is determined by the average value obtained from its all 
neighboring cells at time t - 1. The influences imposed 
on the central cell at time t - 1 are: the average influence 
created by the neighbors is 1( 1)n t  when neighboring 
cells are in the state of -1; the average influence from the 
neighbors is 2 ( 1)n t  when the neighboring cells are in 
the state of 0, and the average influence from the 
neighbors is 3 ( 1)n t  when they are in the state of 1. 
Therefore, the average influences imposed on the central 
cell from its neighboring cells are as shown in Table 1. 
 
2.2.2 Motivation Component 
M(t - 1) is assumed to be individual’s intrinsic drive on 
learning at time t - 1 or the motivation on learning This 
paper assumes that M(t - 1) represents individual’s per-
ception, at time t - 1, on self-efficacy, attributions, valu-
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ing, control, self-determination, goal orientation and so 
on. the value of M is chosen from [r1, r2], 0 ≤ r1 ≤ 1 
and 0≤ r2 ≤ 1. In order to investigate the influence of 
M , the values of r1 and r2 are stochastically taken from 
sub-ranges within [0, 1] during the simulation. The sub- 
ranges [0.3, 0.4], [0.4, 0.5], [0.5, 0.6] and [0.6, 0.7] are 
adopted to represent different perception (drive) levels 
while [0, 0.3] and [0.7, 1] are considered to be the ext- 
reme bad and extreme good perceptions on learning re-
sult. This arrangement of data-assignment typically rep- 
resents the fact that motivation has certain level for cer-
tain group of learners. Through this way, we can assign 
different, but specific, levels (sub-ranges) of motivation 
on internal drive of individuals during the simulation. 
 
2.2.3. Engagement Environment Component 

( 1)E t -  is taken as engagement environment at time t - 1, 
which is assumed to be the perception of an individual 
has on the engagement environment he is in. It is assu- 
med that [0, e] is the range of perception that learners 
have on teaching method, school condition, interaction 
between teacher and students, relationship among stud- 
ents and so on and 0 ≤ e ≤ 1. The higher the value e 
is, the better the perception of the learners have. Values 
of Et are obtained through stochastically assigning values 
from the range of [0, e] to ( 1)E t   at time t-1during the 
simulation. This arrangement of data-assignment typi-
cally imitates the practice where the perception on en-
gagement environment is widely distributed over indi-
vidual learners in the range from the low to high due to 
different personal values. 
 
2.3. Determination of Resulted State 
 
The final state for each cell at each time step is deter-
mined by the total ,  of S(t ), M(t) and E(t) as shown 
in Equation 3. The value for  is ≧ 0 and may ex-
ceed 1 in some cases. 

t
i jS

,
t
i jS

, ( ) ( ) ( )t
i jS S t M t E t              (3) 

With this special design, we can combine CA with 
some impacts to dynamically simulate state change of in- 
dividual cells in a social system, thus to create a global 
orientation of a selected population of learners. 
 
2.4. Transit Rules 
 
According to the simulation model proposed above, fol-
lowing transit rules for the simulation are formulated: 

1) The state of a cell may change stochastically from 
 to ,  during the simulation. It may change from 

its own state at time t-1 to other states at time t depend-
ing on the calculated  in each time step. Here, criti-

cal values of 0.95 and 0.55 for ,  exist. Learner’s 
state changes in the direction of adaptive only when ,  
≥ 0.95, while learner’s state transfers to maladaptive 
only when  ≤0 .55. 

1
,
t
i jS  t

i jS

,
t
i jS

t
i jS

t
i jS

,

2) The state change for each cell follows the path of 
maladaptive-natural-adaptive or adaptive-natural-malad- 
aptive. Direct changing from maladaptive to adaptive or 
adaptive to maladaptive is prohibited. 

t
i jS

Through numerous experiments, this paper proposes a 
set of suitable transit rules for the simulation process as 
shown in Figure 3. 
 
3. Simulation and Discussion 
 
Based on the transit rules described above, numerous si- 
mulations were carried out. Typical evolving results of 
the simulation are as shown in Figure 4 where the star 
represents maladaptive and oval stands for adaptive. St- 
ate change for learners is simulated under different levels 
of M (t) and E (t), which is discussed in following sec-
tions. The results shown in Figure 5 and Figure 6 are 
the average of ten simulations, which clearly indicate the 
changing trend of learners’ perception under the influ-
ence of M and E. 

 
Table 1. Central cell state under the average influence of 
neighboring cells. 

Central cell state S(t ) Neighboring cell average S(t-1 ) 

-1 2 3( 1)  ( 1)n t n t   

0 3 1( 1)  ( 1)n t n t   

1 
1 2
( 1n t  ) ( 1)n t   

 

If  

1

,

t

i jS   == -1 

55 

 

1 

If  

S(t) >= 0.

,

t

i jS  = 0

  Else 

  ,

t

i jS  = -

If 
1

,

t

i jS   == 1 

If 

S(t) <=0.55 

,

t

i jS  = 0 

  Else 

  ,

t

i jS  = 1   

If 1

,

t

i jS   == 0 

If S(t) >= 0.95 

  ,

t

i jS  = 1 

If S(t) <= 0.55 

  ,

t

i jS =-1 

    Else 

    ,

t

i jS =0 
 

Figure3. Transit rules. 
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3.1. The Impact of Engagement Environment on 
Learner Behaviors 

Learners’ perceptions on learning results, as shown in 
Figure 5 (a), (b) and (c), are simulated under the influ-
ence of E when M is taken from [0.35, 0.45], [0.45, 0.55] 
and [0.55, 0.65] respectively. The results show the in-
fluence of engagement environment on learners’ percep-
tions at different levels of motivation strength. Following 
interesting points are noticed: the change of E causes the 
numbers of adaptive and maladaptive learners increasing 
or decreasing at different levels of M; the numbers of 
adaptive and maladaptive learners increases and de-
creases respectively at the same level of M when E is 
improved; the numbers for both types of learners also 
increase and decrease at the same level of E when the 
strength of M is increased to a higher level. Another im-
portant implication is that the change of M’s level brings 
more remarkable change on the numbers of both types of 
learners than the change of E. These result show good 
agreement with the fact that internal factor plays more 
important role in changing the perceptions of group of 
learners than the external factors. 

 

 
(a) E = 0.5, M = [0.35, 0.45] 

 
(b) E = 0.5, M = [0.55, 0.65] 

Figure 4. Typical evolving results of the simulation at the 

 
(a) 

 
(b) 

 
(c) 

Figure 5. (a) Influence of E en M is taken from [0.35, 

.2. The Impact of Motivation on Learners’  

 
o further prove the findings in Figure 5, another group 

 

 wh
0.45]; (b) Influence of E when M is taken from [0.45, 0.55]; 
(c) Influence of E when M is taken from [0.55, 0.65]. 

 
3

Behaviors 

T
of simulations are also implemented. Figure 6 (a), (b), (c) 
and (d)show the influence power of M when E is taken 
from [0, 0.35], [0, 0.45], [0, 0.55] and [0, 0.65] respec-
tively. These figures again clearly indicate the importa- 
nce of M on learners’ perceptions on learning results. At 
different levels of engagement environment, M imposes 
remarkable influence on learners’ perception. The most 
significant impact on the number change of learners both 
in adaptive and maladaptive groups happens at the mid-
dle and better levels of engagement environments, which 50th time step. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. (a) Influence of M  E is taken from [0, 0.35]; 

when E is taken from [0, 0.65]. 

better outcomes produced 

ffectiveness of Impact  

 o rately show the changing pattern of adap-
 

 in this paper combines CA with two 

 when
(b) Influence of M when E is taken from [0, 0.45]; (c) Influ-
ence of M when E is taken from [0, 0.55]; (d) Influence of M 

also has good agreement with the fact that basic external 
environment is necessary for 
by the internal factors. 
 
3.3. Comparison of E

Factors 
 

rder to sepaIn
tive and maladaptive learners’ behaviors under changing
M and E, three-dimensional figures are plotted based on 
the average of 100 simulations as shown in Figure 7 wh- 
ere percentage represents the number of relevant group 
of learners. From these figures, intuitive changing trend 
for both groups of learners is observed when M and E 
both change to different values. Stronger influence po- 
wer of M comparing with E can be seen clearly at dif-
ferent points of the axes. 
 
4. Conclusions 
 
T
st

he model proposed
rictly defined impacts. Through using the simulation 

model and transit rules carefully designed, it can be app- 
lied to simulate the global behavior of learners. The sim- 
ulation process indicates that the internal factor, which is 
the motivation in this paper, plays a key role in changing 

 

 
(a) 

 
(b) 

Figure 7. (a) Changing patte f maladaptive learners
Changing pattern of adaptive learners. 

rn o ; (b) 
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learners’ behaviors under certain circumstance and the 
engagement environment is also a very important force 
of influence on learners’ perceptions. Results also show 
that the simulation model and transit rules proposed in 
this paper are adequately designed and be able to reveal 
the changing patterns of behaviors of learners in some 
extent in learning environment and the results are close 
to the phenomenon observed in practice. Simulation re-
sults obtained show that the proposed model is a prom-
ising computational approach in the assessment of be-
havior orientation of a selected population although the 
accuracy is not validated due to the lack of real data. The 
model proposed also provides a way to intuitively ob-
serve the changing pattern of learners’ attitude toward 
learning under the influence of impacts based on the so-
cial environment provided by CA. 
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