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ABSTRACT 

Many numerical methods reduce the solving of a complicated problem to a set of elementary problems. In this way, the 
author reduced the finding of solution boxes of a system of inequalities, the computation of integral values with error 
bounds, the approximation of global maxima to computing solution boxes of one inequality. These previous papers pre-
sented the mathematical aspects of the problems first of all. In this paper the computational handling of solution boxes 
of an inequality (as a new tool of computer methods) is discussed in detail. 
 
Keywords: Inequality, Solution Box, Coded Form of Expression 

1. Introduction 

Let : R Rmg D    be a continuous multivariate 

real function, where       1 21 2, , , ,..., , mmD x x x x x x  

is an open box. Define the box  , , ,B g c D   where 

, R,c D    as an open box around ,c  in which the 

relation is the same as between ( )g c  and   (it is sup-

posed that ( )g c  ). Thus, if ( ) ,g c   then 

( )g x   for all  , , ,x B g c   if ( ) ,g c   then 

( )g x   for all  , , .x B g c   Now consider a par-

ticular case. Let 2
1 2: R R, ( , )g D g x x   1 2sin( )x x    

2
1

2

,
ln

x

x
 where     0, , 1, 4D   is an open box. Try to 

give the box  2
1 2 1 2sin( ) / ln , (1, 2),1 .B x x x x    

Since ( ) 2.35 1,g c    an open box around point 

 1,2  in which ( ) 1g x   is searched. Use the decom-

position 

 

2
1 2 1 2

2
1 2 1 2

sin( ) / ln , (1, 2),1

sin( ), (1, 2), / ln , (1, 2), .

B x x x x

B x x B x x 

   
   

 

The spontaneous choice 0.5    is suitable be-

cause sin(1 2) 0.5   and 21 / ln2 0.5,  hence the 

boxes  1 2sin( ),(1,2),0.5B x x  and 2
1 2/ ln , (1, 2),0.5 ,B x x    

around ,c  satisfy the properties 1 2sin( ) 0.5x x   and 
2
1 2/ ln 0.5,x x   respectively. Since the decompositions 

 
   

1 2

1 2 1 2

sin( ), (1,2),0.5

, (1, 2), / 6 , (1,2),5 / 6

B x x

B x x B x x 



 
 

   1 2

1 2

, (1,2), / 6 , (1, 2),1

, (1, 2), 5 /12 , (1, 2), 5 / 3 ,

B x B x

B x B x



 

 

      
 

where the first row shows that 1 2/ 6 5 / 6,x x    the 

second row shows that 1 2 1/ 6, 1,x x x   5 /12,  

2 5 / 3x   in the box  1 2sin( ),B x x (1, 2),0.5 , and the 

decomposition 

 

2
1 2

2
1 2

/ ln , (1,2),0.5

, (1,2),0.5 ln , (1,2),1

B x x

B x B x

   
   

 

where the formula shows that 2
1 20.5, ln 1x x   in the 

box 2
1 2/ ln , (1, 2),0.5 ,B x x    are also fortunate, there-

fore  
2

1 2 1 2sin( ) / ln , (1,2),1B x x x x     

         
         

/ 6, , 1, 4 0, , 1, 4

0, 5 /12 , 1,4 0, , 1, 5 / 3

  

  

 

 
 

              0.5, , 1, 4 0, , 1, 0.71,1.14 , 1, 2.28 .e  

  To get the result, spontaneous rules were used for sum 
( ),  product ( ),  quotient (/)  and composit function 

( ).  In the last step the boxes were computed to some 

elementary functions. Naturally, the decomposition can 
break down with any spontaneous rule, e.g. the choice 
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0.95, 0.05    does not work in the first step, al-

though 1.    If the guaranteed rules of Theorem 1 

of [1] are used, then 

    

2
1 2 1 2sin( ) / ln , (1,2),1

0.84,1.21 , 1,2.41 .

B x x x x     

Our aim is to make a C++ program which can follow 
the above decomposition process. Suppose that the con-

tinuous multivariate real function : R R,mg D    

where       1 21 2, , , ,..., , ,mmD x x x x x x  is built of 

the well-known (univariate real) elementary functions:  

, , ln , , sin , cos , tan ,cot ,

arcsin , arccos , arctan , arccot

r xx e x x x x x x

x x x x
 

by the function operations , , /, .    (It is supposed that  

r  of rx  is a positive integer or negative integer or re-
ciprocal of a positive integer. This is only a formal re-

striction because of  1// , , N .
nk n kx x k n     ) The 

functions , log ,sinh ,x
aa x x  etc. can be used by the 

connections ln , log ln / ln , sinhx x a
aa e x x a x     

( ) / 2,x xe e  etc., respectively, the operation of differ-

ence can be used in form ( 1) .a b a b     Naturally, 

the program can be enlarged by further elementary func-
tions, but we would like to make a program in a publish-
able length. The notations, names, definitions and dis-
cussions are simpler and clearer than they were in the 
former papers of the author (experience has slowly be-
come knowledge). Using our new notations, the rules of 
Theorem 1 of [1] are as follows. (It is supposed that the 
functions ,p q  satisfy the restrictions belonging to the 

function ,g  the function e  is an allowed elementary 

function, furthermore /p q  and e q  are well-defined 

on .D ) 
Rule of constant addition: 

   , , , , ,B p c B p c     where R, .       

Rule of constant multiplication: 

   , , , , ,B p c B p c    where 0 R, / .       

Rule of sum: 

     , , , , , , ,B p q c B p c B q c      

where ( ( ) ( )) / 2, .p c q c          

Rule of quotient: 

   / , , , , 0B p q c B p c   if 0;   

     / , , , , , , ,B p q c B p c B q c     where 
2( ( ) ( )) / (1 ), ,p c q c         if 0.   

Rule of product: 

     , , , , 0 , ,0B pq c B p c B q c    

if  0  or  ( ) ( ) 0;p c q c  

     
   

, , , , , ,

, , , , ,

B pq c B p c B p c

B q c B q c

  

 

  


 

where , ,       if 0, ( ) 0, ( ) 0;p c q c     

       , , , , , ,0 , , ,B pq c B p c B p c B q c      

where 2 ( ), / ,p c      if 0, ( ) 0, ( ) 0;p c q c      

       , , , , , , , , 0 ,B pq c B p c B q c B q c      

where 2 ( ), / ,q c      if 0, ( ) 0, ( ) 0;p c q c     

       , , , , , ,0 , , ,B pq c B p c B p c B q c      

where sgn ( ) ( ) / ( ),p c p c q c   

sgn ( ) ( ) / ( ),q c q c p c   if ( ) ( ) 0.p c q c    

  Rule of composite function: 

 , , , , , , ,c c
l rB e q c D B q c B q c            

where c
l  is the maximum value for which ( )c

le    

, ( )c
l q c    and c

r  is the minimum value for which 

( ) , ( ).c c
r re q c     If c

l  or c
r  does not exist, 

then the actual member is omitted. 
After the decomposition process the task is to evalu-

ate the solution boxes belonging to elementary func-
tions. The processes for the 12 cases (which are pub-
lished now for the first time) can be obtained easily 
enough by the graphs of these functions. (The starting 

box is       11, ,..., , ,..., ,i mi mD x x x x x x  in every 

case.) 
Power function: 

      1 1 21

, ,

, ,..., , ,..., , , , ,

r
i

i m ii m i

B x c

x x x x x x b x b x

   
 

 

if Zr   is odd, then 1/
1 ;rb    

if Zr   is even and 0,   then 1/
1 ,rb   

2 1;b b    

if Zr   is odd and 0,   then 1/
1 ;rb    

if Zr   is even and 0,   then 1/
1 ,rb   

2 1;b b    

if (0,1), 1/ Zr r    and 0,   then 1/
1 ;rb    

if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1,ix b   

if  2 , ,iib x c  then 2 ,ix b  if  2 , ,i ib c x  then 

2.ix b   
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Exponential function: 

      1 11, , , ,..., , ,..., , , ,ix
i mi m iB e c x x x x x x b x      

if 0,   then 1 ln ;b    

if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1.ix b   

Logarithm function: 

        1 2 11 2ln , , , , , ,..., , , ;i mmB x c x x x x x x b e    

if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1.ix b   

Absolute value function: 

      1 1 21

, ,

, ,..., , ,..., , , , ,

i

i m ii m i

B x c

x x x x x x b x b x

   
 

 

if 0,   then 1 2, ;b b      

if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1,ix b   

if  2 , ,iib x c  then 2 ,ix b  if  2 , ,i ib c x  then 

2.ix b   

Sinus function: 

 
      1 1 21

sin , ,

, ,..., , ,..., , , , ,

i

i m ii m i

B x c

x x x x x x b x b x

 

 
 

arcsin , 2x per     int ( / 2 ),ic   if 0,ic   then 

2 ,per per     

if  0,1 ,   then 1 2, ;b x per b x per       

if [ 1,0),    then 1 2,b x per b    2 x     
;per   

if 2 ,ib c  then 1 1 2 2, , 2 ;y b b b b y       

if 1 ,ib c  then 2 2 1 1, , 2 ;y b b b b y       

if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1,ix b   

if  2 , ,iib x c  then 2 ,ix b  if  2 , ,i ib c x  then 

2.ix b   

Cosinus function: 

 
      1 1 21

cos , ,

, ,..., , ,..., , , , ,

i

i m ii m i

B x c

x x x x x x b x b x

 

 
 

arccos , 2x per    int ( / 2 ),ic   if 0,ic   then 

2 ,per per     

if  0,1 ,   then 1 2, 2 ;b x per b x per       

if [ 1,0),    then 1 2, ;b x per b x per         

if 2 ,ib c  then 1 1 2 2, , 2 ;y b b b b y       

if 1 ,ib c  then 2 2 1 1, , 2 ;y b b b b y       

if  1 , ,iib x c  then 1,ix b  if   1 , ,i ib c x  then 

1,ix b   

if  2 , ,iib x c  then 2 ,ix b  if  2 , ,i ib c x  then 

2.ix b   

Tangent function: 

 
      1 1 21

tan , ,

, ,..., , ,..., , , , ,

i

i m ii m i

B x c

x x x x x x b x b x

 

 
 

arctan , 2 int ( / 2 ),ix per c      if 0,ic   then 

2 ,per per     

if 0,   then 1 2, ;b x per b x per       

if 0,   then 1 2, 2 ;b x per b x per         

if 2 ,ib c  then 1 2 2 1, ;b b b b      

if 1 ,ib c  then 2 1 1 2, ;b b b b      

if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1,ix b   

if  2 , ,iib x c  then 2 ,ix b  if  2 , ,i ib c x  then 

2.ix b   

Cotangent function: 

 
      1 1 21

cot , ,

, ,..., , ,..., , , , ,

i

i m ii m i

B x c

x x x x x x b x b x

 

 
 

arccot , 2 int ( / 2 ),ix per c      if 0,ic   then 

2 ,per per     

if 0,   then 1 2, ;b x per b x per       

if 0,   then 1 2, 2 ;b x per b x per         

if 2 ,ib c  then 1 2 2 1, ;b b b b      

if 1 ,ib c  then 2 1 1 2, ;b b b b      

if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1,ix b   

if  2 , ,iib x c  then 2 ,ix b  if  2 , ,i ib c x  then 

2.ix b   

Arcus sinus function: 

 
      1 11

arcsin , ,

, ,..., , ,..., , , ,

i

i mi m i

B x c

x x x x x x b x

 


 

if  / 2, / 2 ,     then 1 sin ;b    

if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1.ix b   

Arcus cosinus function: 

 
      1 11

arccos , ,

, ,..., , ,..., , , ,

i

i mi m i

B x c

x x x x x x b x

 


 

if  0, ,   then 1 cos ;b    
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if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1.ix b   

Arcus tangent function: 
 
      1 11

arctan , ,

, ,..., , ,..., , , ,

i

i mi m i

B x c

x x x x x x b x

 


 

if  / 2, / 2 ,     then 1 tan ;b    

if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1.ix b   

Arcus cotangent function: 
 
      1 11

arccot , ,

, ,..., , ,..., , , ,

i

i mi m i

B x c

x x x x x x b x

 


 

if  0, ,   then 1 cot ;b    

if  1 , ,iib x c  then 1,ix b  if  1 , ,i ib c x  then 

1.ix b   

Now we have 6 rules for decomposition and 12 proc-
esses for elementary boxes. Since the application of the 
6th rule (rule of composite function) requires the same 
investigation as the evaluation of elementary boxes, 
therefore the decomposition part of the program contains 
17 different cases, and the evaluation part contains 12 
cases. At the end of this section, let us emphasize some 
facts about solution boxes. 1) If ( ) ,g c   then 

( , , )x B g c   implies ( )g x    . Consequently, 

the box ( , , )B g c   of domain D  is assigned to the 

interval ( , )  of function values. Similarly, if 

( )g c   , then the box ( , , )B g c   of domain D  is 

assigned to the interval ( , )   of function values. The 

so-called interval extension functions used in interval 
methods (see e.g. in [2]) are inverse type functions, they 
assign intervals of function values to boxes of domain. 
The handling and application of these two tools require a 
highly different mathematical and computational back-
ground. 2) The decomposition of the expression ( ),g x  

the determination of the elementary boxes, uses only 
the structure of the expression ( )g x  and supposes only 

the continuity of g  on .D  3) The box ( , , )B g c   is 

not a symmetrical box around .c  Often it has a large 
volume, although ( )g c <  or ( )g c >  is only just 

satisfied. 

2. Numerically Coded Form of Expression 

When the author introduced the above decomposition of 
expressions, the process was followed by a Maple pro-
gram. This code computed a box ( , , )B g c   very simi-

larly as it is done in our numerical example. The program 
utilizes strongly the ability of Maple to give the type of 

an expression by the function ( , )type e t  where e  is an 

expression and t  is a type name, furthermore to give 
operands from an expression by the function ( , )op i e  

where i  is the position index and e  is an expression. 
The use of our Maple program is very convenient be-
cause we must only give the function g  (the expression 

( )g x ) in a customary form. Unfortunately, the program 

is fairly slow. The conventional program languages (e.g. 
C++, Fortran) have no similar functions, but they can 
follow the decomposition, if a numerically coded form of 
the expression ( )g x  is used. This form is built of triples 

of integer or real numbers. The first number in a triple is 
the so-called operation code (using the order of rules and 
elementary functions): 
const. add. 1, const. mult. 2,  + 3,  / 4,  

 5,  power func. 6, exp 7, ln 8,        

abs. func. 9, sin 10, cos 11, tan 12,    

cot 13, arcsin 14, arccos 15, arctan 16,    

arccot 17.  

The second number in the triples is minus i  if an 
elementary function uses the argument ix  (the minus 

sign identifies the elementary funcions). If the operation 
uses a former triple as the first operand, then the ordinal 
number of this triple is the second number in the actual 
triple. The third number in the triples is the given con-
stant or the exponent if the constant addition, constant 
multiplication or the power function is used, respectively. 
If the operation uses a former triple as a second operand 
(cases of , /,   ), then the ordinal number of this triple 
is the third number in the actual triple. If the operation is 
exp, ln,...,arccot  (the first number in the triple is be-

tween 7 and 17), then the third number in the actual triple 
is 0. To make the description of expressions by triples 
unique, we use the left-right rule in every choice. Exer-
cise the description on the expression 1 2( , )g x x   

2
1 2 1 2sin( ) / lnx x x x . The four elementary functions used 

in the build-up of 1 2( , )g x x  (the elementary boxes be-

long to these functions after the decomposition) are 
1 1 2

1 1 2 2 1 2( ) , ( ) , , ln .x x x x x x  Their descriptions are: 

1 2

2
1 2

(6, 1,1), (6, 2,1),

(6, 1,2), ln (8, 2,0).

x x

x x

   

   
 

Now we have the sequence of triples: 

(6, 1,1), (6, 2,1), (6, 1,2), (8, 2,0).     

Using the elements of this sequence, the functions  

1 2 1 2,sin( )x x x x  and 2
1 2/ lnx x  can be obtained in the 

form:  
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1 2 1 2

2
1 2

(5,1,2), sin( ) (10,5,0),

/ ln (4,3, 4).

x x x x

x x

 


 

Since the last operation can be written in form (3,6,7),  

the complete description of 1 2( , )g x x  is: 

{(6, 1,1), (6, 2,1), (6, 1,2), (8, 2,0),

(5,1,2), (10,5,0), (4,3,4), (3,6,7)}.

   
 

It can be seen that the preparation of numerically 
coded forms of expressions is easy enough, nevertheless 
the author has a short Maple program also for this 
one-off work. (But a numerically coded form can be used 
a thousand or a million times in an application.) The con-
struction of our Maple program can be illustrated (on the 
former expression) by the Table 1. 

The 1st column shows the index (serial number) of the 
expression appearing in the 2nd column. The 4th column 
contains the temporary triples which use the indexes of 
the 1st column for identification. Going downwards the 
temporary triples, the elementary tripes receive their new 
indexes, and going backwards, the other triples receive 
their new indexes (6th column). Using these new indexes 
the final triples (7th column) are obtained. Ordering them 
by the indexes of the 6th column the result is ready (8th 
column). This result differs from our previous one forma- 
 

Table 1. Creation of numerically coded form 

i
Compo-

nents 
 Triples   ii 

New 
triples 

Result

1
1 2

2
1 2

sin( )

/ ln

x x

x x


 (3, 2,3)   8 (3,7,6) (6, 1,2)

2 1 2sin( )x x  (10, 4,0)   7 (10,5,0) (8, 2,0)

3 2
1 2/ lnx x  (4,5,6)   6 (4,1,2)  (6, 1,1)

4 1 2x x   (5,7,8)   5 (5,3,4)  (6, 2,1)

5 2
1x   (6, 1, 2)   1 √ (5,3,4)

6 2ln x   (8, 2,0)   2 √ (4,1,2)

7 1x   (6, 1,1)   3 √ (10,5,0)

8 2x   (6, 2,1)   4 √ (3,7,6)

lly (here the left-right rule is omitted), but they are 
equivalent in essence. The arrays of Maple program 

resiitricomx ,,,,  belong to vector x components of 

( ),g x  triples, new indexes and result, respectively. The 

array v  is an auxiliary vector. The complete code is as 
follows. 
 

DECLARATIONS 
 > x:=array(1..10): com:=array(1..10): tri:=array(1..10,1..3):  
 > ii:=array(1..10): res:=array(1..10,1..3): v:=array(1..3):  
INITIAL VALUES  
 > com[1]:=sin(x[1]*x[2])+x[1]^2 / ln(x[2]):  
 > i:=0: imax:=1:  
COMPONENTS and TRIPLES  
 > while i <= imax do  
 >  i:=i+1: g:=com[i]:  
 >  if type(g,name) then v:=[0,op(1,g),0]: fi:  
 >  if type(g,`+`) then  
 >  if type(op(1,g),numeric) then v:=[1,g-op(1,g),op(1,g)]:  
 >  elif type(g-op(1,g),numeric) then v:=[1,op(1,g),g-op(1,g)]:  
 >   else v:=[3,op(1,g),g-op(1,g)]: fi: fi:  
 >  if type(g,`*`) then  
 >   if type(op(1,g),numeric) then v:=[2,g/op(1,g),op(1,g)]:  
 >   elif type(g/op(1,g),numeric) then v:=[2,op(1,g),u/op(1,g)]:  
 >   elif type(op(2,g),`^`) and op(2,op(2,g)) < 0 then v:=[4,op(1,g),op(2,g)^(-1)]:  
 >   else v:=[5,op(1,g),g/op(1,g)]: fi: fi:  
 >  if type(g,`^`) then v:=[6,op(1,g),op(2,g)]: fi:  
 >  if type(g,function) then  
 >   if op(0,g)=exp then v:=[7,op(1,g),0]: fi: if op(0,g)=ln then v:=[8,op(1,g),0]: fi:  
 >   if op(0,g)=abs then v:=[9,op(1,g),0]: fi: if op(0,g)=sin then v:=[10,op(1,g),0]: fi:  
 >   if op(0,g)=cos then v:=[11,op(1,g),0]: fi: if op(0,g)=tan then v:=[12,op(1,g),0]: fi:  
 >   if op(0,g)=cot then v:=[13,op(1,g),0]: fi: if op(0,g)=arcsin then v:=[14,op(1,g),0]: fi:   
 >   if op(0,g)=arccos then v:=[15,op(1,g),0]: fi:if op(0,g)=arctan then v:=[16,op(1,g),0]: fi:  
 >   if op(0,g)=arccot then v:=[17,op(1,g),0]: fi: fi:  
 >  if v[1]=0 then tri[i,1]:=6: tri[i,2]:=-v[2]: tri[i,3]:=1: fi:  
 >  if v[1] > = 6 and v[1] < = 17 then  
 >   if type(v[2],name) then  tri[i,1]:=v[1]: tri[i,2]:=-op(1,v[2]): tri[i,3]:=v[3]:  
 >   else imax:=imax+1: com[imax]:=v[2]: tri[i,1]:=v[1]: tri[i,2]:=imax: tri[i,3]:=v[3]: fi: fi:  
 >  if v[1]=1 or v[1]=2 then  
 >   imax:=imax+1: com[imax]:=v[2]: tri[i,1]:=v[1]: tri[i,2]:=imax: tri[i,3]:=v[3]: fi:  
 >  if v[1] > = 3 and v[1] < = 5 then  
 >   imax:=imax+1: com[imax]:=v[2]: imax:=imax+1: com[imax]:=v[3]:  
 >   tri[i,1]:=v[1]: tri[i,2]:=imax-1: tri[i,3]:=imax: fi:  
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 > od:  
NEW INDEXES 
 > ind:=1:  
 > for i from 1 to imax do if tri[i,2] < 0 then ii[i]:=ind: ind:=ind+1: fi: od:  
 > for i from imax by -1 to 1 do if tri[i,2] > 0 then ii[i]:=ind: ind:=ind+1: fi: od:  
RESULT  
 > for ind from 1 to imax do  
 >  for i from 1 to imax do  
 >   if ii[i]=ind then res[ind,1]:=tri[i,1]:  
 >    if tri[i,2] < 0 then res[ind,2]:=tri[i,2]: res[ind,3]:=tri[i,3]: fi:  
 >    if tri[i,2] > 0 then res[ind,2]:=ii[tri[i,2]]:  
 >     if tri[i,1]=3 or tri[i,1]=4 or tri[i,1]=5 then res[ind,3]:=ii[tri[i,3]]: else res[ind,3]:=tri[i,3]:  
 >   fi: fi: fi:  
 > od: od:  
 > print(`The result`, res): 

 
Now we have a suitable form of expressions to make a 

fast program for our original problem. 

3. A Complete C++ Program for  
Computation of Solution Boxes 

Here the function segment solbox  is made for the 
computation of solution box B[g,c,α] where  

    11

: R R,

, ,..., , , , R

m

mm

g D D

x x x x c D 

  

 
 

have the former definitions. The headline of this segment 
contains the input parameters ,  (in tripleD D G g   

form), , , , number of triplesc c alp m m nt    . 

The result  , ,B g c   (as output parameter) is placed 

into the array .B  The segment contains 3 essential parts 
(great loops). In the first one the function values of 
components of ( )g x  at point c  are computed by using 

the triples in succession. These function values are 
placed into the array fv  and will be used in the de-

composition steps. In the second loop the decomposition 
(making elementary boxes) goes on. In the normal case 

( 1),nt   first the last triple (expression ( )g x ) and   

are placed into the array of non-elementary expressions 
( ).ne  At this time the number of elements in this array is 

1 ( 1).ine   Applying the suitable rule for this element, 

new elements of the array ne  or (and) those of the array 
of elementary expressions ( )el  are created. The values 

, ,   etc. appearing in the rules are denoted by 

, , , ,be ga de ep  and s  shows the number of new boxes. 

The indexes ine  and iel  show the numbers of ele-
ments in the arrays ne  and .el  The decomposition 
procedure is finished when there is no element for ex-
amination in the array ,ne  that is the necessary ele-

mentary expressions are all in the array .el  In the third 
great loop of segment solbox  the ( iel  pieces of) ele-
mentary boxes are evaluated and the array B  is made. 
As it was mentioned earlier, the application of the com-
posite function rule requires the same investigation as the 
evaluation of elementary boxes. Therefore the second 
and third loops of the segment contain similar lines (only 
some parameters are different) between case 6 and case 
17. 

 
#include <iostream.h> 
#include <math.h> 
double B[10][3]; 
/*DECLARATIONS*/ 
void solbox(double D[][3],double G[][4],double c[],double alp,int m,int nt) 
{double fv[100],ne[100][5],el[100][5],al,be,ga,de,ep,x,y,w,alf,per; 
int i,j,k,l,ii,jj,kk,ine,iel,s; const double Pi=3.14159265; 
/*FUNCTION VALUES TO COMPONENTS OF EXPRESSION g(x)*/ 
for (i=1; i<=nt; i++) 

{j=(int)G[i][1]; k=(int)G[i][2]; l=(int)G[i][3]; w=G[i][3]; 
if (k<0) x=c[-k]; else x=fv[k]; if (j>=3 && j<=5) y=fv[l]; 
switch (j) 

{case 1:fv[i]=x+w;break; case 2:fv[i]=x*w;break; case 3:fv[i]=x+y;break; 
case 4:fv[i]=x/y;break; case 5:fv[i]=x*y;break; case 6:fv[i]=pow(x,w);break; 

      case 7:fv[i]=exp(x);break; case 8:fv[i]=log(x);break; case 9:fv[i]=fabs(x);break; 
      case 10:fv[i]=sin(x);break; case 11:fv[i]=cos(x);break; case 12:fv[i]=tan(x);break; 
      case 13:fv[i]=1/tan(x);break; case 14:fv[i]=asin(x);break; case 15:fv[i]=acos(x);break; 
      case 16:fv[i]=atan(x);break; case 17:fv[i]=Pi/2-atan(x);break;}} 
/*DECOMPOSITION BY USING THE 6 RULES*/ 
 for (i=1; i<=3; i++) ne[1][i]=G[nt][i]; ne[1][4]=alp; ine=1; iel=0; i=0; 
 while (i<ine && nt>1) 
  {i++; j=(int)ne[i][1]; k=(int)ne[i][2]; l=(int)ne[i][3]; w=ne[i][3]; al=ne[i][4]; s=0; 
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  switch (j) 
   {case 1: be=al-w;s=1;break; 
   case 2: be=al/w;s=1;break; 
   case 3: be=(al+fv[k]-fv[l])/2;ga=al-be;s=2;break; 
   case 4: if (al==0) {be=0;s=1;}; if (al !=0) {ga=(al*fv[k]+fv[l])/(1+al*al);be=al*ga;s=2;};break; 
   case 5: if (al==0 || fv[k]*fv[l]*al < 0) {be=0;ga=0;s=2;} 
    if (al!=0 && fv[k]==0 && fv[l]==0) {be=sqrt(fabs(al));ga=be;de=-be;ep=de;s=4;} 
    if (al!=0 && fv[k] !=0 && fv[l]==0) {be=2*fv[k];ga=al/be;de=0;s=3;} 
    if (al!=0 && fv[k]==0 && fv[l]!=0) {ga=2*fv[l];be=al/ga;de=be;ep=0;s=4;} 
    if (fv[k]*fv[l]*al>0) {be=fv[k]/fabs(fv[k])*sqrt(al*fv[k]/fv[l]); 
     ga=fv[l]/fabs(fv[l])*sqrt(al*fv[l]/fv[k]);de=0;s=3;};break; 
   case 6: if (w>0 && (l+1)/2*2==l+1) {be=pow(al,1/w); s=1;} 
    if (w>0 && l/2*2==l && al>=0) {be=pow(al,1/w);ga=-be;s=2;} 
    if (w<0 && (l-1)/2*2==l-1 && al !=0) {be=pow(al,1/w);s=1;} 
    if (w<0 && l/2*2==l && al>0) {be=pow(al,1/w);ga=-be;s=2;} 
    if (w>0 && w<1 && al>=0) {be=pow(al,1/w);s=1;};break; 
   case 7: if (al > 0) {be=log(al);s=1;};break; 
   case 8: be=exp(al);s=1;break; 
   case 9: if (al >= 0) {be=al;ga=-al;s=2;};break; 
   case 10:if (fabs(al)<=1) 
    {x=asin(fabs(al));per=2*Pi*(int)(fv[k]/2/Pi); if(fv[k]<0) per=per-2*Pi; 
    if (al>=0) {be=x+per;ga=Pi-x+per;}; if (al<0) {be=Pi+x+per;ga=2*Pi-x+per;} 
    if (ga<fv[k]) {y=be;be=ga;ga=y+2*Pi;}; if (be>fv[k]) {y=ga;ga=be;be=y-2*Pi;}; s=2;};break; 
   case 11:if (fabs(al)<=1) 
    {x=acos(fabs(al));per=2*Pi*(int)(fv[k]/2/Pi); if(fv[k]<0) per=per-2*Pi; 
    if (al>=0) {be=x+per;ga=2*Pi-x+per;}; if (al<0) {be=Pi-x+per;ga=Pi+x+per;} 
    if (ga<fv[k]) {y=be;be=ga;ga=y+2*Pi;}; if (be>fv[k]) {y=ga;ga=be;be=y-2*Pi;}; s=2;};break; 
   case 12:x=atan(fabs(al));per=2*Pi*(int)(fv[k]/2/Pi); if(fv[k]<0) per=per-2*Pi; 
    if (al>=0) {be=x+per;ga=Pi+x+per;}; if (al<0) {be=Pi-x+per;ga=2*Pi-x+per;} 
    if (ga<fv[k]) {be=ga;ga=be+Pi;}; if (be>fv[k]) {ga=be;be=ga-Pi;};s=2;break; 
   case 13:x=Pi/2-atan(fabs(al));per=2*Pi*(int)(fv[k]/2/Pi); if(fv[k]<0) per=per-2*Pi; 
    if (al>=0) {be=x+per;ga=Pi+x+per;}; if (al<0) {be=Pi-x+per;ga=2*Pi-x+per;} 
    if (ga<fv[k]) {be=ga;ga=be+Pi;}; if (be>fv[k]) {ga=be;be=ga-Pi;};s=2;break; 
   case 14:if (fabs(al)<=Pi/2) {be=sin(al);s=1;};break; 
   case 15:if (al>=0 && al<=Pi) {be=cos(al);s=1;};break; 
   case 16:if (fabs(al)<Pi/2) {be=tan(al);s=1;};break; 
   case 17:if (al>0 && al<Pi) {be=1/tan(al);s=1;};break;} 
  for (ii=1; ii<=s; ii++) 
   {switch (ii) 
    {case 1:alf=be;kk=k;break; case 2:alf=ga;if (j>=3 && j<=5) kk=l;break; 
    case 3:alf=de;kk=k;break; case 4:alf=ep;if (j>=3 && j<=5) kk=l;break;} 
   if (G[kk][2]<0) {iel++; for (jj=1; jj<=3; jj++) el[iel][jj]=G[kk][jj];el[iel][4]=alf;} 
   if (G[kk][2]>0) {ine++; for (jj=1; jj<=3; jj++) ne[ine][jj]=G[kk][jj];ne[ine][4]=alf;}}} 
 if (nt==1) {for (ii=1; ii<=4; ii++) el[1][ii]=ne[1][ii];iel=1;} 
/*EVALUATING THE ELEMENTARY BOXES BY USING THE 12 PROCESSES*/ 
 for (i=1; i<=m; i++) {B[i][1]=D[i][1]; B[i][2]=D[i][2];} 
 for (i=1; i<=iel; i++) 
  {j=(int)el[i][1]; k=(int)-el[i][2]; l=(int)el[i][3]; w=el[i][3]; al=el[i][4]; s=0; 
  switch (j) 
   {case 6: if (w>0 && (l+1)/2*2==l+1) {be=pow(al,1/w);s=1;} 
    if (w>0 && l/2*2==l && al>=0) {be=pow(al,1/w);ga=-be;s=2;} 
    if (w<0 && (l-1)/2*2==l-1 && al!=0) {be=pow(al,1/w);s=1;} 
    if (w<0 && l/2*2==l && al>0) {be=pow(al,1/w);ga=-be;s=2;} 
    if (w>0 && w<1 && al>=0) {be=pow(al,1/w);s=1;};break; 
   case 7: if (al > 0) {be=log(al);s=1;};break; 
   case 8: be=exp(al);s=1;break; 
   case 9: if (al >= 0) {be=al;ga=-al;s=2;};break; 
   case 10:if (fabs(al)<=1) 
    {x=asin(fabs(al));per=2*Pi*(int)(c[k]/2/Pi);if(c[k]<0) per=per-2*Pi; 
    if (al>=0) {be=x+per;ga=Pi-x+per;}; if (al<0) {be=Pi+x+per;ga=2*Pi-x+per;} 
    if (ga<c[k]) {y=be;be=ga;ga=y+2*Pi;}; if (be>c[k]) {y=ga;ga=be;be=y-2*Pi;}; s=2;};break; 
   case 11:if (fabs(al)<=1) 
    {x=acos(fabs(al)); per=2*Pi*(int)(c[k]/2/Pi);if(c[k]<0) per=per-2*Pi; 
    if (al>=0) {be=x+per;ga=2*Pi-x+per;}; if (al<0) {be=Pi-x+per;ga=Pi+x+per;} 
    if (ga<c[k]) {y=be;be=ga;ga=y+2*Pi;}; if (be>c[k]) {y=ga;ga=be;be=y-2*Pi;}; s=2;};break; 
   case 12:x=atan(fabs(al));per=2*Pi*(int)(c[k]/2/Pi);if(c[k]<0) per=per-2*Pi; 
    if (al>=0) {be=x+per;ga=Pi+x+per;}; if (al<0) {be=Pi-x+per;ga=2*Pi-x+per;} 
    if (ga<c[k]) {be=ga;ga=be+Pi;}; if (be>c[k]) {ga=be;be=ga-Pi;};s=2;break; 
   case 13:x=Pi/2-atan(fabs(al));per=2*Pi*(int)(c[k]/2/Pi);if(c[k]<0) per=per-2*Pi; 
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    if (al>=0) {be=x+per;ga=Pi+x+per;}; if (al<0) {be=Pi-x+per;ga=2*Pi-x+per;} 
    if (ga<c[k]) {be=ga;ga=be+Pi;}; if (be>c[k]) {ga=be;be=ga-Pi;};s=2;break; 
   case 14:if (fabs(al)<=Pi/2) {be=sin(al);s=1;};break; 
   case 15:if (al>=0 && al<=Pi) {be=cos(al);s=1;};break; 
   case 16:if (fabs(al)<Pi/2) {be=tan(al);s=1;};break; 
   case 17:if (al>0 && al<Pi) {be=1/tan(al);s=1;};break;} 
  for (ii=1; ii<=s; ii++) { alf=be; if (ii==2) alf=ga; 
   if (alf < c[k] && alf > B[k][1]) B[k][1]=alf; 
   if (alf > c[k] && alf < B[k][2]) B[k][2]=alf;}}} 
/*THE CALLING SEGMENT WITH THE SAMPLE EXPRESSION*/ 
void main() 
 {double D[10][3],G[100][4],c[10],alp; int m,nt,i,j; 
 double g[][3]={{6,-1,1},{6,-2,1},{6,-1,2},{8,-2,0},{5,1,2},{10,5,0},{4,3,4},{3,6,7}}; 
 D[1][1]=0.;D[1][2]=3.141593;D[2][1]=1.;D[2][2]=4.; c[1]=1.;c[2]=2.; alp=1.; m=2; nt=8; 
 for (i=1; i<=nt; i++) {for (j=1; j<=3; j++) G[i][j]=g[i-1][j-1];}; solbox(D,G,c,alp,m,nt); 
 for (i=1; i<=m; i++) {cout << B[i][1] << " " << B[i][2] << endl;}} 

 
The calling (main) segment uses a simple trick (push 
down of indexes) for the easy handling of triple forms. 
Using the form (produced by the Maple program)  

{(6, 1, 2), (8, 2,0), (6, 1,1), (6, 2,1),

(5,3,4), (4,1,2), (10,5,0), (3,7,6)}

   
 

and the form (produced by us) 

{(6, 1,1), (6, 2,1), (6, 1, 2), (8, 2,0),

(5,1,2), (10,5,0), (4,3,4), (3,6,7)}

   
 

of our sample expression 1 2( , )g x x  , the result is the 

same: 

    

2
1 2 1 2sin( ) / ln , (1, 2),1

0.839584,1.20543 , 1, 2.41086 ,

B x x x x     

which was given (with rounded values) in the first sec-
tion. 

4. A numerical Example for Illustration 

The surfaces given by formulas  
2 2

3 1 2 3 1 22sin( ) 2,     2x x x x x x      

have their intersection over the two dimensional interval  

    3,3 , 3,3 .   Maple 11 can produce Figure 1 with 

these data. Our aim is to give an approximating value for 
the volume of the section set S  determined by the sur-
faces. 

Since the set S  is the solution set of the system of 
inequalities:  

 
Figure 1. Intersection 

2 2
1 2 3 3 1 22sin( ) 2 0,     2 0,x x x x x x        

one of methods of [3] can be used. This method searches 
for disjunct open solution boxes of an inequality system 
and it is based on the following four principles. 1) If 

 1, ,0B f c  is a solution box to the inequality 1( ) 0f x   

and  2 , ,0B f c  is a solution box to the inequality 

2 ( ) 0,f x   then the box    1 2, ,0 , ,0B f c B f c  is a 

solution box to the system of the two inequalities. 2) If 

1B  and 2B  are m-dimensional boxes, then the set 

1 2B B  can be divided into (at most) 2m  boxes easily. 

In this way a sequence of solution boxes and another 
sequence of boxes waiting for examination can be gener-
ated. 3) A boundary region is used to prevent the ap-
pearance of too small boxes. Here this region is defined 

by the inequality 3( ) 10f x 

  and a cube with edges 

of 310  is excluded at a region point .c  4) The most 
promising box (the box with maximum volume) is cho-
sen from boxes waiting for examination in every step. 
The essential input data are:  

1 1 2 3( ) 2sin( ) 2

{(6, 1,1), (6, 2,1),..., (3,6,7), (1,8, 2.)},

f x x x x   

 
 

2 2
2 3 1 2( ) 2

{(6, 1, 2), (6, 2, 2),..., (3,3,5), (1,6,2.)},

f x x x x    

 
 

the initial box  ( 3,3), ( 3,3), ( 2,4)I      which in-

cludes the set ,S  and the number bN  of solution 

boxes looked for, as stop criteria. For the values  
4 4 510 , 5 10 , 10bN    the results are 

27.0008, 28.1484, 28.4231,  

respectively. The running times are (with the original 
Lahey Fortran 90 version 4.5 code on a PC of two 2 GHz 
processor): 

2sec, 26sec, 107sec,  

respectively. The fast increase of running time shows that 
neither the 3rd nor the 4th principle work well if bN  is 
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large. (Only a few hundred solution boxes were searched 
for in [3].) Now consider another possibility. Since 

( ) 1 ,
S

vol S dxdydz     

and [4,5] contain methods for computation of integrals, 
perhaps better results can be obtained. The method of [5] 
is based on the following three principles. 1) The value 
of a (simple, double, triple, etc.) integral can be given by 
the volume of a suitable set T . If the box I  contains 
this set, then a good scanning of T gives an approxima-
tion of the integral value and the scanning of the set 
I T  also facilitates computation of an error bound. 
Here the set T  can be described by the system of ine-
qualities 

2 2
1 2 3 3 1 2 42sin( ) 2 0,   2 0, 1 0,x x x x x x x          

and the scanning works by computing solution boxes. 
The scanning of the set I T  is based on the examina-
tion of “the worst inequality” at points .c I T   2) If 

1B  and 2B  are m-dimensional boxes, then the set 

1 2B B  can be divided into (at most) 2m  boxes easily. 

3) The too small boxes are filtered by the simple condi-
tion ( ) .vol B   Naturally, the value   has a strong 

influence on the available error bound. The program is 
stopped when there is no more box waiting for examina-
tion. Now the essential input data are: the expressions 

1 2 3( ), ( ), ( )f x f x f x  in triple form, the initial box 

( 3,3), ( 3,3),I    ( 2, 4), (0,1)  which includes the 

set ,T  and the filter parameter .  For the values 
510 ,   610 ,  710 , the results are 

28.9953 1.0169, 29.0499 0.4840, 29.0705 0.2294   , 

respectively. The running times are (with the original 
Visual C++ version 6.0 code on the former PC of two 2 
GHz processor):  

4sec, 16sec, 79sec,  

respectively. Since the difference between the third and 
first results is 0.0752  only, the third error bound sug-
gests that all three of the results are good enough ap-
proximations. The extra work of the second and third 
cases was spent mostly on improving the error bound. 
Now make a goal-oriented transformation of the method 
of [3]. If the third principle (boundary region) and the 
fourth principle (most promising box) are omitted and 
principles of method of [5] belonging to error bound and 
filter parameter   are used, then the new method will 

be competitive. For the values 510 ,   610 ,  710 , 

the results are 

29.0862 0.6765, 29.0829 0.3124, 29.0826 0.1447,    

respectively. The running times are (with the new Lahey 
Fortran code): 

1sec, 5sec, 24sec,  

respectively. These results are better from all points of 
view than the previous ones were. Since now the differ-
ence between the first and third results is 0.0036  only, 
the 3 values suggest much more accurate approximation 
than the guaranteed error bounds do. On the other hand, 
by the geometrical meaning, here the solution (section) 
set S  (and its complementary set) was covered with 
cuboids, while the solution set T  (and its complemen-
tary set) was covered with four-dimensional (abstract) 
boxes at the triple integral. It is not surprising that the 
computational effort increases with dimension. Finally 
some remarks are given. 

1) The computation efforts (the evaluation times) be-
longing to ( , , )B g c   and ( )g c  can be characterized 

well enough by the formula: effort  ( , , ) 10B g c     

effort  ( ) ,g c  with respect to all three programming 

languages mentioned and problems of [1,3-5]. 
2) The speeds belonging to the evaluation of 
( , , )B g c   satisfy the relations: speed(C++)   200   

speed(Maple), speed(Fortran)   300   speed(Maple) 

for the examples of [1]. Nevertheless, the Fortran codes 
are hardly faster than the C++ ones ( differences of only 
0-10 percent in running time) for the examples of [5]. 

3) We always used floating point arithmetic for com-
puting solution boxes (zone function values by former 
name). Since these boxes are computed by lower esti-
mates (see proofs of [1]), we have never happened to 
obtain a faulty result because of the effect of rounding 
errors. 

4) The author would gladly send the C++, Fortran, 
Maple codes mentioned to interested readers in e-mail as 
an attached file. 
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ABSTRACT 

It is well known, in queueing theory, that the system performance is greatly influenced by scheduling policy. No univer-
sal optimum scheduling strategy exists in systems where individual customer service demands are not known a priori. 
However, if the distribution of job times is known, then the residual time (expected time remaining for a job), based on 
the service it has already received, can be calculated. Our particular research contribution is in exploring the use of 
this function to enhance system performance by increasing the probability that a job will meet its deadline. In a detailed 
discrete event simulation, we have tested many different distributions with a wide range of C2 and shapes, as well as for 
single and dual processor system. Results of four distributions are reported here. We compare with RR and FCFS, and 
find that in all distributions studied our algorithm performs best. In the study of the use of two slow servers versus one 
fast server, we have discovered that they provide comparable performance, and in a few cases the double server system 
does better. 
 
Keywords: Simulation, Residual Time Scheduling, Coefficient of Variation, M/G/C Queue, Processor Sharing 

1. Introduction 

There have been innumerable papers written on how to 
optimize performance in queueing systems. They cover 
any number of different goals and conditions. From our 
point of view they fall into two categories (with many 
possibilities in between): 1) The service demand of 
each customer is known, and; 2) The service demands 
of the individual customers are not known, but the 
probability distribution function (pdf) of those de-
mands is presumed to be known. So, for instance, the 
mean and variance, (the expectation, or mean, of the 
deviation squared of the variable from its expected 
value or mean) over all customers might be known, 
even though the time needed by a particular customer 
is not known until that customer is finished.  

Within each of these categories there are many pos-
sible goals. For instance, the goal might be to minimize 
the system time, as in job processing in computer sys-
tems, or minimize the waiting time, as in setting up 
telecommunication links. However, both of these 
would be useless in situations where there are critical 

deadlines, as would be the case in airport security lines, 
where it would be more important to maximize the 
fraction of passengers who get through in time to catch 
their flights, or in the case of web server where the 
millions of users surfing the Internet, are unwilling to 
spend more than few seconds waiting for a web page to 
be displayed. One of the major metrics to be considered 
for a high performance web server is the number of 
pages downloaded per second by a web server. In this 
paper we consider the second category with the goal of 
maximizing the number of jobs that meet their deadline. 
We compare several queueing disciplines for systems 
with Poisson customer arrivals to a service station, 
with a given service time distribution. The distributions 
we consider include: Uniform, Exponential, hyper ex-
ponential and hyper-Erlangian. The distributions were 
chosen to show a wide range of coefficient of variation 
of service times ( 2C ) which is the ratio of the standard 
deviation of the service time to its mean. 

The numerous scheduling disciplines proposed for 
multiprogrammed systems, for the most part the evalu-
ation has been based on workloads showing a relatively 
low variability in the service requirements of jobs. In 
other words when 2 1C  . However, reports from va- 

* Partially funded by CSU-AAUP Summer Research Grant 2010- 
2011  
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rious high performance computing centers show that 
the variability in service time demands can be quite 
high. In a detailed workload characterization study [1] 
in NASA Ames research center facility reports that the 

overall 2C is 7.23. In another study the authors re-

ported that 2C observed on a weekly basis on the 
CM-5 at the university of Wisconsin is as high as 6 and 

some measurements in Cray YMP sites ranges 2C from 
30 to 70 [2]. 

Our particular research contribution is in using re-
sidual times as a criterion for selecting jobs for imme-
diate service. For the purpose of comparisons the other 
service disciplines we consider are: First Come First 
Serve (FCFS), Round-Robin (RR). FCFS discipline is 
used in present day routers [3]. It is interesting that 
these disciplines have all been studied in the context of 
mean system time and have been shown to have the 
same mean as that for the M/M/1 queue for all service 

time distributions [4]. When 2 1C  , RR outperforms 

FCFS. If 2 1C  , one should stick to FCFS. The fa-
mous Pollaczek-Khinchin formula gives the mean sys-
tem time for FCFS M/G/1, which has been tabulated in 
Table 1. Even though, different system time distribu-
tions may have the same mean and variance (and thus 
the same system time for jobs), they may have different 
qualities for meeting deadlines. As far as we know, this 
aspect has not been studied previously.  

A job arrives with a service time and deadline re-
quirement. As time evolves, both: 1) the residual ser-
vice time, depending on the amount the job has already 
serviced, and 2) the time remaining until the deadline, 
change. Consequently, the state variable of such a dy-
namic queueing system is of unbounded dimension, 
which may make an exact analysis extremely compli-
cated. Thus, we are motivated to approach with a si-
mulation study.  

The principle underlying the proposed dynamic 
scheduling discipline is based on the fact that, the vari-
ability of service demands both in uniprocessor and mul-
tiprocessor scheduling plays a significant role in deter-
mining the best scheduling policy especially when one 
does not have the exact knowledge of individual service 
time demands. In this paper we investigate how the 
various disciplines used in the present research behave 
under high variability in service demands and explore 
 
Table 1. Job turn-around time obtained from simulation, 
for RR policy with = 8ρ  

Distributions Turn-around times 

uniform 4.99 

exponential 4.985 
Hyper exponential 4.96 

Power tail 4.89 

ways the proposed discipline can be adapted to better 
cope with this condition to be implemented in web 
server scheduling. We also compare the performance of 
single and double server systems with the same maxi-
mal capacity. The technique used to evaluate the 
scheduling disciplines is discrete event simulation. 
Useful analytic models are difficult to derive as the 
precise and subtle distinctions between several disci-
plines are complex to model. However, we made com-
parisons with analytic results that are available [4,5]. 

In this paper we have developed a dynamic schedul-
ing algorithm for real time tasks using task residual 
execution time, ( )rm t . By definition ( )rm t  is the ex-

pected remaining execution time of a job after receiv-
ing a service time of t time units. In summary, our Re-
sidual Time Based (RTB) algorithm provides a higher 
percentage of deadline makers than any of the other 
disciplines considered. Our results also show that for 
some distributions, two slow processors are at least 
marginally better than one fast processor.  

The structure of this paper is as follows. In Section 2 
we discuss the related works. Section 3, provides with 
a mathematical description of residual times of the dif-
ferent distributions used. In Section 4 we explicitly 
illustrate our prototype scheduling system, together 
with our algorithm for using residual times. In Section 
5 we explain the simulation experiments and upon 
which we base our conclusions. We also present the 
results of the simulations experiments we have at this 
time, and discuss their implications. Finally, in Section 
6 we draw the conclusions of the paper.  

2. Literature Review 

2.1 The Task Scheduling Problem  

Given the enormous amount of literature available on 
scheduling, any survey can only scratch the surface. 
Moreover, a large number of scheduling approaches are 
used upon radically different assumptions making their 
comparison on a unified basis a rather difficult task [6,7]. 
At the highest level the scheduling paradigm may be di-
vided into two major categories: real time and non real 
time. Within each of the categories scheduling techniques 
may also vary depending on whether one has a precise 
knowledge of task execution time or the pdf.  

2.1.1. Scheduling in Non Real Time Systems 
In the non real time case the usual objective is to mi-
nimize the total execution time of a program and in-
crease the overall throughput of the system. Topcouglo 
et al., provides a classification of the proposed algo-
rithms [8]. The algorithms are classified into a variety 
of categories such as, list-scheduling algorithms [9], 
clustering algorithms [10], duplication based algo-
rithms [11] and guided random search methods. Ge-
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netic Algorithms (GAs) [12] are one of the widely stu-
died guided random search techniques for the task 
scheduling problem. Although they provide a good 
quality of schedules, the execution time of Genetic 
Algorithms is significantly higher than the other alter-
natives. Several researchers have studied the problem 
of scheduling, which is known to be NP-complete in its 
general form, when the program is represented as a task 
graph [8]. The execution time of any task and the 
communication cost between any pair of processors is 
considered to be one time unit. Thus, they have con-
sidered only deterministic execution time. Adam et al. 
[13] studied both deterministic and stochastic models 
for task execution time and made a comparison of dif-
ferent list scheduling algorithms. For the latter, task 
execution is limited to the uniform distribution. Kwok 
and Ahmed [9] focused on taxonomy of DAG sched-
uling algorithms based on a static scheduling problem, 
and are therefore only partial. Some algorithms assume 
the computational cost of all the tasks to be uniform. 
This simplifying assumption may not hold in practical 
situations. It is not always realistic to assume that the 
task execution times are uniform. Because the amount 
of computations encapsulated in tasks are usually var-
ied. Others do not specify any distribution for task 
execution time. They just assume any arbitrary value.  

2.1.2. Scheduling in Real Time Systems  
Scheduling algorithm in RT applications can be classi-
fied along many dimensions. For example: periodic 
tasks, pre-emptable non-pre-emptable. Some of them 
deal only with periodic tasks while others are intended 
only for a-periodic tasks. Another possible classifica-
tion ranges from static to dynamic. Ramamaritham and 
Stankovic [14] discuss several task scheduling para-
digms and identify several classes of scheduling algo-
rithms. A majority of scheduling algorithms reported in 
the literature, perform static scheduling and hence have 
limited applicability since not all task characteristics 
are known a priori and further tasks arrive dynamically. 
Recently many scheduling algorithms [15] have been 
proposed to dynamically schedule a set of tasks with 
computation times, deadlines, and task requirements. 
Each task is characterized by its worst-case computa-
tion time deadline, arrival time and ready time. 

Ramamritham in [16] discusses a static algorithm for 
allocating and scheduling subtasks of periodic tasks 
across sites in distributed systems. The computation 
times of subtasks represent the worst-case computation 
time and are considered to be uniformly distributed 
between a minimum (50 time unit) and maximum (100 
time unit) value. It is assumed that the execution of 
each subtask cannot be preempted. This way of select-
ing the execution time range (from 50 to 100) reduces 
C2 to a very small value (= 4/27), which the authors 
may not have realized. Chetto and Chetto [17] consid-

ered the problem of scheduling hard periodic real time 
tasks and hard sporadic tasks (tasks that arrive are re-
quired to be run just once [14]). In addition to compu-
tation time and period, each periodic task is character-
ized by its dynamic remaining execution time. But the 
authors have not mentioned how to obtain the remain-
ing execution time in a dynamic manner. Liu and Lay-
land [18] were perhaps the first to formally study pri-
ority driven algorithms. They focused on the problem 
of scheduling periodic tasks on a single processor and 
proposed two preemptive algorithms. The first one is 
called Rate-Monotonic (RM) algorithm, which assigns 
static priorities to periodic tasks based on their periods. 
The second one is called the Earliest Deadlines First 
(EDF), a dynamic priority assignment algorithm. The 
closer a tasks’ deadline, the higher the priority. This 
again is an intuitive priority assignment policy. EDF 
and RM schedulers do not provide any quality of ser-
vice (QoS) guarantee when the system is overloaded by 
overbooking. Since, EDF [18] does not make use of the 
execution time of tasks, it is difficult to mix non-real- 
time and real-time tasks effectively. Scheduling both 
real-time and non real-time tasks under load requires 
knowing how long a real-time task is going to run. As a 
result, some new/different scheduling approach that 
addresses these limitations is desirable. One can de-
termine the latest time the task must start executing if 
one has the knowledge of the exact time of how long a 
task will run. Thus, the scheduler may delay a job to 
start executing in order to increase the number of jobs 
meeting deadlines. In this paper, we investigated this 
issue and developed a dynamic scheduling strategy, 
which includes both the deadline and the estimated 
execution time. 

For dynamic scheduling with more than one proces-
sor, Mok and Destouzos [19] show that an optimal 
scheduling algorithm does not exist. These negative 
results point out the need for new approaches to solve 
scheduling problems in such systems. Those ap-
proaches may be different depending on the job service 
time distribution (job size variability). In this paper we 
have addressed this issue by running simulation ex-
periments for several distributions for both single and 
multiple processor systems.  

3. Terminology and Mathematical  
Background 

In this section we first define the job execution model. 
Then we present the mathematical expressions for resid-
ual times for different job service time distributions. Let 
X be the job execution time which can be modeled either 
by deterministic or stochastic distribution. In the present 
paper, we consider the latter. Task execution time can 
follow any standard distribution, for example: uniform, 
exponential, hyper exponential, etc, or take discrete val- 
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ues with associated probabilities.  
Before that we show the well-known Pollaczek- 

Khinchin formula, as 
2 2 1

1 1 2

C
n

 
 

 
      

 which 

states that the mean number of jobs in a system, n  de-
pends only on their arrival rate , the mean, [ ]E X  and 

variance 2 of the service time distribution. In the for-
mula it is expressed in terms of the coefficient of varia-

tion 2 2 2/ ( [ ])C E X . 

3.1 Job Execution Model 

We assume that job arrival follows a Poisson process. 
Tasks are independent and identically distributed and 
preemptable. Each job is characterized by the follow-
ing: task arrival time iA , task execution time iE task 

deadline iD , task start time, iS . A job is ready to exe-

cute as soon as it arrives, regardless of processor 
availability. Tasks may have to wait for some time, iW , 

before they start executing for the first time due to 
scheduling decision. As a result, we have i i iS A W  , 

where 0iW  . 

By definition, the Cumulative Distribution Function 

(CDF) is, 
 

 0
( ) ( ) ( ).

x
F x P X x f x dx


    . The Reli-

ability function, 
 

 
( ) ( ) ( ).

x
R x P X x f x dx


    where 

( ) ( ) 1R x F x  . The expected execution time, 
 0  

 0  0
( ) ( ). ( )E x xf x dx R x dx


   . The conditional reli-

ability, ( )tR x , is the probability that the task executes 
for an additional interval of duration of x given that it 
has already executed for time t, ( ) ( ) / ( )tR x R t x R t  . 

By definition, the task residual time [20] ( )rm t  given 
that the task has already executed for t  time units 

is;
 

 0
( ) ( ( ) / ( ))rm t R t x R t dx


  . Here we show different 

expressions for residual time for different types of dis- 
tributions.  

Uniform: Here the task execution time follows the 

uniform distribution with CDF, ( )
2

x
F x

T
 . The reli-

ability function,
2

( )
2

T x
R x

T


  and 2 1/ 3C  . The resi- 

dual time, after time t is ( ) (2 ) / 2rm t t  . 

Exponential: Here the task execution time follows 

the exponential distribution with CDF ( ) 1 xF x e   . 

The reliability function, ( ) xR x e  .The expected 

value, 
1

( )E x


 and 2 1C   Where, 
1


is referred to 

as the mean service time. The residual time at time t 

can be shown to be equal to 
1

( )rm t


 . Due to the 

memory-less property of exponential distributions the 
residual time, does not change with time.  

Hyper Exponential: In this paper we have consid-
ered a two stage hyper-exponential distribution with 

CDF 1 2
1 2( ) 1 x xF x p e p e     and 2 11p p  . The 

reliability function 1 2
1 2( ) x xR x p e p e    . There are 

three free parameters, namely 1p , 1  and 2 , 

where 1/i iT  . Now, we define the free parameters [5] 
2( 1)

2

C 
 and 1 2

2

1
p

C



, 1 2 1(1 / )T x p p   and 

2 1 2(1 / )T x p p  . Hyper exponential distribution 

can be used when it or desired that 2 1C  . The resid-
ual time can be shown to be 

1 2

1 2

/ /
1 1 2 2

/ /
1 2

( )
t T t T

t T t T

p T e p T e
rm t

p e p e

 

 





 

Hyper Erlangian: We have considered a four stage 
Hyper Erlangian distribution with pdf, 1 1( ) [f x p   

1 2
1 2 2 2( ) ] [ ( ) ]x xx e p x e      and CDF, ( )F x   

1 2
1 1 2 21 (1 ) (1 )x xp x e p x e       . 

The reliability function 1
1 1( ) (1 ) xR x p x e      

2
2 2(1 ) xp x e   . There are three free parameters, 

namely 1p , 1  and 2 , where 1/i iT  . For the defi-

nition of those parameters we refer [5]. Hyper Erlan-
gian distributions can be used when it is expected that 

2 1C  .  
The residual time can be shown to be ( )rm t   

1 2

1 2

/ /
1 1 1 2 2 2

/ /
1 1 2 2

[2 / ] [2 / ]

(1 1/ ) (1 1/ )

t T t T

t T t T

p T t T e p T t T e

p T e p T e

 

 

  
  

 In this case 

the residual time at first decreases, then increases 
greatly and then decreases gradually to 1 2max ,T T   . 

4. The Scheduling Model  

Each process or task or job is associated with an execu-
tion time. Figure 1 shows the schematic for the present  
 
 
 
 
 
 
 
 
 

Figure 1. The Scheduling Model 
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scheduling model. Upon arrival, a task joins the arrival 
pool. The duration of those execution times of the proc-
esses are not known in advance. We assume they follow a 
distribution function, which can either be deterministic or 
non-deterministic. A task will have a deadline that repre-
sents a soft timing constraint on the completion of the task. 

The scheduler will pick a process to execute from the 
arrival pool depending on the scheduling policy. A proc-
ess joins the current pool as soon as it is picked by the 
scheduler to run. Note, the CPU/s is/are being shared by 
several concurrent processes/tasks. The current pool 
keeps the record of execution time already taken of the 
chosen tasks (concurrent tasks). Once picked, each task 
i  will execute for a time slice called time quantum, iq . 

At the end of time : iq . 

1) the executing task is either completed or partially 
executed. A partially executed task goes back to the cur-
rent pool, whereas, a completed task leaves the current 
pool.  

2) the scheduler then chooses the next task either from 
the arrival pool or the current pool.  

We define a function called risk factor (rf). As soon as 
a process i starts executing, time starts running out be-
fore it reaches deadline. At clock time TC the time left 

before deadline is i TD C . Let ( )rm t  be the re-

maining execution time required to finish the given 
process I, which has to fit in time interval to meet the 
deadline. Let us define the risk factor for process i as 
follows: ( ) ( ) / ( )i T irf t rm t D C A   . In other words, 

residual time
rf

remaining time before deadline
  

4.1 RTB Algorithm  

We propose a dynamic scheduling algorithm called Re-
sidual Time Based (RTB) which incorporates the task 
residual time. Task risk factor is used as a measure to 
choose the next task to execute. Tasks in the task set are 
maintained in the order of decreasing risk factor.  

The proposed Residual Time Based (RTB) algorithm:  
1) As soon as a job arrives.  

a) compute estimated residual time for the job.  
b) compute risk factor (rf) for the job.  
c) append the job to the queue.  

2) Select the job that has the highest rf and execute it 
for the next quantum.  

a) compute the end time if the job is complete at or 
before the end of quantum. 

3) At the end of each quantum.  
a) compute estimated residual time for each job in 

the queue. 
b) compute rf for each job in the queue. 
The risk factor is inversely proportional to the differ- 

ence between task deadline and the clock time. The risk 
factor increases as the task approaches to its deadline. As 
soon as the clock time passes the deadline the rf becomes 
negative if the task has not yet been completed. The goal 
in the present research is to increase the number of tasks 
meeting the deadline. As the clock time passes the dead-
line the task is considered to be less important compared 
to tasks that are very close to deadline but have not yet 
crossed the deadline. Therefore, tasks with positive risk 
factor are given higher priority than tasks with negative 
risk factor.  

4.2 Why does RTB Bring Enhancement  

The Let us consider the P-K formula from Section 3. 

When 2 1C   
1

n






. When 2 1C   
1

n






. 

When 2 1C   
1

n






 and FCFS gives the least wait-

ing time. However, as 2C  tends to increase beyond 1, 

the number of jobs, n  keeps on increasing over
1




. 

So it is unwise to use FCFS. Mean number of jobs in a 

queue, n , for PS is 
1




which is the same as M/M/1 

queue. In practice, PS is implemented by RR with finite 
time slicing. In RR jobs form a queue upon arrival and 
the server picks one after another from the queue in a RR 
fashion without addressing how much time left of the job 
to finish. 

In RTB a function rf is devised to let the scheduler 
pick a job with minimum amount of residual time to fin-
ish. In other words shorter jobs are favored in RTB. We 

know when 2 1C  there are more short jobs than long 
ones. As a result, more jobs will be complete in RTB 
than in RR which is clearly demonstrated in our simula-
tion results presented in the next section.  

5. Simulation and Results  

5.1 Simulation  

The proposed Residual Time Based (RTB) algorithm has 
been evaluated through discrete event simulation under 
various task arrival rates and task service time distribu-
tions. A stochastic discrete event simulator was con-
structed to implement the operation of RTB, FCFS, and 
RR policy. The simulation code is developed in Microsoft 
visual C environment, but using Linux 48 bit random 
number generator. In this paper we have considered expo-
nentially distributed inter arrival times (i.e., a Poisson ar-
rival process). As each arrival a new task is created with 
various attributes such as, arrival time, service time, dead-
line, residual time, run time, etc. The following cases of 
job service time distributions have been investigated: 
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• Uniform distribution with 2 1/ 3C   

• Exponential distribution with. 2 1C   
• A two stage hyper exponential distribute with 
2 10C   

• A four stage Hyper Erlangian with 2 10C   
The distributions were selected to give a wide variety 

of coefficient of variation, 2C . This would also yield a 
wide variety of mean system time, but with the same 
deadline. In all cases the mean service time per job is 1.0, 
the deadline is 4, and 0.8   (i.e., the processor is 

busy for 80% of the time). 
Validation of the Simulator: Several test cases were 

run to validate the performance of the simulator. As a 
first set of tests, the simulator has been set to run a 
FCFS algorithm with exponential arrival time, and ex-
ponential service time. The output results were com-
pared with the analytical results: process turn-around 
time calculated from the Pollaczek-Khinchin formula [5, 
7] for M/M/1/FCFS and for 0.8   is 23 3

. Our 

simulation result gives 3.66. Our RTB algorithm is a 
Processor-Sharing algorithm. So, we further verified the 
simulator by running the common Round Robin Proces-
sor-Sharing algorithm for M/M/1. Again, process 
turn-around time for 0.8   can be calculated from the 

Pollaczek-Khinchin formula to be 5 for M/M/1/RR. Our 
simulation yields the job turn-around for the same sce-
nario as 4.985. For any M/G/1 queue RR should yield 
the same value (=5) for the system time as obtained 
from M/M/1 [7]. Table 1 shows the turn-around time 
obtained from the simulation. 

5.2 Performance of RTB vs. FCFS and RR in a 
   Single Server System 

In this section we compare the performance of RR, FCFS 
and RTB algorithms. Figure 2 depicts our simulation 
results for three different scheduling policies namely, 
FCFS, RR and RTB when the job size distribution is 
considered to be uniformly distributed. The graph shows 
the fraction (normalized) of the number of jobs that have 
been finished by time t, after they arrived. The x-axis 
represents the request turn-around time. The y-axis 
represents the normalized number of jobs completed on 
or before the corresponding turn-around time, shown by 
the x-axis. The cusp of the RTB graph indicates the re-
quest deadline, which is 4 times the mean service time. 
Here the mean service time is unity. For uniform distri-
bution, there is not much variability within the request 
size. FCFS appears to be a better choice than RR in the 
sense that a higher fraction of number of jobs finishes 
earlier when they are serviced using FCFS policy as 
compared to when they are serviced using RR policy. 

This again validates the fact that using FCFS is detri-

mental when 2 1C  . Instead, a processor-sharing algo-
rithm should be used to improve system performance, 
whether the performance parameter is the system time 
(non real time case) or the number of jobs meeting dead-
line (real time case). As one may observe in figure 2 that 
the plot for RTB is rising faster than that for FCFS and 
RR policy, indicating that more jobs (87.4%) can be 
processed before the deadline when they are scheduled 
by the RTB policy as opposed to either FCFS (66.6% 
jobs satisfied before deadline) or RR (58.8% jobs satis-
fied before deadline) policy. Moreover, the plot for FCFS 
rises above the plot for either RTB or RR as the 
turn-around time passes the deadline. This indicates that 
longer jobs (those that did not have an opportunity to 
meet deadline), can get a better chance to finish beyond 
the deadline when they are serviced by either RTB or RR. 
In the world of real time jobs one of the major goals is to 
increase the number of jobs meeting the deadline, which 
is accomplished better if the RTB scheduling policy is 
used instead FCFS or RR. Figure 3 depicts the same as 
Figure 2 but for exponentially distributed job service 

times. In exponential distribution, 2 1C  , so the job 
size variability is higher than that in uniform distribution. 
The deadline is 4 time units as in the previous case. RTB 
algorithm outperforms both RR and FCFS algorithms in 
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Figure 2. Fraction (normalized) of number of jobs vs. 
turn-around time, t, for uniform job service time distribu-
tion for a single processor case and for FCFS, RR, and RTB 
algorithms 
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Figure 3. Fraction (normalized) of number of jobs vs. 
turn-around time, t, for exponential job service time distri-
bution for a single processor case and for FCFS, RR, and 
RTB algorithms 
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terms of number of jobs finishing before deadline. Table 
3 shows that when service time is exponentially distrib-
uted, 85.99% finishes before deadline if RTB is used 
(single processor case). 

Whereas, using RR and FCFS only 65.4% and 55.4% 
of jobs meet their deadlines, respectively (single proces-
sor case). Note: job turnaround time for the 3 scheduling 
policies obtained from simulation are very close to each 
other and also close to the value of the. They are 4.95, 
4.985, and 4.94 time units for FCFS, RR, and RTB pol-
icy, respectively (Table 2). Turn-around time for expo-
nential distribution obtained from P-K formula is 5 and 
the value obtained from simulation is 4.985. Moreover, 
as the deadline passes, longer jobs tend to get finished 
earlier if they are serviced using FCFS instead of either 
RTB or RR policy. 

5.3 Performance of RTB vs. FCFS and RR in a 
   Dual Server System 

In this section we present results which compare the per-
formance of RTB and RR algorithm in the presence of 
single and double processors. Figure 4 depicts our simu-
lation results when the job size distribution is considered 
to be exponentially distributed. The graph shows the 
fraction (normalized) of the number of jobs that have 
been processed by time t, after they arrived. The x-axis 
represents the request turn-around time. The y-axis 
represents the normalized number of jobs completed on 
or before the corresponding turn-around time, shown by 
the x-axis. In Figure 4 there are two pairs. The upper 
pair represents RTB and the lower pair represents RR 
algorithms. 

Within each pair the lower one is for two processor 
case. The two processors run at half the speed of the sin 
gle processor. Thus, each job needs twice as much proc-
essor time, but the maximum capacity is the same. This  

 
Figure 4. Fraction (normalized) of number of jobs vs. turn- 
around time, t, for exponential job service time distribution 
for a single and dual processor case and for RR and RTB 
algorithm 
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Figure 5. Fraction (normalized) of number of jobs vs. 
turn-around time, t, for hyper-exponential job service time 
distribution for a single and dual processor case and for 
FCFS, RR, and RTB algorithms 
 
is true for both RTB and RR algorithms, that one double 
speed processor is able to meet deadline for more jobs 
than two half speed processors, when the service time is 
assumed to be exponentially distributed. Figure 5 depicts 
three pairs of plots when job service times are hyper ex-
ponential, with 102 C . The pair with knees represents  

 

Table 2. Comparison of job turn-around time (for different job service time distributions) obtained from the P-K formula 
and the simulation results 

Turn-around time from simulation using 
Distribution Types 

No. of 
processors 

Turn-around time 
calculated from P-K 

formula 
FCFS RR RTB 

1 3.666 3.66 4.99 4.48 
uniform 

2 not available 4.39 5.27 5.637 

1 5 4.95 4.985 4.94 
exponential 

2 5.55 5.51 5.38 5.51 

1 23 22.23 4.92 4.098 
hyper–exponential 

2 not available 19.71 5.48 5.078 

1 23 23.3 4.97 4.05 
Hyper Erlangian 

2 not available 20.9 5.54 4.24 
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RTB algorithm and the knee is at the deadline point, 
which in all cases is 4 time units. The lower pair is for 
FCFS algorithm and the middle pair is for RR algorithm. 
The jagged plots are for 2 processors. In this simulation 

1p and 2p  are considered to be 0.047733 and 0.952267, 

respectively, whereas, 1T  and 2T are considered to be 

10.4749 and 0.525063, respectively. 
It is clear from the graph that our RTB algorithm per-

forms better in satisfying the deadline. More jobs can 
meet their deadline when they are scheduled by RTB 
algorithm than when they are scheduled either by FCFS 

or RR algorithm. 2 10C   , means job variability is 
higher than that in uniform or exponential distribution. 
More jobs can meet their deadlines if they are serviced 
using RR (a processor sharing algorithm) as opposed to 
being serviced by FCFS algorithm. When FCFS is used 
long jobs are occupying the CPU longer, thus short jobs 
do not get a chance to run. This again validates the fact 

that using FCFS is detrimental when, 2 1C  . Instead, a 
processor sharing algorithm should be used to improve 
system performance, whether the performance parameter 
is the system time (non real time case) or the number of 
jobs meeting deadline (real time case). Figure 6 depicts 
the relationship between the fraction of the number of 
jobs with turn-around time less than or equal to t with 
their corresponding turnaround time when job service 
time is represented by hyper-Erlangian distribution with 

2 10C  . The values for probabilities 1p , 2p and the cor-

responding times 1T  and 2T  are 0.0477, 0.952, 

6.12026 and 0.218281, respectively. There are two pairs 
of plots shown in Figure 6. The lower pair represents RR 
and the upper sets represents RTB algorithm. In the case 
of RR the upper plot shows the turnaround time when 
there is only one processor is available, whereas the 
lower plot shows the same when there are two processors 
are available. Our RTB algorithm performs better than RR 
in satisfying deadline. More than 90% jobs can meet their 
deadline when they are scheduled by RTB algorithm ei- 
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Figure 6. Fraction (normalized) of number of jobs vs. 
turn-around time, t, for hyper-Erlangian job service time 
distribution for a single and dual processor case and for RR, 
and RTB algorithms 
 
ther by a single or a double processor (also see Table 3). 
Whereas, only 80.7% and 79.1% jobs can meet their 
deadline if they are serviced using RR policy, by a single 
processor and a double processors, respectively. FCFS 
policy can meet the deadlines for less than or equal to 
42.3% jobs only. In between the two plots for RTB the 
jagged one and the smoother one represent the two and 
one processor case, respectively. According to Table 3 
double and single processor can meet deadlines for 95% 
and 93.1% of jobs respectively. The 2 processors run at 
half the speed of the single processor. It is very important 
to note that two half-speed processors can meet deadlines 
of as many jobs as one processor with double the speed. 

6. Conclusions and Future Extensions 

In this paper we have proposed a residual time based 
dynamic real time scheduling algorithm. We used dis-
crete event simulation to evaluate the performance of the 
RTB policy and compare it with FCFS and RR policies. 
We have investigated several distributions, namely, uni-
form, exponential, hyper exponential, hyper Erlangian. 
The distributions were selected to give a wide variety of 

2C and shapes. This would also yield a wide variety of 
mean system time, but with the same deadline. In all 
cases the mean service time per job is 1.0, the deadline is 
4, and 1.25  .  

Table 3. Improvement of RTB over FCFS and RR 

% of jobs satisfying D in 
Distribution Types 

No. of 
processors FCFS RR RTB 

1 66.6 45.2 87.4 
uniform 

2 57.0 41.8 78.7 

1 55.4 65.4 85.99 
exponential 

2 49.5 60.3 78.9 

1 37.9 78.0 93.7 
hyper–exponential 

2 43.0 76.0 92.5 

1 33.9 80.7 93.1 
Hyper Erlangian 

2 42.3 79.1 95.0 
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The simulation results demonstrated that for all service 
time distributions considered in the paper, RTB enables 
more jobs to meet their deadlines, which is one of the 
major goals in real time jobs. Our results show that when 

job size variability is higher ( 2 10C  ) more than 93.7% 
of the jobs are able to meet their deadline when they are 
serviced using RTB algorithm, whereas, only 37.9% and 
78% of the jobs can meet their deadline when they are 
serviced by FCFS and RR policy, respectively.  

We have also presented results when there are two 
servers present where the total capacity is the same as the 
one server previously considered. There are some impor-
tant implications in our study for dual server scheduling. 
For hyper exponential distributions two half-speed proc-
essors allow the same number of jobs to meet their dead-
lines as one double speed processor. For the hyper Erlan-
gian distribution, two half-speed processors together do a 
little better than one double speed processors. As a side 
effect the mean system of RTB is better than RR 

when 2 10C  .We are not claiming that our residual time 
based algorithm, RTB, is the optimal one, but certainly 
using residual time as a criterion to select job could be 
very useful. The performance of RTB shows consistent 
improvements across the various distributions studied in 
the present project indicating the robustness of RTB. 

As a future extension we plan to investigate RTB on 
web server scheduling especially for dynamic web re-
quests when responses are created on the fly. Web file 
sizes have been shown to exhibit highly variable distri-
butions, and our present research involved job size 

with 2 10C  . Results reported here show RTB favors 
short jobs without penalizing long jobs too much, even-
tually suggesting it is worthy to investigate RTB in web 
server performance. 
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ABSTRACT 

Modeling human blood components and disorders is a complicated task. Few researchers have attempted to automate 
the process of detecting anemia in human blood. These attempts have produced satisfactory but not highly accurate 
results. In this paper, we present an efficient method to estimate hemoglobin value in human blood and detect anemia 
using microscopic color image data. We have developed a logit regression model using one thousand (1000) blood 
samples that were collected from Prince George Hospital laboratory. The output results of our model are compared 
with the results of the same sample set using CELL-DYN 3200 System in Prince George Hospital laboratory, and found 
to be near identical. These results exceed those reported in the literature. Moreover, the proposed method can be im-
plemented in hardware with minimal circuitry and nominal cost. 
 
Keywords: Regression Models, Logit Regression Model, Anemia, Blood Components, CBC 

1. Introduction 

Color image analysis techniques are employed in a wide 
range of medical applications including human blood 
testing. Blood testing refers to laboratory analysis of 
blood. A variety of blood tests are accessible to provide 
information about the condition and status of the human 
body. The most regular test is the complete blood count 
(CBC). CBC is a series of tests used to appraise the 
composition and concentration of the cellular compo-
nents of blood [1]. For example, anemia is a disease 
caused by the reduction of red blood cells (RBC) count 
and/or the hemoglobin (Hgb) level in human blood [2]. 

In general, a microscopic color image is a multi-spec-
tral image with one band for each of the three primary 
colors (red, green and blue), assuming that we are work-
ing with RGB color model. Based on this understanding, 
color images are produced by a weighted combination of 
these three primary colors for each pixel. The color of an 
image also depends on the light source illuminating the 
image object and on the color of the surrounding region 
of that object or simply the ambient. At present, color 
images are extensively used in a wide range of applica-
tions and are exploited by researchers and developers in 
almost every aspect of real life applications.  

In this paper, we present a new method for estimating 
hemoglobin level in human blood to detecting anemia 
using microscopic color images.  

The remaining part of this paper is organized as fol-
lows: In Section 2, we introduce the current methods for 
testing CBC and present previous work related to cell 
count, cell analysis, and hemoglobin estimation to pro-
vide the necessary information and appropriate back-
ground for this research. In Section 3 we present the 
proposed model, and finally, in Section 4 we provide our 
results and conclusions. 

2. Previous Related Work 

In this section, we briefly describe the main methods used 
to calculate or estimate human blood components. Table 
1 depicts male and female hemoglobin components and 
their normal ranges as analyzed by CELL-DYN 3200  
System. The CELL-DYN 3200 system is popular and is 
being used by Prince George Regional Hospital (PGRH) 
Laboratory where we obtained the blood samples and 
with which we will compared our output results. 

There are two main types of procedures to compute 
CBC and hemoglobin level: 1) manual; and 2) auto- 
 
Table 1. Hgb reference intervals for CELL-DYN 3200 Sys-
tem 

Parameter Normal range 

Hemoglobin 
132–159 g/L for male * 
123–151 g/L for female 

* The content is taken from Reference [3] 
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mated. The following are some examples on both proce-
dures. 

2.1 Manual Procedures for Determining  
Hemoglobin in Blood 

A manual also called spectrometric procedure is straight- 
forward and requires the use of spectrophotometer. The 
spectrophotometer is a device that measures the mono-
chromatic light transmitted through a solution to deter-
mine the concentration of the light absorbing substance 
in that solution. The light from the lamp passes through 
the prism, which allows light of only a predetermined 
wavelength to pass through the cuvette. The transmitted 
light strikes a detector, where it is converted into electri-
cal energy and presented to the readout device [4]. This 
procedure is satisfactory but requires the presence of an 
attendant and consumes a significant amount of time to 
perform. In short, this method is acceptable but not effi-
cient nor economic. 

2.2 Automated Procedures for Determining  
Hemoglobin in Blood 

The CELL-DYN 3200 System is a modern automated 
CBC analyzer and hemoglobin estimator. It combines 
spectrophotometry and modified cyanmethemoglobin 
method for hemoglobin determination. In the cyan-
methemoglobin method, the whole blood is mixed with a 
solution of potassium ferrycyanide to convert hemoglo-
bin in the ferrous state, to methemoglobin in the ferric 
state, which then reacts with potassium cyanide to form 
cyanmethemoglobin. This final product is also called 
hemiglobincyanide (HiCN). HiCN is very stable and has 
a wide absorption maximum of about 540 nm. The ab-
sorption of the solution at 540 nm is directly proportional 
to the amount of Hemoglobin present in the blood [5]. 
The CELL-DYN 3200 system measures hemoglobin 
within a sample in a hemoglobin Flow Cell. The hemo-
globin dilution that is analyzed in the Flow Cell is a 
mixture of the sample plus reagent. The system takes five 
reference readings. The lowest and highest readings are 
discarded, and the remaining three readings are averaged 
to produce the final hemoglobin reading. This is done to 
eliminate the extreme values. The hemoglobin dilution is 
analyzed at 555 nm in the hemoglobin Flow Cell; the 
system receives, and then saves the results [6]. 

At present, both CELL-DYN 3200 and CELL-DYN 
4000 systems are being used in hospital laboratories in 
around the world. Both systems are considered to be re-
liable. As for the cost of the equipment, both systems are 
considered to be expensive and require attendants pres-
ence compared to the proposed method which is highly 
efficient and inexpensive. 

3. The Proposed Model 

In this section, we introduce the proposed method for 

detecting anemia. A flow chart of this method is shown 
in Figure 1. This method comprises of two main com-
ponents. The first is concerned with the development of 
the logit regression model, (LRM) shown in the upper 
rectangle of the figure and the second component is con-
cerned with testing of new blood samples, shown in the 
lower rectangle of the figure. The major elements of the 
first component are: 1) blood samples collection; 2) cap-
turing microscopic images of the blood samples; 3) im-
age preprocessing and color information gathering; and 4) 
the development of the logit regression model. The sec-
ond component handles detecting anemia, if it exists, in 
new blood samples. The process of doing that are similar 
to those in the model development component except for 
the last step which is the employment of the regression, 
LRM, model. The following is a brief description of the 
proposed method:  

3.1 Blood Samples Collection 

To build our regression model, we have collected one 
thousand (1000) blood samples from Prince George Re-
gional Hospital Laboratory, British Columbia. These 
samples are randomly chosen from the general public 
and we arranged them in a specific numbering scheme so 
as to protect their identity. The blood samples were 
smeared on glass slides by the hospital-automated system. 
At that point, we captured microscopic color images of 
the samples using a digital camera mounted on a micro-
scope with 10 × magnification. Our original plan was to 
use the whole size of sample image for processing but as 
most of the sample images were distorted at the borders 
due to the staining process and the nature of blood smea- 
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Figure 1. Flow diagram of the proposed scheme 
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ring, our choice was to select a segment that is uncor-
rupted of a window size (256 × 256 pixels) from each 
image. The choice of the segments was done randomly. 
The clipped images are saved in a separate file for further 
processing. Figure 2 shows six (6) clipped images from 
the blood samples. The samples shown in the figure are 
of samples 1, 5, 6, 10 and 15. 

3.2 Blood Color Image Analysis 

For each sample image, we calculate the pixels’ color 
information as a function of red, green, and blue (f(R, G, 
B)) using Matlab 7 software. To do so we created three 
planes that represent the three colors (red, green, blue) of 
the pixels’ values of the images. Then, the average of all 
red values, green values, and blue values of the three 
planes were calculated to produce three single values for 
each image: the red value, R, the green value, G, and the 
blue value, B. These three values were stored in a matrix 
of size 3 × N, where N is the number of images as shown 
in Figure 2. In our case N is equal one thousand (1000) 
and hence the size of our matrix is 3 × 1000. In the Fig-
ure 3 the values r1, g1, b1 belongs to sample one 1 and rl, 
gl, and bl belongs to the last sample, which is sample 
number 1000. 
 

 
1 

 
5 6 

 
7 

 
10 15 

Figure 2. Six blood test samples 
 

 

 
Figure 3. RGB analysis of each sample image 

3.3 Building the Model 

Prior to model the data, i.e. the RGB values, we have 
represented them visually to acquaint ourselves with 
some of their statistics and properties. Fore example, we 
plotted their histogram as shown in Figure 4. 

As expected, in most cases, the red color values (plot-
ted in dark blue) is the highest value, followed by green 
color values (plotted in pink), and finally the blue color 
values (plotted in yellow) is the smallest value of the 
three components. Examining the statistics of the hemo-
globin values of the test samples supplied by the Prince 
George Hospital Lab. including the maximum and 
minimum values of the set, we found that the set maxi-
mum value is 185 g/L, and the minimum value is 57.30 
g/L, and the average value is 132.51 g/L. This statistics 
helps determine the range of the set, which facilitates 
modeling the data. The hemoglobin values of 900 sam-
ples histogram is plotted and shown in Figure 5 and the 
last 100 samples are plotted and shown in Figure 6 for 
clarity and ease of tracking. 
 

 

Figure 4. Histogram of the blood samples color ranges 
 

 

Figure 5. Histogram of the hemoglobin values of the 900 
blood samples 
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Figure 6. Histogram of the last 100 blood samples 
 

From the data and the graph in Figure 5, we found 
that there are 10 samples outside the range (75-to-175 
g/L) in the whole set which represent 1.0% of the total 
sample set. Based on this observation, we introduced an 
upper and a lower cut-off threshold values to eliminate 
those extreme values on both end of the range. We did 
that by equating any Hgb value greater than the upper 
threshold value to 175 g/L and any value that is less than 
the lower threshold to 75 g/L. Doing so does not alter 
any sample value group affiliation (i.e., from high hemo-
globin (healthy) to low hemoglobin (anemic). In addition 
such action will create a range of 100 (i.e., 175-75g/L), 
which is easy to use. 

At this point, several modeling methods were consid-
ered. In this paper, we used Eviews-5 software to pro-
duce the Logit regression model for this sample. Using 
Eviews software and the values of the R, G, and B, of the 
samples and if the sample indicates anemia or not, we 
produced the following Logit model: 

L=(e–1.922 + 0.206R – 0.241G + 0.012B)/(1 + e–1.922 + 0.206R – 0.241G + 0.012B) 

Where L is the hemoglobin level and R, G, and B are the 
color values of the blood sample. 

3.4 Detecting Anemia 

To determine if a person is anemic, we take a few drops 
of his or her blood, smear it on a glass and take its pic-
ture using a simple digital camera. Then we calculate the 
R, G, and B values of the image. We plug the values of 
the R, G, and B values in our LRM model and find the 
result. This method is simple and cost effective  

4. Experimental Results 

CBC has been a target for several automations attempts 
by researchers from different fields. None of the pub-
lished paper attempted to model Hgb via regression 
models and images analysis. Zahir and Chowdhry [7] 

have presented a combined method that is based on arti-
ficial neural network (ANN) in conjunction with color 
image analysis. They presented results that are far better 
than those reported in [8]. In this research, Hgb value is 
sought to determine anemia. They reported that the net-
work is trained with fixed training rate of 0.4 and for 
accuracies of 20% and 15%. They claim that accuracies 
below 15% demand more computing time. They added 
that the computing time is about 20 hours to realize an 
accuracy of 5%. The authors did not include explanation 
to support their claims nor that did they explain how can 
they train the NN to improve the results by 10% to 15% 
by increasing the computing time.  

To test the performance and effectiveness of the LRM 
model, we have tested one thousand samples using this 
Logit model and compared them with the results of the 
hospital results and found to be almost identical. Table 2 
depicts the results we obtained and the number of faulty 
samples in each of the hemoglobin ranges shown. This 
Table shows the number of total errors is 65. This pro-
duces a 93.5% efficiency of the model. Out of this total 
38 samples were in the hemoglobin range of 90-100. 
This range is a borderline level and in most cases doctors 
recommend that patients redo the test at a later time and 
recommend a specific diet. If these samples are not 
counted, then the efficiency of our model will be in-
creased from 93.5% to 96.2 % accuracy. In addition, only 
5 samples were at error when the person was anemic and 
the results shows he is not. Although this is a serious 
mistake but it rarely occurred and represent only 0.005% 
of the total sample. 

5. Conclusions 

The literature is scarce when it comes to simple, eco-
nomical, and reliable automated methods for diagnosing 
anemia. There are, however, few methods like cyan-
methemoglobin, which is reliable but very expensive and 
the WHO Hemoglobin Color Scale (HCS) method, 
which is inexpensive but not so reliable. In this paper, we  
 

Table 2. Results of the logit regression model 

HEMOGLOBIN MODEL RESULT 

No. Hgb Range # of Samples # of Errors 

1 0-80 8 1 

2 80-90 29 4 

3 90-100 66 38 

4 100-110 81 15 

5 110-120 104 4 

6 120-130 134 2 

7 130-140 186 2 

8 140-175 392 0 

Total  1000 65 

Sample’ Number 
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introduced a new logit regression based model that uses 
image analysis data to detect anemia. The simulation 
results of the proposed model are significantly higher 
than the published results. For a set of 1000 sample, our 
results show an accuracy of 96.2% if we do not consider 
38 samples on the borderline between anemic and not 
anemic which is a grey area for all testing methods. Con-
sidering all samples, our model accuracy is 93.5%. In 
addition to its high accuracy, the proposed model is easy 
to implement and inexpensive. This model can be build 
in hardware at a cheep cost. 
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ABSTRACT 

With the rapid development of the embedded technology, research and implement of the Internet of things will be a new 
technology revolution, yet the implement of the Internet of things is on the base of the communication between the 
things. For this reason, realizing the function of communication between singlechip is particularly important. Based on 
the characteristics of the embedded microcontroller, we analyzed the traditional PC TCP/IP protocol, and appropri-
ately tailored TCP/IP protocol cluster on the basis of the characteristics of embedded singlechip. At last, we realized 
the reduced TCP/IP protocol cluster suitable for embedded singlechip, on AVR singlechip platform. 
 
Keywords: The Internet of Things, Webit, Embedded System, TCP/IP Protocol, Ethernet 

1. Introduction 

The Internet of things means a kind of net that via infor-
mation sense equipment such as FRID, infrared sensor, 
GPS, laser scanner and so on, in arranged protocol, join 
up between anything and the Internet to communicate 
information and realize intelligent identification, tracing, 
monitoring, and management. The concept of the Internet 
of things is suggested in the year of 1999. It is the “In-
ternet communicated with things”. It means two aspects: 
the first one is, the core and foundation of the Internet of 
things is still in the Internet, which based on, extending 
and expanding the Internet; the second one is, its client 
side extends and expands to anything, to make the in-
formation exchanging and communication [1-3]. 

With the rapid development of computer and network 
technology, Internet has become an important means of 
information transmission, more and more embedded 
equipments are necessary to achieve the Internet’s net-
work [4-5]. Relative to the PC, computing and storage 
resources of embedded systems are relatively limited; 
therefore to achieve all the TCP/IP protocol cluster in the 
embedded singlechip is quite unrealistic. So that, in order 
to save the system resources and ensure the reliability of 
the system, under the condition of improving the per-
formance of embedded system, it’s necessary to targeted 
modular simplify TCP/IP protocol. 

2. Adoptive Equipment and Testing Platform 

Webit is an overall solution that makes the equipments 

intelligent and networking. It is the new network equip-
ment system structure with the elements of Internet and 
its basic idea is an independent, low-cost 3 W server 
embedded in equipment, to make the equipment has in-
dependent network intelligence. 

Webit is an embedded Internet product decided by 
Liaoning Provincial Key Laboratory of Embedded 
Technology by themselves. Webit 1.0 is successfully 
pass technical appraisal and the trademark registration in 
the year of 2000, and Webit 2.0 (Internet non-standard 
electrical equipment access server) passed the appraising 
meeting of scientific and technological achievements 
held by science and technology commission of Liaoning 
province in May 2001. Considering that webit is AVR 8 
bit singlechip, its storage unit is very limited, therefore 
it’s very important to design a kind of TCP/IP protocol 
cluster suitable for the products. 

The performance of Webit 2.0 as follows:  
 Without depending on PC system structure; 
 Using Atmel AVR RISC processors; 
 User-defined Web pages; 
 User-defined CGI programs used to control; 
 14 bit I/O interface (TTL level); 
 TTL level UART supported 115200 bps; 
 10 M Ethernet interface (RJ-45); 
 System programming (ISP); 

Overview of Ethernet controller chip RTL8019AS in 
Webit: 

RTL8019AS is a highly integrated Ethernet controller, 
it can simply answer plug and play NE2000 compatible 
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adapter, which has two-fold and power decrease charac-
teristics. Through the three-level control characteristic, 
RTL8019AS is the best ideal choice for network equip-
ment GREEN PC in all already known things. The two- 
fold function can simulate send and receive the spread 
between twisted-pair and all two-fold Ethernet switches. 
This not only can make bandwidth stronger from 10 
Mbps to 20 Mbps, but also avoid read muliaccess 
agreement because of Ethernet channel fight character. 
Microsoft's plug and play function can alleviate user 
lower income and focus on the adapter resources, such as 
the input and output, IRQ, memory address, etc. How-
ever, in special application without plug and play func-
tion of compatibility, RTL8019AS support s JUMPER 
and JUMPERLESS options. 

In order to provide complete plug and play solution, 
RTL8019AS integrated 10BASET transceiver, and auto- 
examination function between AUI and BNC interface. 
In addition, 8 IRQ BUS and 16 basic addresses BUS 
provide comfortable environment for large resources 
situation. 

RTL8019AS supports 16 k, 32 k and 64 k bytes mem-
ory BROM and the flash memory interface. It provides 
the page model function, which can only support 4 M 
bytes BROM under 16 k bytes of memory system space. 
BROM’s useless commands are used to release BROM 
memory space. RTL8019AS designed the singlechip with 
the 16 k bytes SRAM, so that not only provides more 
friendly function, but also saves SRAM storage resources. 

3. The design of Webit Reduced TCP/IP  
Protocol Stack 

In the AVR singlechip, due to the relatively limited re-
sources, the TCP/IP protocol cluster of complete function 
cannot be achieved. So according to the characteristics of 
AVR singlechip, we cutting the original TCP/IP protocol 
cluster obtains the reduced TCP/IP protocol cluster. 

Meanwhile, based on the architecture of TCP/IP pro-
tocol stack, we adapted the design method of network 
slice model. The architecture of TCP/IP protocol cluster 
after simplify contains the ARP, IP, ICMP, UDP, TCP 
protocol processing model, etc. [6-8]. Each layer of the 
architecture of TCP/IP protocol stack is designed as a 
module of independent function, handles their data. Dif-
ferent modules can be invoked by function to turn over 
datum to upper or lower processing module [9]. Figure 1 
shows the simplified TCP/IP protocol architecture. 

Known by Figure 1, when the AVR singlechip re-
ceives data from network, data packet processing mod-
ules will base on certain condition to choose the ARP 
module of link layer or the IP protocol module of net-
work layer to process. 

Likewise, when the data packets are processed by 
UDP and TCP protocol modules of transport layer, it will 
turn over processed packets to IP protocol processing mo- 

 

Figure 1. Simplified TCP/IP protocol architecture 
 
dule, and make encapsulation for IP first address, the first 
(such as the fields like address, type of agreement, etc.) 
by corresponding function calls. Then transfer the data-
gram including IP first and TCP first to the lower layer 
by function call, until the data is sent smoothly. The 
TCP/IP protocol processing is shown in Figure 2. 

4. The Design and Implement of Simplified 
Embedded TCP Protocol 

First, in Webit, we format and size of the MAC and IP 
address, system address configuration, and size of the 
buffer were defined already. We make the address format 
of MAC, IP to become fixed value in system. The system 
configuration is used for setting specific value of the IP 
address, the port and MAC address. In this system, for 
the limited data needed the singlechip to process, so we 
don’t set the buffer larger than normal. 
 

 

 

Figure 2. The TCP/IP protocol processing 
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.DSEG  

.ORG 0x60 
LocalMAC: .BYTE 6   
LocalIP:     .BYTE 4  
LocalPort:   .BYTE 2  
RemoteMAC:  .BYTE 6  
RemoteIP:    .BYTE 4  
RemotePort:  .BYTE 2  
Plugdelaytime: .BYTE   32  
TCPCB:  .byte  30*2  
RevBuffer: .BYTE 260   

4.1 The Implement of ARP Protocol 

Because the embedded singlechip is normally in the ser-
vice of the passive state. So while we design and imple-
ment the ARP protocol, we don’t implement the function 
of address mapping table, neither realize the function of 
querying any client mapped IP into the MAC address, 
only need to achieve when other client to query the local 
Mac address. Packet and get feedback of the relationship 
between own IP and MAC address, and send. 

When the embedded singlechip receives ARP packets 
from Ethernet, we according to the type of operation 
codes of the packets decide type of ARP packet, if the 
ARP request packet, compare destination IP address field 
of ARPP packet with the local settings of IP address. If 
it’s equal, local MAC address packaging to responded 
ARP reply packet, if not, don't do processing, discard it. 
The processing flow of ARP packet is shown in Figure 
3. 

4.2 The Implement of IP Protocol 

The IP protocol is the core of the TCP/IP protocol cluster. 
All the ICMP, UDP and TCP data transmit as IP datagram 
 

 

Figure 3. The ARP protocol processing 

format. In the IP protocol processing modules, While 
implement the IP protocol module, we firstly received 
the IP date packet from the Ethernet and decide whether 
the destination IP address field values in the head of da-
tagram equals local IP address, if not, discard; if consis-
tent, check such field as the version number and check-
sum of the IP datagram, etc. 

After examination, confirm the packet is right, and 
then decide to choose ICMP protocol, UDP protocol or 
TCP to submit to upper processing, according to the type 
of IP data. In addition, another function of IP protocol 
module we designed and implemented is to make the 
message encapsulation delivered from upper into IP data, 
then turn over IP data encapsulation to link layer to make 
data frame encapsulation and sending. The processing 
flow of IP protocol is shown in Figure 4. 

4.3 The Implement of ICMP Protocol 

ICMP protocol is a kind of information transfer control 
protocol. We think about the embedded singlechip as a 
server is responded the client commonly, as a passive 
device, it does not need to initiatively send back the 
message. So we only implement the receiving and han-
dling the Echo Request between singlechip and other  
devices in the ICMP protocol module, and also send the 
Echo Reply. The implementation of ICMP protocol is as 
follows: read type code of the first byte of ICMP data 
packets, and check the ICMP packet types. If the type 
code is 8, the type of packets will be modified to 0, fill 
each field of packets to make the encapsulation of Echo 
Reply packets needed to be sent back, finally calls Sen-
dIP function, make ICMP data packets into IP datagram  
encapsulation to send. If the packets’ type code isn’t 8, 
discard the packet. The processing flow of ICMP proto-
col is shown in Figure 5. 
 

 

Figure 4. The IP protocol processing 
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Figure 5. The ICMP protocol processing 

4.4 The Implement of UDP Protocol 

UDP protocol provides reliable, connectionless commu-
nication between applications, it transmits datum to the 
IP layer and sends out, but does not guarantee they can 
reach the destination. 

When the UDP protocol modules receive packets, first 
locate the port fields of UDP packets, save the remote 
and purpose port of the UDP packets, then the compare 
the objective port of the packet with the port of local 
regulations, if not equal, discard it; if equal, call the cor-
responding function. Finally, set the source port, objec-
tive port, data length, checksum field in the header of 
UDP packet, add datum to be sent, make encapsulation 
and sending by IP layer. The processing flow of UDP 
protocol is shown in Figure 6. 

4.5 The Implementation of TCP Protocol 

Due to the limited resources of singlechip, and to handle 
TCP packet better, so while implementing the TCP pro-
tocol module, we reduced the common TCP/IP protocol, 
and did not implement the sliding window protocol, flow 
control and congestion control mechanisms. Meanwhile, 
we set two TCP connection control block in the TCP 
protocol modules, and adopt the response mode with 
single window. When receiving TCP packets, first locate 
mark field of TCP packets, if the TCP packet is required 
to build a new connection, check whether still exist spare 
TCP connection control block in the system. If present, 
this spare control block will be used as the control block 
for this connection, and establish connections. Con-
versely, if there is no spare TCP connection control block, 
and do nothing. 

When the mark field of the TCP packets is another 
type, search whether exist TCP connection control block 
corresponding to the TCP packets. If present, judge ac-
cording to the mark field of the value of SYN, FIN, ACK 
and so on, then choose corresponding function to process 
packets. If don't exist TCP connection control block cor-
responding to the TCP packets, don’t do anything. Cons- 

 

Figure 6. The UDP protocol processing 
 
truction and closing the connection of the TCP protocol 
are through the “three handshakes” and “four times spe-
cific wave”. Setting the mark field in the TCP packets to 
different control bits is the specific approach. The proc-
essing flow of TCP protocol is shown in Figure 7. 

5. Testing 

In order to test whether the TCP/IP protocol realized can 
achieve the desired objective, we carried on a series of 
tests. 

The Ping command is the most frequently used in net- 
 

 

Figure 7. The TCP protocol processing 
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work. This command sends a network message and re-
quests response via ICMP protocol. Therefore, through 
the Ping command we can determine whether the current 
network is connected correctly, and test whether the con-
dition of network connections is available. So, for the 
testing of ARP, IP, and ICMP protocol, we can finish the 
testing through Ping command. The process of test is: 
first, connect Webit and PC, do the network configura-
tion through WebitNetIfConfig function, make configu-
ration of suitable IP address (in this test set IP of Webit 
as 192.168.180.94). Finally, input “ping 192.168.180.94” 
on the PC. The running test of Figure 8 shows that the 
network is connected, network equipment is available. It 
states: 

1) ARP module is normal, and can properly achieve 
the address mapping; 

2) The IP protocol modules work normally, and can 
correctly analyze that this is an ICMP messages; 

3) ICMP protocol modules work normally, and can 
correctly return responses message. 

The response condition of ICMP packet is listed in the 
Table 1. The test is mainly by sending ping date packet 
to singlechip to verify the success rate of date sending. 
As the test date of the table shows, as the request packet 
sending to the singlechip is smaller, so the request can be 
effectively handled by server. 

For the testing of TCP protocol, we can choose to 
write a simple Telnet-Server program based on TCP/IP 
protocol. Users can access on PC, according to system 
cue, users can input some simple commands to obtain 
relevant information. Testing method is: input “telnet 
192.168.180.94” on PC. The result is: the system shows 
that the connection is established successfully, and the 
associated tip. Input something according to cue, and 
then obtain appropriate information. Finally, the test 
shows that TCP protocol modules in the TCP/IP protocol 
cluster are correct, and the network layer protocol is cor-
rect. 

In addition, we also test the established time of TCP 
 

 

Figure 8. The test results of ARP, ICMP and IP protocol 
 

Table 1. Response of ICMP packet 

Size 
Request 
packets 

Reply  
packets 

Success rateResponse  
of  
ICMP 128 Byte 50 50 100% 

Table 2. The established time of TCP 

Meanvalue 
Standard 
deviation 

Maximum The established 
time of TCP 

2.314 /ms 0.53 /ms 2.437 /ms 

 
many times. 

As the test results listed in the Table 2, the average 
established time of TCP is about 2.314 ms, it means that 
server can quickly respond according to external request. 
In the process of test, while singlechip server accepting 
the connection request, it has well reliability. Mean while, 
it means after implementing the reduced TCP/IP protocol 
on the AVR singlechip, it can well meet the requirement 
of non-PC devices be connected to Internet. 

For the testing of UDP protocol, we write a program 
according to the realized UDP protocol that creates two 
UDP Sockets, one is to achieve the function of sending 
UDP data, and the other is used to achieve the function 
of receiving UDP data, in order to test the correctness of 
the UDP protocol. The procedure of testing is: 

1) Initialize the equipment; 
2) Create the UDP Sockets (S1 and S2) through We-

bitUdpCreateSocket; 
3) S1 sends UDP data to S2 through the function of 

WebitUdpSendTo, S2 receives data form S1 through the 
function of WebitUdpReceiveFrom, and output the re-
ceived data to the serial port; 

4) Close the two created Sockets (S1 and S2) through 
WebitUdpDestroySocket command. 

Finally, the testing results show that S2 received data 
form S1 successfully; this means the UDP protocol of 
TCP/IP protocol cluster is correct. 

6. Conclusions 

This paper expounds the implement principle, method 
and technology of the TCP/IP protocol on WEBIT plat-
form. In implement of the TCP/IP protocol we bring in 
the programming ideas of network layer and reduced 
TCP/IP system structure which adapt to the characteris-
tics of singlechip [10]. At the same time, the paper also 
make certain explore and try in embedded singlechip and 
network applications finally, the feasibility of this proto-
col is confirmed in simulation experiment system, so it’s 
significant and full of reference value for embedded In-
ternet system design and development. 
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ABSTRACT 

Search-based software engineering has mainly dealt with automated test data generation by metaheuristic search tech-
niques. Similarly, we try to generate the test data (i.e., problem instances) which show the worst case of algorithms by 
such a technique. In this paper, in terms of non-functional testing, we re-define the worst case of some algorithms, re-
spectively. By using genetic algorithms (GAs), we illustrate the strategies corresponding to each type of instances. We 
here adopt three problems for examples; the sorting problem, the 0/1 knapsack problem (0/1KP), and the travelling 
salesperson problem (TSP). In some algorithms solving these problems, we could find the worst-case instances suc-
cessfully; the successfulness of the result is based on a statistical approach and comparison to the results by using the 
random testing. Our tried examples introduce informative guidelines to the use of genetic algorithms in generating the 
worst-case instance, which is defined in the aspect of algorithm performance. 
 
Keywords: Search-Based Software Engineering, Automated Test Data Generation, Worst-Case Instance, Algorithm  

Performance, Genetic Algorithms 

1. Introduction 

In search-based software engineering, researchers have 
been interested in the automated test data generation so 
that it would be helpful for testing the software. Since, in 
general, test data generation is an undecidable problem, 
metaheuristic search techniques have been used to find 
the test data. McMinn’s survey [1] summarizes previous 
studies. In the part of non-functional testing, these stud-
ies had a bias to generate the test data that show the 
best/worst-case execution time. But if we analyze an al-
gorithm, not the entire program, there can be many 
measures other than the execution time, in terms of 
non-functional testing. 

Finding test data (or problem instances) for an algo-
rithm is as important as finding those of the entire pro-
gram. The reason is that algorithms in a program can 
affect the entire performance of the program and we can 
exploit problem instances for the algorithms in analyzing 
them. In fact, Johnson and Kosoresow [2] tried to find 
the worst-case instance for online algorithms, for the 
lower bound proof. Also, Cotta and Moscato [3] tried to 
find the worst-case instance for shell sort to estimate the 
lower bound of the worst-case complexity. 

Nevertheless, to the best of our knowledge, such tri-
als are currently quite fewer than those in the field of 
software testing. Of course, fore-mentioned trials are 
good as initiative studies. But the trials did not intro-
duce various strategies for constructing metaheuristics 
to generate the worst-case instance. 

Differently from the fore-mentioned studies, in this 
paper, we introduce various strategies to construct ge-
netic algorithms (GAs) [4]1 in generating the worst- 
case (problem) instance which is defined in the aspect 
of algorithm performance. For this, we try to find the 
worst-case instance of three example problems for 
some algorithms; the (internal) sorting problem, the 0/1 
knapsack problem (0/1KP), and the travelling sales-
person problem (TSP). These are well-known problems 
and each can show different strategy to construct a GA. 
Since we tried not to use the problem-specific knowl-
edge in the construction, our suggested GAs can be 
extended to generate the instances of other similar 
problems. For the sorting problem, we take as test al-
gorithm not only shell sort but also many well-known 

1For the sorting problem and the 0/1 knapsack problem, strictly speak-
ing, we use memetic algorithms [5], which are GAs combined with 
local search. But we mainly focus on the GA rather than local search 
algorithm. Without classification, we just call our searching algorithm 
GA, in this paper. 

*The present Research has been conducted by the Research Grant of 
Kwangwoon University in 2010. 
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sorting algorithms; quick sort, heap sort, merge sort, 
insertion sort, and advanced quick sort. For the 0/1KP 
and the TSP, we test the algorithm based on a greedy 
approach, comparing to the known-optimal algorithms 
which are based on the dynamic programming. 

The remaining part of this paper is organized in the 
following. In Section 2, we introduce GAs and the 
three adopted problems with their popular algorithms. 
Also we define the worst-case instance for each prob-
lem, in terms of non-functional testing. In Section 3, 
we present our GAs for finding the worst-case instance. 
In Section 4, we explain our experiment plan and the 
results. We make conclusions in Section 5. 

2. Search Technique and Three Problems 
with Algorithms 

2.1 Search Technique: Genetic Algorithms 

The genetic algorithm (GA) [4] is a non-deterministic 
algorithm. A non-deterministic algorithm makes guesses, 
which may or may not be the answer of the problem the 
algorithm wants to solve. So, it consists of two phases; 
the guess phase and the evaluation phase. In the guess 
phase, guesses are made. In the evaluation phase, those 
guesses are evaluated by how close they are to the right 
answer. For evaluating guesses, the objective function is 
defined. This function takes a guess and returns the nu-
merical value which indicates how close the guess is to 
the right answer. In other words, a deterministic algo-
rithm searches for an object which maximizing the given 
objective function. 

How does GA make a guess? By the principle of evo-
lution. GA manages multiple guesses or individuals. We 
call the set of individual population. A new individual 
can be constructed by two operations; crossover and mu-
tation. The crossover takes two individuals and returns 
one new individual. This new one is made by assembling 
each pattern of the two individuals. The mutation takes 
one individual and returns the individual which has 
slightly changed pattern from the taken individual. A 
pattern is found in the representation of the individual. 
Thus, the way an individual is represented is closely re-
lated to the way of making individuals. GA substitutes 
new individuals for some part of the population; this op-
eration is called replacement.  

How do we select individuals (in the population) for 
the crossover and the mutation as the input? Which indi-
viduals should we replace? By the qualities and the fit-
nesses [4] of the individuals. These are evaluated in the 
evaluation phase. The quality of an individual is the re-
turn value of the objective function. The fitness of an 
individual is evaluated using some part of the population 
or the entire population, as well as the individual to be 
evaluated. The fitnesses (not qualities) of the individuals 
are directly used to selection; fitness evaluation strategies 

are designed to increase the chances that some individu-
als with low qualities are selected. Note that using only 
qualities for selecting individuals can lose the diversity 
of the population and narrow the search range of GAs. 
Using the above operations, GA evolves the population 
until given stop condition is satisfied.  

On the other hand, a local search algorithm can be 
combined with a GA. Given an individual, the local 
search tries to find out the individual with the best qual-
ity near the given individual. A GA combined with local 
search algorithms is called a memetic algorithm (MA) 
[5].  

Since we want to generate the worst-case instance, 
each individual is a problem instance. Also, we should 
define the objective function so that this function returns 
the value indicating how close given individual is to the 
worst case. Thus the definition of the function depends 
on our definition of the worst case. Also, the way an in-
stance is represented and strategies of crossover, muta-
tion, replacement, fitness evaluation, and stop condition 
should be defined.  

2.2 Sorting Problem 

In the sorting problem, we are given an array of elements 
and their comparison operator. The correct solution of 
this problem is a sorted array in ascending (or descending) 
order. For the sorting problem, we assume that the com-
parison between elements takes so long time that it con-
trols the total execution time. An instance of the problem 
is an array of elements to be sorted where the size of the 
array is fixed. Let the worst-case instance (array) be the 
instance that needs the most element-comparisons to sort. 
In this paper, we will test the following well-known 
sorting algorithms: quick sort, merge sort, heap sort, in-
sertion sort, shell sort, and advanced quick sort.  

Quick sort and merge sort [6] use the divide-and- 
conquer strategy. In the quick sort, a pivot element [6] is 
typically taken as the first element in the array to be di-
vided into two partitions; we use the same method in the 
tested our quick sort. Heap sort [6] mainly uses a data 
structure called heap [6]. Insertion sort [6] inserts each 
element of the array into the already-sorted part of the 
array one by one. Shell sort [7] uses insertion sort re-
peatedly using sequence of increments [8]. In tested shell 
sort, we use the sequence as the reverse order of {hn}, 
where n ≥ 0 and hn+1 = 3 × hn + 1 with h0 = 1, where the 
sequence is bounded above the size of sorted array. To 
improve the quick sort, the advanced quick sort [6] takes 
as a pivot element the median element of three elements 
which are randomly chosen from the array to be divided 
into partitions. 

2.3 Zero/One Knapsack Problem 

Let itemi be an ordered pair vi , wi where vi is its value 
and wi is its weight. For a given set S = {item1, item2, …, 
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itemn}, we want to put items in S into the knapsack where 
the maximum capacity W is given as cw × ∑wi where i=1, 
2, ..., n. Here cw  (0, 1) is called the weight coefficient. 
The optimal solution of the problem is the subset A of S 
such that ∑ vi (itemi  A) is maximized and ∑ wi  W 
(itemi  A), where ∑ vi (itemi  A) is called the objective 
value. 

An algorithm based on the greedy approach [9] for this 
problem orders items in non-increasing order according 
to the ‘value per unit weight’ or profit density. Then, it 
tries to put the items in sequence satisfying that the total 
weight of the knapsack does not exceed W. 

We will test the above algorithm in terms of the objec-
tive value. An instance of this problem is the set S where 
the size of S and cw is fixed. Let the worst-case instance 
be the instance maximizing (O−P)/O, where P is the ob-
jective value obtained by the above algorithm and O is 
the objective value obtained by an optimal algorithm 
based on dynamic programming [9]. 

2.4 Travelling Salesperson Problem 

A weighted, directed graph G(V, E) is given, where V = 
{1, 2, ..., n} is a set of cities. An edge e(i, j)  E 
weighted by cij represents that it costs cij to go from cityi 

to cityj. An example is given in Figure 1. The optimal 
solution for the TSP is the tour, which is a Hamiltonian 
circuit of G, that takes the lowest (optimal) total cost if 
the tour exists. For our test, we assume that there always 
exists at least one tour although the tour is too expensive. 
The graph G can be represented as an N × N adjacency 
matrix as in Figure 1.  

In a greedy approach we consider, we start from city1. 
To make a tour, we visit the adjacent city to which we 
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Figure 1. Two representations of an instance for TSP. 
NOTE. The cost to go from city1 to city2 is 2. This cost is the 
[1, 2]-th element of the matrix C. On the other hand, the 
cost to go from city2 to city1 is 1. This cost is the [2, 1]-th 
element of the matrix C 

can go from the current city at the lowest cost under the 
restraint that the city to go has not been visited before. 
Once the tour is constructed, 2-opt [10] improves this 
tour. Since the given graph is directed, two tours are de-
rived from a base tour at one move in 2-opt; one derived 
tour is the reverse order of the other derived tour.  

We will test an algorithm which uses the greedy ap-
proach with 2-opt in terms of the objective value (the 
tour cost). An instance of this problem is the graph G(V, 
E) where the size of V is fixed. So, let the worst-case 
instance be the instance maximizing (P−O)/O, where P is 
the objective value obtained by the above algorithm and 
O is the objective value obtained by an optimal algorithm 
based on dynamic programming [9]. 

3. Genetic Algorithms 

3.1 Framework and Things in Common 

There exist some trials to design somewhat different GAs 
[11-13] rather than just adopting traditional design. We 
also adopt a non-traditional framework of GAs. In our 
framework, the initialization of a population is done first. 
Then the following procedure is repeated until the stop 
condition we set is satisfied: 1) Fitness evaluation is done 
first. 2) Two parents are selected from the population. 3) 
One new individual is created by the crossover of the two 
parents. The other two new individuals are created by the 
local search from the mutation of each parent; one indi-
vidual from one parent and another from the other parent. 
Steps 2) and 3) are repeated until sufficiently many new 
individuals are created. 4) Some individuals are replaced 
from the population with the new individuals. 

The strategy of the population initialization, fitness 
evaluation, selection, replacement, and stop condition are 
fixed in our GAs. The strategies of other operations are 
different for each problem; these strategies will be intro-
duced in the next sections. The initialization of the popu-
lation is based on random generation. For the fitness 
evaluation, we used one based on population sharing [4]. 
The formula is as follows:  

Fi = fi / ∑ j{1,2, ..., n} s(dij),            (1) 

where  
 Fi is the fitness of the i-th individual, 
 fi is given as (Ci − Cmin) + (Cmax − Cmin) / (k − 1), 
 Ci is the quality of the i-th individual,  
 Cmin is the minimum quality among individuals, 
 Cmax is the maximum quality among individuals, 
 k (k >1) is a selective pressure, 
 n is the population size, 
 s(dij) is given as 1−(dij/) ,  
 dij is the distance between the i-th individual and the 

j-th one, and 
  is the longest distance among all dij's.  
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Note that our definition of the distance is slightly dif-
ferent for each problem but is based on the Manhattan 
distance. By examining the formula, we can see that the 
fitness evaluation strategy helps to select the individuals 
far from other individuals of the population and thus 
keep the diversity of the population. 

For the selection, we use fitness-proportionate selec-
tion using roulette wheel [4]. In the replacement, indi-
viduals with low qualities are replaced with new indi-
viduals regardless of the qualities of new ones. The stop 
condition is satisfied if the population reaches the given 
maximum number of generations, or all the individuals 
of the population become 'the same'. Strictly speaking, 
'the same' means that the distance between every pair of 
individuals is zero. We take the individual with the high-
est quality among individuals in the final population. 
Then we say that the GA found the individual. In this 
paper, individuals are (problem) instances for a test algo-
rithm. 

3.2 Sorting Problem 

We restrict that an instance of the sorting problem is a 
permutation of N integers from 1 to N, where N is fixed 
for every individual in a GA. A permutation is repre-
sented as an array. The sorting algorithms we deal with 
are to sort the given permutation in ascending order (i.e., 
1, 2, 3, ..., N). For given sorting algorithm, the quality of 
an individual is the number of comparisons between 
elements needed to sort using the algorithm. Note that 
tested advanced quick sort uses pseudorandom-number 
generation and thus we repeat sorting the same permuta-
tion to take as the quality the average among the numbers 
of comparisons obtained by 50 repetitions. The distance 
between permutations A and B is defined as the sum of 
absolute differences between the numbers located in the 
same index of A and B.  

As the crossover of the permutation encoding, we use 
PMX [14]2, which is popular. In our mutation of a per-
mutation, say A, we decide a number at each index in A 
to be swapped with another number at a randomly chosen 
index. Whether or not to swap is according to given 
probability, say pm. For the local search from a permuta-
tion, we consider each pair of numbers in the permuta-
tion. We try to swap them and test that the new permuta-
tion has better a quality than the original one. If it is true, 
then the new one is substituted for the original one. Oth-
erwise, we try to swap other pairs until the local search 
reaches the given maximum count of improvements. 

3.3 Zero/One Knapsack Problem 

An instance of the 0/1KP is a list of N items. Here N is 
fixed for every individual in the population. We represent 

the list as an array. Note that an item is an ordered pair 
with value as its first coordinate and weight as its second 
coordinate; we represent an item as a two-dimensional 
point. We restrict the value and the weight are integers in 
[1, 100]. The quality of an individual is (O−P)/O, where 
P is the objective value obtained by the test algorithm 
and O is the objective value obtained by an optimal algo-
rithm; the more details are described in Subsection 2.3. 
To get the distance between two individuals (or lists), we 
first arrange items of each list in order of their profit 
densities. This is for normalization [15]. Then we obtain 
the distance as the sum of the absolute differences be-
tween the profit densities of items at the same position in 
the two lists. 

In the crossover of two individuals (or lists), we also 
rearrange items of each list as in the calculation of dis-
tance. We derive each item in the offspring from the 
items at the same position in both parents. The illustra-
tion of deriving the item is shown in Figure 2(a). In the  
 

 in 
1i pitem list

 in 
2i pitem list

 
(a) 

 in 
1i pitem list

 
(b) 

Figure 2. Crossover and Mutation in GAs for 0/1KP. (a) 
Crossover; (b) Mutation. NOTE. An item here is regarded 
as a two-dimensional coordinates. Part (a) is an illustration 
of deriving itemi in offspring in crossover. Two itemi's in 

1
 and 

1
 make the area where itemi in offspring 

can be randomly chosen. Part (b) is an illustration of setting 
itemi in 

1
li  to be a new one in mutation. The square, 

whose center is itemi of , indicates the area where itemi 

can be randomly chosen 

plist plist

pst

1p
list2Strictly speaking, we use the PMX introduced in the following URL: 

http://www.rubicite.com/Genetic /tutorial/crossover5.php. 
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mutation from an individual, the probability of changing 
each item in the individual to be new one is pm. Once an 
item is determined to be changed, we determine the area 
of the square where the point indicating a new item can 
be located. The center of the square is the point indicat-
ing the original item. The edge length of the square is 
determined using the following probability weight func-
tion of wing size or (edge length)/2: y = a × (x − x1) + y1, 
where a < 0 , y is the probability weight of choosing x as 
a wing size, y1 is the probability weight of choosing x1, 
and x1 is the maximum wing size. We set y1 to be 1 and 
set x1 to be floor((UB−LB)/2), with UB = 100 and LB = 1. 
For a given wing size, the illustration of the changing an 
item to be a new one is shown in Figure 2(b). 

In the local search from an individual (or a list), we try 
to slightly move each item in the list and test that the new 
list has a better quality than old one. If it is true, then the 
new one is substituted for the original one. Otherwise, we 
try to move the next item in the list. The way of slightly 
moving the item (v, w) is as follows: moving to (v+1, w), 
(v−1, w), (v, w+1), (v, w−1), (v+1, w+1), (v−1, w−1), 
(v+1, w−1), or (v−1, w+1), excluding one out of the 
boundary of [1, 100]; we take the best way among all the 
possible ways. 

3.4 Travelling Salesperson Problem 

Every instance of the TSP is represented as an N × N 
adjacency matrix. The N, which is the number of cities, is 
fixed for every individual in the population. The (i, j) 
element of the matrix is the cost to go from cityi to cityj. 
We restrict that every element of the matrix is an integer 
in [1, 100]. The TSP does not limit the values to be inte-
gers. But the bounds reduce the time for finding the 
worst case, which is still helpful. We will try to find the 
worst-case instance for two different versions of the 
problem. In one version, the input instance G is always 
represented as a symmetric matrix. In the other version, 
G may be represented as an asymmetric matrix. The dis-
tance between two individuals is the sum of absolute 
differences between (i, j) elements of two matrices. The 
quality of an individual is (P−O)/O, where P and O are 
described in Subsection 2.4.  

For the crossover of two matrices, we use geographic 
crossover [16-18]. The geographic crossover can gener-
ate sufficiently diverse offspring with moderate difficulty 
in implementing. For the mutation from an individual (or 
a matrix), our approach is to move each (i, j) element of 
the matrix with given probability pm. We regard an ele-
ment as a point on the number line. If an element is 
decided to be moved, the element can be moved ran-
domly within the interval whose center is the original 
element. The interval size is decided by the probability 
weight function of the size. The function is quite similar 
to one in the 0/1KP. The small size is taken more often 
than the big one. If we take large interval and the ele-

ment moves out of [1, 100], we adjust the location to 
the closest boundary of the interval. We do not use the 
local search here. 

4. Experimental Results 

Using the framework and the strategies explained in Sec-
tion 3, we tried to find the worst-case instances of test 
algorithms. We used the computer of which CPU model 
is Intel Core2 Duo T8100 @ 2.10 GHz. In Table 1, we 
show the parameters in common for every GA. The us-
age of the mutation probability (pm) in Table 1 is de-
scribed in Subsections 3.2, 3.3, and 3.4 respectively for 
the three test problems. Table 2 shows parameters in 
common for every random testing [1]. We ran the same 
GA fifty times to check whether our GAs are stochasti-
cally reliable. We say that two GAs are the same if and 
only if they are for the same problem and they belong to 
the same classification; we propose the classification in 
Tables 3-5, respectively for each problem. The weight 
coefficient in Table 4 is described in Subsection 2.3. The 
probability weight function of wing size in the same table 
is described in Subsection 3.3. The probability weight 
function in Table 5 is similar to one in Table 4. This 
function is referred to in Subsection 3.4.  

 
Table 1. Parameters in common for every GA 

Maximum number of generations 1,000 

Selective pressure 3 

# of individuals to be replaced for the next generation 30 

Population size 100 

Mutation probability pm 0.15 

# of independent runs of GA 50 

 
Table 2. Parameters in common for every random testing 

# of instances randomly generated 30,000 

# of independent runs of the random testing 50 

 
Table 3. Classification and parameters of GAs for algo-
rithms solving sorting problem 
 

Size of permutations: 
10, 20, 30, or 40 
(For advanced quick sort, we tested 
only on size 10 and 20.) 

Classification basis 
Sorting algorithm: 
quick sort, merge sort, heap sort, in-
sertion sort, shell sort, or advanced 
quick sort 

Elements of permutation {1,2, ..., N} 

Limitation of improvement 
counts in local search 

The smallest integer bigger than or 
equal to N×0.25+  1k

nC 

( denotes the combination.) k
nC
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Table 4. Classification and parameters of GAs for algo-
rithms solving 0/1KP 

# of given items: 10, 20, or 
30 

Classification basis 
Weight coefficient cw: 
0.25, 0.5, or 0.75 

Range of value and weight of items Integers in [1, 100] 

Tangent slope of probability function 
of wing size. 

−1 (wing size is an integer 
from 1 to 50) 

 
Table 5. Classification and parameters of GAs for algo-
rithms solving TSP 
 

# of cities: 5 or 10 

Classification basis Kind of instances: symmetric 
matrix or general matrix 

Range of weighted cost Integers in [1, 100] 

Tangent slope of probability 
function of interval size in 
mutation. 

−1 (interval size is an integer 
from 1 to 50) 

# of cutting lines in a crossover 0.5× (# of cities) 
NOTE. The crossover here is geographic crossover, which uses 
cutting lines.  

 
After the run of a GA, we find one instance that shows 

the maximum quality in the final population; this in-
stance is the closest to the worst case which we defined. 
Among those maximum qualities which are found by 
repeating the same GA fifty times, we get the average 
and the standard deviation. These values are in Figure 3, 
Figure 4, and Figure 5 respectively for each problem. 
Those figures are represented by the histogram with error 
bars; the length of error bar is 2 times the corresponding 
standard deviation. Some error bars in the figures are not 
identified because the corresponding standard deviation 
is close to 0. Note that in the figures, ‘Avg’ means the 
average, ‘Std’ means the standard deviation, ‘Random’ 
means the random testing method. In Figure 3, ‘Ascend’ 
means the permutation in ascending order (i.e., 1, 2, 3, 
4, ..., N) and ‘Descend’ means the permutation in de-
scending order (i.e., N, N−1, ..., 4, 3, 2, 1). In Figure 5, 
‘symmetric TSP’ means the TSP which does not allow 
any problem instance with an asymmetric matrix repre-
sentation whereas ‘general TSP’ means the TSP which 
allows such problem instances. The CPU seconds taken 
by a run of the GA for each classification are given in 
Table 6, Table 7, and Table 8, respectively for each 
problem. 

For test sorting algorithms, the quality of an individual 
(a permutation) was defined as the number of compari-
sons between elements when the permutation is sorted 
using the algorithm. In Figure 3, the worst cases of our 
quick sort, insertion sort, and advance quick sort takes 
more element comparisons than those of other test sort-
ing algorithms. But seeing the result when the sorting  
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Figure 3. Quality of the worst-case instances (sorting 
problem). (a) Size of Permutation: 10; (b) Size of 
Permutation: 20; (c) Size of Permutation: 30; (d) Size of 
Permutation: 40. NOTE. The definition of the quality of an 
instance is given in Subsection 3.2 
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Figure 4. Quality of the worst-case instances (0/1KP). (a) The 
number of given items: 10; (b) The number of given items: 20; 
(c) The number of given items: 30. NOTE. The definition of 
the quality of an instance is given in Subsection 3.3 
 
Table 6. CPU seconds taken by a GA for each classification 
(sorting problem) 
 

Sorting algorithm / Size 
of permutations 10 20 30 40 

Quick 16 75 214 456 

Merge 20 122 415 1,059

Heap 19 123 414 1,093

Insertion 19 134 496 1,359

Shell 17 85 282 729 

Advanced Quick 1,352 12,502 N/A N/A 
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Figure 5. Quality of the worst-case instances (TSP). (a) The 
symmetric TSP; (b) The general TSP. NOTE. The defi- 
nition of the quality of an instance is given in Subsection 3.4 
 
Table 7. CPU seconds taken by a GA for each classification 
(0/1KP) 

Weight coefficient / # of 
given items 

10 20 30 

0.25 70 607 2,415 

0.5 75 904 5,520 

0.75 105 1,927 6,000 

 
Table 8. CPU seconds taken by a GA for each classification 
(TSP) 

# of cities / 
Kind of instances 

Symmetric  
matrix 

General  
matrix 

5 18 18 
10 472 470 

 
permutation’s size is 10 to 20, we can predict that as the 
permutation size grows, the worst-case of our advanced 
quick sort takes fewer comparisons than that of our quick 
sort and insertion sort. On the other hand, the worst cases 
of merge sort, heap sort, and shell sort takes fewer com-
parisons than those of other algorithms.  

For our test algorithm solving the 0/1KP (i.e., the al-
gorithm based on a greedy approach which we explained 
in Subsection 2.3), the quality of an individual is 
(O−P)/O, where P is the objective value obtained by the 
test algorithm and O is the objective value obtained by an 
optimal algorithm. Regardless of the number of items  
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(i.e., the magnitude of the searching space), the upper 
bound of the qualities is 1. We can see the result in Fig-
ure 4. For the same number of items, the higher the 
weight coefficient is, the lower the average quality of the 
worst cases found by our GA was. For the same coeffi-
cient, the more the given number of items is, the lower 
the average quality of the worst cases found by our GA 
was. When 10 items are given, the average quality of the 
worst cases was generally more than 0.7; our test algo-
rithm is possibly not good enough in terms of optimality. 

For our test algorithm solving the TSP (i.e., the algo-
rithm based on a greedy approach with 2-opt which we 
explained in Subsection 2.4), the quality of an individual 
is (P−O)/O, the meaning of O and P is similar to those in 
the 0/1KP. By examining the formula of the quality, we 
can assume that the upper bound of the qualities does not 
exist. In Figure 5, on the same number of cities, the av-
erage quality of the worst case in the symmetric TSP was 
lower than that of the worst case in the asymmetric TSP. 
The average quality of the worst case found by our GA in 
the symmetric TSP was about 14 when 10 cities are 
given, whereas one found in the asymmetric TSP was 
about 35 on the same condition; our test algorithm is 
generally not good enough in terms of optimality.  

Overall, the results found by GAs were superior to 
those obtained by the random testing; we can conclude 
that our GAs have some effectiveness. 

5. Conclusions  

There are few trials to find the worst case for testing al-
gorithms by GAs and the existing trials do not introduce 
various strategies for constructing GAs. Therefore, by 
taking as test examples the internal sorting problem, the 
0/1KP, and the TSP with some algorithms for each, we 
gave guidelines to the use of the GA in generating the 
worst-case instance for an algorithm. First, we defined 
the objective function of our GAs for the purpose of the 
analysis. In this paper, the objective function returns the 
quality of a problem instance; this quality indicates how-
close the instance is to the worst case. Next, we intro-
duced the framework of GAs and the specific strategies 
for each test problem.  

For the sorting problem, we adopted as test algorithm 
quick sort, merge sort, heap sort, insertion sort, shell sort, 
and advanced quick sort. We defined the worst-case in-
stance for a sorting algorithm as the instance that takes 
the most number of the element comparisons in using the 
algorithm. A problem instance can be represented as a 
permutation. We here used the PMX for the crossover. 
The mutation here swaps arbitrary elements in the per-
mutation.  

For the 0/1KP and the TSP, we tested the algorithm 
based on a greedy approach, comparing to an optimal 
algorithm. We defined the worst-case instance as the 
instance at which the test algorithm shows the most dif-

ferent objective value from that obtained by the optimal 
algorithm. In the case of the 0/1KP, a problem instance 
can be represented as the list of two-dimensional point 
whose coordinates are integers. Our suggested crossover 
is based on the idea of uniform crossover, but extended 
to two-dimensional version. The mutation runs point by 
point; each point in the list is moved to another close 
point with a high probability or to another far point with 
a low probability. In the case of the TSP, we represent a 
problem instance as a square matrix. We used the geo-
graphic crossover for the representation. The mutation 
runs element by element in the given matrix. Although 
the element here is just a scalar (not the two-dimensional 
point), the idea of mutation is similar to that of mutation 
for the 0/1KP. 

For the test algorithms, our GAs has some effective-
ness as the experimental results are superior to those ob-
tained by the random testing. The results of finding the 
worst cases show the following: 1) At the worst case, 
merge sort, heap sort, and shell sort takes fewer com-
parisons than other sorting algorithm. 2) Our greedy ap-
proach is not good enough in terms of optimality.  

Our guidelines can help to analyze algorithms and can 
be used to test software. Since our guidelines are just for 
using GAs, we suggest giving guidelines for using other 
metaheuristics to generate the worst cases. Also note that 
many essential parts are still remained to analyze the 
algorithms. For future work, we suggest finding some 
weak points of a test algorithm and improve the algo-
rithm by analyzing the worst-case instance. 
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ABSTRACT 

Semantic Web service studies are carried out around the OWL-S, however, OWL-S model does not contain the descrip-
tion of preferences and constraints when we choose and use them in different organizations, different cultures, different 
sectors and actors because of OWL capacity limitations in rules. It means that Semantic Web service composition can 
not compose users’ subjective services from the user requirements. The paper makes up for the semantic shortcoming of 
OWL-S through using norm semantic scalability, and achieves the formal description of the norm by using the situation 
calculus. Finally, the paper also takes a tourism composite service as an example how to extend the ability of the se-
mantic description of OWL-S, which shows us the combination of the norm and the situation calculus. It is positive sig-
nificance for eventually realizing semantic extension of OWL-S. 
 
Keywords: Norm, Situation Calculus, Web Service, Semantic Web, Web Service Composition 

1. Introduction 

Web services are described using WSDL, but WSDL 
only from the syntactic layer of the Web service descrip-
tion. It does not support the rich semantic descriptions. 
Semantic Web can be regarded as an extension and ex-
pansion of the current Web technology. Web services are 
an increasingly important resource of web, it require se-
mantic to provide wide range semantic support. OWL-S 
is bridges to connect Web services and semantic Web. 
Many of the current research on semantic Web services 
are carried around the OWL-S. However, as the capacity 
limitations of the rules of OWL, OWL-S model does not 
include the description of preferences and constraints in 
users’ selection and use of services, which always mani-
fests in the form of rules. The user's preferences and 
scene constraints can’t be understood and processed well 
by the computer because of the expression limitations. It 
also means that intelligent system does not start from 
user requirements during service composition, and does 
not assemble more subjective service in accordance with 
users’ will. Therefore, the article will extend the seman-
tic of OWL-S through semantic capabilities of the norm. 
However, norm is non-formal and ambiguous. This paper 
attempts to use situation calculus to formally describe the 

norm in order to ensure the correctness of norm and the 
user correct expression of various scene constraints, and 
provide more accurate and subjective service in expres-
sion of the preferences. 

2. Related Researches 
Sheila A. McIlraith, Srini Narayanan and others of Stan-
ford University apply the theory of situation calculus and 
Petri net to study the operational semantics of OWL-S. 
Firstly, they study the conversion relationship between 
the atomic service description and situation calculus. 
Then, they use situation calculus to study the formal se-
mantics of atomic service descriptions in OWL-S. The 
situation calculus as an intermediate language is con-
verted into the Petri net, and then the Petri net is used to 
study the implementation reasoning of the operational 
semantics of semantic Web services [1]. 

Andrea and Ferrara, who come from DIS-University di 
Roma use an approach of the process algebra to study the 
Web service composition, establish mutual mapping 
between process algebra and Business Process Execution 
Language for Web Services based on the research of 
Srini Narayanan and others [2]. 

SWSI (Semantic Web Services Initiative), mainly by 
DARPA and the EU (European Union) funded a project 
to build a combination of Semantic Web and Web ser-
vices technology integration framework that enables ser-

*This research was supported by the Natural Science Foundation of 
China (No. 70961007). 
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vice providers and service requesters in the service dis-
covery retrieval, matching, call, monitor and so on to 
achieve the greatest possible integration of automation 
and dynamic.  

Yongshang Cheng and Zhijian Wangf, who come from 
College of Computer and Information Engineering, He-
hai University have invented formal model of semantic 
Web services on the basis of colored Petri nets [3] .They 
formally describes several basic web service composition 
models in OWL-S, which is constructed to meet the de-
mand of service, but it lacks of the expression of services 
semantic information. 

Jun Liao, Hao Tan and Jinde Liu, who come from the 
University of Electronic Science and Technology, de-
scribe the Web service composition by using Pi calculus. 
The paper introduces an example using Pi calculus to 
describe the Web service composition [4]. 

From the above research and projects we can see that 
researchers have made some valuable results in the se-
mantic Web and Web service composition context, and 
many research problems wait to be solved to provide 
more powerful semantics services especially in the se-
mantic extensions, but the theoretical system of service 
composition engineering and implementation technology 
are still immature because the study of history is not 
long.  

This paper introduces norm theory of Organizational 
Semiotics to solve the problem of semantic deficiency in 
Web service composition. In order to achieve a deeper 
level of semantic extension, it achieves the formal de-
scription of norm in semantic expansion by the theory of 
situation calculus in order to ensure the accuracy of se-
mantic extension. 

3. Applications of Norm and Situation  
Calculus in the Semantic Web Service 
Composition 

Norm is also known as social norms which is the com-
mon rules of conduct and standards of every member in a 
social group or smaller groups, which is in the Oxford 
Encyclopedia of the explanation. 

As rules in expression limitations of the OWL, 
OWL-S model does not include the users’ the description 
of preferences and constraints in the selection and use of 
services. It try to introduce norm to provides a new theo-
retical platform in the semantic Web service composition 
in order to solve Web services Semantic shortage de-
scribed by the OWL-S in the semantic Web service 
composition. This approach considers many the users’ 
initiative and willingness. It joins the human factor in the 
service composition to provide a more personalized 
composition services. 

Norm determines whether and when an event occurs, 
and also decided meeting the particular needs should call 
the areas of service layer of what services. It can describe 

the activities relationship of the system control. The 
norm detailed description includes the following sections 
[5]. 

Whenever< Conditions set >If< State Sets >Then 
<Agent>Is <Deontic Operator>To< Action sets >Con-
sequence< Result Sets> 

Conditions Sets specified the conditions when an 
Agent executed an act. Further instructions can be speci-
fied by If < State set>, which show that it happened in 
what state. <Agent> Refers to the responsibility Agent, 
Agent may be people here, also may be software. < De-
ontic logic operators> including allowing (Permitted), 
must (Obliged), prohibition (Prohibited)etc. <Action 
Sets> determined action sets applied in the case of condi-
tions to met for Agent. <Result sets> is the results after 
the successful implementation of the specification, which 
is also the goals of users implement the act. 

We can see that norm is different from the relations of 
causality [6]. Causality is usually only a brief description, 
if the conditions are met, then certain behavior could take 
place. Therefore causality is rigid and limited, and there 
is not available for human decision. On the contrary, 
norms are a better reflection of how people activities in 
the business environment. Therefore it is more suited to 
the description of user needs in the real business. 
Changes of user needs in the growing environment can 
be described through the norm. This required model can 
fully focus on changes factors. It will help to provide 
dynamically alternative solutions among the service layer 
and process layer on user needs. 

Situation Calculus is a multi-type and first-order logic 
language, and has some second-order characteristics. It is 
a formal planning approach and describes a logical basis 
for dynamic system. For problem solving of the dynamic 
field and logic programming, it is first proposed in 1963 
by McCarthy who is the master of artificial intelligence. 
Goal-oriented autonomous behavior reasoning can be 
carried out in a dynamic environment by situation calcu-
lus. In the situation calculus, a scenario is a snapshot of 
the world, and dynamic changes in the world are all the 
result of actions. Scenarios class is applied to express 
Situation Calculus, and the scene change is the results of 
the actions. In ontology, the action is the basic means to 
change the state of things. Therefore, a possible world 
active can be viewed as a string of action series. Situation 
calculus constitutes by the following three elements: ac-
tion, situation and flow. 

Action is the basic means to change station of things. 
All Changes in the state of things are the result of the 
implementation of the action sequences. A specific pre-
dicate Poss is used to indicate that an action is executa-
ble. 

Situation is the dynamic world. All changes in the 
world are the result of action, which is a string of limited 
action sequences. Action function is expressed as: action 
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Table 1. Mapping norm to situation calculus situation situation. If the action a is implemented un-
der the scenario s, then another situation will be got, and 
the situation s can be expressed as do (a, s). Items of norm Items of the situation calculus 

Input Conditions Input Function ( , )Kref a s  

Conditions set

State set 

Action Precondition Axiom: 
( , ) iPoss a s f  

Obliged Desirable Axiom ( , )Desirable a s  

Permitted int( , )Constra a s  

Prohibited Constraint Axiom  int( , )Constra a s

Action set Action predicate  ( , )Poss a s

Result Set 
Effect Axioms and Condition Output 
Function: 
 ( , )Kwhether a s  ( , )Kwhether a s  

Flow is used to represent the properties of things in the 
world and the link between them [7]. When an action 
occurs, the flow will change. Flow F(x, s) takes scene s 
as its last parameter. The initial situation is expressed as 
s0. The value of the flow is constantly changing from the 
initial state of the world to the current world state. 

In order to characterize the dynamic changing world, 
situation calculus theory uses the following actions: Ac-
tion Precondition Axiom, Successor State Axiom, Effect 
Axiom etc. [8]. 

Action Precondition Axiom: Every action of the field 
has a corresponding action precondition axioms, de-
scribing a prerequisite for action to perform. 

( , ) iPoss a s f  if  is a prerequisite sets for the im-

plementation of .  a
4. Case Studies 

4.1 Example Background Successor State Axiom: Each flow in field has a corre-
sponding Successor State Axiom, which is described the 
implementation of atomic actions how to affect the flow 
and state changes. 

Tourism is an integrated industry which includes food, 
housing, transportation, travel, shopping and entertain-
ment. A trip involves a number of services and tourism 
resources, and tourist information is rich in space and 
time content. Travel is the complex process restricted by 
artificial and natural factors. How to use Web services by 
the network to provide “personal travel” service and how 
to design personalized service process according to the 
needs of our customers become a problem. The problem 
has plagued further development of the tourism industry 
and prevented from increasing the overall quality of 
tourism services to increase tourists’ satisfaction. There-
fore the examples will make a combination of the weath-
er check, ticket booking, tourist attractions, reservations 
and other travel services with personal characters. The 
service composition flow is shown in Figure 1. 

( , ) ( , , ) ( , ( , ))FPoss a s x a s F x do a s    

( , ) ( , , ) ( , ( , ))FPoss a s x a s F x do a s     

( , )Poss a s  is a special flow and action  is en-

forceable under state 

a

s . 

Formula ( , , )F x a s   is a positive effect axiom that 

describes the related collection of actions and conditions 
to makes the value of flow F  true after the execution. 

Formula ( , , )F x a s   is a negative effect axiom that de-

scribes the related collection of actions and conditions to 
makes the value of flow F  false after the execution. 

In addition to the above several axioms, there are other 
flows that can be used to describe atomic service or a 
combination of services as formal semantics of services 
in situation calculus. Other flows are the following types: 

The example mainly involves the following web ser-
vices: 

1) ( , )InquireWeather City Date : Weather inquiry ser-

vice. ( , )Kref a s  expresses that the value of  is known 

under the scenario 

a

s . 2) tan ( , )InquireDis ce Start Destination : Check the dis-

tance between the two places. Start is the place of depar-
ture. Destination is the sightseeing place. 

( , )Kwhether a s expresses that the true value of  is 

known under the scenario 

a

s . 
3) : Booking airline 

tickets. 

( ,BuyAirPlaneTicket City Date)

)

)

)

( , )Knows a s  expresses that the function value of  

is known under the scenario 

a

s . 
4) : Booking train tickets. ( ,BuyTrainTicket City DateThis essay will introduce users Desirable Axiom and 

constraint Axiom in order to express the will degree of 
user requirements in the situation calculus [9-10]. We 
also attempt to define which action 

 under the situation 

int( , )Constra a s
a s  can be implemented as long as 
the users’ conditions are not limited [11]. 

5) : Attractions reservation. (BookScenicSpots City

6) : Buy insurance. ( )BookInsurance TypesOfInsurance

7) Re : Service of cars on hire. ( )ntCar CarModel

8) : Hotel reservation. (BookHotel City

A set of items compared norm expression with situa-
tion calculus to achieve the service semantic expansion 
and formal description. It is shown as Table 1. 

4.2 Norm Analysis 

A detailed analysis of the norm is as below Tables 2-9. 
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Figure 1. The chart of reservation service composition flow 

 
Table 2. Weather norm 

Norm 1 Searching start 

In Charge of User 

Information 
Recognition 

City, Date 

User query the weather of sightseeing site 

Precondition: Enter valid city and date Trigger 
Condition 

Then: Weather query service returns query results 

Detailed 
Norm 

if the input date and destination of users are  
valid then Weather enquiry service is obliged 
to return the query results 

 
Table 3. Distance query norm 

Norm 2 Searching start 

In Charge of User 

Information 
Recognition 

Start, Destination 

User queries the distance between the start  
and destination 

Precondition: The query results of norm 1 is sun 
Trigger 
Condition 

Then: Return the distance between start  
and destination 

Detailed 
Norm 

Whenever the weather of the indicated Date is 
sunny in norm1 if the input start and destination of 
users are valid then distance query service is 
obliged to return the distance between two places 

Table 4. Airline reservation norm 

Norm 3 Booking start 

In Charge of User 
Information 
Recognition 

Bank Card ID, User ID 

Users make flight reservations 
Precondition: Output is sunny in norm1and  
the output is greater than or equal 1000  
kilometers in norm 2 

Trigger 
Condition 

Then: Users input bank card password ,book 
ticket 

Detailed 
Norm 

Whenever Output is sunny in norm1and the  
output is greater than or equal 1000 kilometers 
in norm 2 if bank card ID and user ID are valid 
then user is obliged to input bank card  
password to transfer 

 
Table 5. Train ticket reservation norm 

Norm 4 Booking start 
In Charge of User 
Information 
Recognition

Bank Card ID ,User ID 

Users book train tickets 
Precondition: Output is sunny in norm1and the 
output is greater than or equal 1000 kilometers in 
norm 2 

Trigger 
Condition 

Then: Users input bank card password ,book ticket

Detailed 
Norm 

Whenever Output is sunny in norm 1and the 
output is greater than or equal 1000 kilometers in 
norm 2 if bank card ID and user ID are valid then 
user permitted input bank card password to 
transfer 
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Table 6. Attractions reservation norm 

Norm 5 Booking start 
In Charge of User 
Information  
Recognition 

City 

Users reserve scenic spot 

Precondition: City is valid, the grade of  
attractions are four A-level or above 

Trigger 
Condition 

Then: Return the attractions which are qualified 

Detailed 
Norm 

Whenever norn 3 and norm4 are successful if 
the grade of attractions are four A-level or above
then users permitted input bank card  
password and transfer reserve attractions if the  
grade of attractions are below four A-level then 
norm 3 or norm 4 is prohibited to book 

Table 7. Insurance booking norm 

Norm 6 Booking start 
In Charge of User 
Information  
Recognition 

City 

Users reserve insurance 
Precondition: City is valid, users choose  
appropriate insurance 

Trigger 
Condition 

Then: Users input the bank card password and 
transfer; Users reserve insurance 

Detailed 
Norm 

Whenever norm 3 or norm 4 are successful if 
thegrade of attractions are four A-level or above 
then user is obliged to input bank card  
password and transfer in order to reserve  
attraction 

 
Table 8. Car rental reservation norm 

Norm 7 Booking start 

In Charge of User 
Information  
Recognition 

City 

Users reserve the car which is rental 
Precondition: City is valid, the rental car is  
full-time 

Trigger 
Condition 

Then: Users input bank card password in order
 to reserve rental cars 

Detailed 
Norm 

Whenever norm 3 or norm 4,norm 5,norm 6 
are successful if the rental car is full-time then 
users is obliged to input bank card password 
in order to reserve the rental car 

Table 9. Hotel reservation norm 

Norm 8 Booking start 

In Charge of User 
Information  
Recognition 

Bank Card ID ,User ID 

Users reserve hotel 

Precondition: Norm 3 or norm 4 and norm 5 
norm 6 norm 7 are successful; The hotel is 
three-star or above 

Trigger 
Condition 

Then: Booking hotel 

Detailed 
Norm 

Whenever Norm 3 or norm 4 and norm 5  
norm 6 norm 7 are successful if hotel is above 
3A then user is obliged to input bank card 
password in order to reserve hotels 

4.3 Mapping from Norm to Situation Calculus 

1) The Situation Calculus Formally Describes the Atomic 
Services in Example 

a) Weather atomic service: Before the atomic service 
of Weather is implemented, agency must know the input 
parameters value which is formalized as the following 
formula with the situation calculus. 

( ( ,Poss InquireWeather City Date s ), )

)

 

( , ) ( ,Kref City s Kref Date s  

( , )InquireWeather City Date

ty Date

( , )

 is a weather query action, 

the action on the premise that you need to know the 
 and , which can be represented by flow Ci

Kref City s ( , and )Kref Date s . 

Users want to travel as long as the weather was not 
dust storms and heavy rain. It is formalized as the fol-
lowing formula with the situation calculus. 

int( , )Constra Tranvel s   

( ( , ,Weather Equal Storm s)   

( , , )Weather Equal Sadstorm s );

, )

 

The output of the Weather Service is formalized as the 
following formula with the situation calculus. 

( , ) ( ,Poss InquireWeather s x InquireWeather s  

( / , ( , ))Knows Sun Other do InquireWeather s  

b) The atomic service of distance query: Before the 
atomic service of Distance Query is implemented, agen-
cy must know the input parameters value which is for-
malized as the following formula with the situation cal-
culus. 

( ( , ), )Poss Distance Start Destination s   

( , ) ( , )Kref Start s Kref Destination s  

The output of the Distance Query Service is formal-
ized as the following formula with the situation calculus. 

( tan , ) ( , tan , )Poss Dis ce s x Dis ce s 
( , ( tan , ))

 

Knows Figure do Dis ce s  

c) Ticket booking atomic services: Before the atomic 
service of Airline Reservation is implemented, agency 
must know the input parameters value which is formal-
ized as the following formula with the situation calculus. 

( ( ,Poss BuyAirplaneTicket City Date s ), )

)

 

( , ) ( ,Kref City s Kref Date s  

If user wants to buy air tickets must be that the dis-
tance between two places is greater than or equal to 
1,000 kilometers. It is formalized as the following for-
mula with the situation calculus. 

( ( ,Desirable BuyAirplaneTicket City Date s), )   

tan (( , ), 1000);Dis ce Start Destinatin Longer  

The effectiveness and output parameters of atomic 
service buy ticket are formalized as the following Posi-
tive Effect Axiom and Negative Effect Axiom. 
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: (F a BuyAirplaneTicket City Date   , )
)

 

( ,InstockAirplaneTicket City Date  

( , ) ( , )Poss a s a BuyAirplaneTicket City Date  
( , )InstockAirplaneTicket City Date   

( ,own AirplaneTicket do a s( , ))  

2) The Situation Calculus Formally describes the 
Composition Services in Example 

The Example involve several combination services: 
 is composed of the Distance Query Service, 

ticket booking service and ticket reservation service, 
which implement are controlled mainly by if  control 

operator; 

BookTicket

Journey  is composed of the Attractions Res-

ervation Service; Insurance Booking Service and Car 
Rental Reservation Service, which implement are con-
trolled mainly by Anyordered

Tranvel
BookTicket

 control operator; The 

composition service  is composed of the com-
position service ; composition service 
Journey and Hotel Reservation Service, which imple-

ment are controlled mainly by C  control op-
erator. 

ondition

a) Composition service : Distance Query 
Service, ticket booking service and ticket reservation 
service is composed , which implement are 
controlled mainly by  control operator. 

BookTicket

okTicketBo
if

The prerequisite was formalized as the following for-
mula in the situation calculus: 

( ( 1000 ,Knows Over km  

( tan ( , ), ))do InquireDis ce Start Destination s   

( ( ,Poss BuyAirplaneTicket City Date s ), )  

( , ( ( , ), )))Knows Sun do InquireWeather City Date s    

( ( 1000 ,Knows Below km  

( tan ( , ), ))do InquireDis ce Start Destination s   

( ( ,Poss BuyTrainTicket City Date s ), )  

( , ( ( , ), )));Knows Sun do InquireWeather City Date s    

Before the composition service of  is im-
plemented, agency must know the input parameters value 
which is formalized as the following formula with the 
situation calculus. 

BookTicket

( ( 1000 ,Knows Over km  

( tan ( , ), ))do InquireDis ce Start Destination s   

( ( ,Poss BuyAirplaneTicket City Date s ), )  

( , ) ( , ))Kref City s Kref Date s 
( ( 1000 ,

 

Knows Below km  

( tan ( , ), ))do InquireDis ce Start Destination s   

( ( ,Poss BuyTrainTicket City Date s ), )

)

 

( , ) ( , )Kref City s Kref Date s  

Based on the above two formulas, we can get the Ac-
tion Precondition Axiom. 

( ( 1000 ,Knows Over km  

( tan ( , ), ))do InquireDis ce Start Destination s   

( ( ,Poss BuyAirplaneTicket City Date s ), )  

( , ( ( , ), ))Knows Sun do InquireWeather City Date s   

( , ) ( , ))Kref City s Kref Date s 
( ( 1000 ,Knows Below km  

( tan ( , ), ))do InquireDis ce Start Destination s   

( ( ,Poss BuyTrainTicket City Date s ), )  

( , ( ( , ), ))Knows Sun do InquireWeather City Date s   

( , ) ( , ))Kref City s Kref Date s  

The effectiveness and output parameters of composi-
tion service are formalized as the following Positive Ef-
fect Axiom and Negative Effect Axiom. 

1: (F a BuyAirplaneTicket City Date  , )   

( , )InstockAirplaneTicket City Date  

2 ( , )a BuyTrainTicket City Date   

( , )InstockTrainTicket City Date  

( ( 1000 ,Knows Over km  

( ( ,do InquireDistance Start Destination s), ))  

1 1( , ) ( , , )FPoss a s x a s    

1( , (Own AirplaneTicket do a s 
( ( 1000 ,

, )))  

Knows Below km  

( ( ,do InquireDistance Start Destination s), ))  

2 2( , ) ( , , )FPoss a s x a s  

2( , (Own TrainTicket do a s

 

 , )))

, )1: (F a BuyAirplaneTicket City Date      

( ,NoInstockAirplaneTicket City Date)  

2 ( , )a BuyTrainTicket City Date    

( ,NoInstockTrainTicket City Date

( ( 1000 ,

)  

Knows Over km  

( tan ( , ), ))do InquireDis ce Start Destination s   

1 1( , ) ( , , )FPoss a s x a s    

1( , (Own AirplaneTicket do a s, )))   

( ( 1000 ,Knows Below km  

( tan ( , ), ))do InquireDis ce Start Destination s   

2 2( , ) ( , , )FPoss a s x a s    

2( , ( , )))Own TrainTicket do a s  

The output of the Composition Service  
was formalized as the following formula with the situa-
tion calculus. 

BookTicket

( ( 1000 ,Knows Over km  
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( tan ( , ), ))do InquireDis ce Start Destination s   

1 1( , ) ( , , )Poss a s x a s   

1( , ( , )))Knows AirplaneTicketMessage do a s   

( ( 1000 ,Knows Below km  

( tan ( , ), ))do InquireDis ce Start Destination s   

2 2( , ) ( , , )Poss a s x a s   

2( , ( , )))Knows TrainTicketMessage do a s  

b) Composition service Journey : It is composed with 

Attractions Reservation Service, Insurance Booking Ser-
vice and Car Rental Reservation Service. Implement of 
the service is controlled by Anyordered  control opera-

tor. 
The implementation order of atomic services which 

are involved in the composition service is not required, 
so the composition service can be controlled imple-
mented Anyordered  control operator. 

The prerequisite was formalized as the following for-
mula with the situation calculus. 

( (Poss BookScenicSpots City s ), )

),

))

)))

 

( (Poss BookInsurance TypesOfInsurance  

( ,do BookScenicSpots s 
(Re ( ),Poss ntCar CarModel

 

 

( , ( ,do BookInsurance do BookScenicSpots s   

( ,Knows GreaterFourA ( ,do InquireScenicSpots s))  

( ,Knows TypesOfInsurance  

( (do InquireInsurance TypesOfInsurance s, )))  

( , ( Re ,Knows CarModel do Inquire ntCar s ))

),

),

))

 

(Re ( ), )Poss ntCar CarModel s   

( (Poss BookInsurance TypesOfInsurance   

(Re , ))do ntCar s  ( (Poss BookScenicSpots City  

( , (Re , )))do BookInsurance do ntCar s   

( , ( Re ,Knows CarModel do Inquire ntCar s   

( ,Knows TypesOfInsurance  

( (do InquireInsurance TypesOfInsurance s, )))  

( , ( , ))Knows GreaterFourA do InquireScenicSpots s  

Before the composition service of Journey  is im-

plemented, the agency must know the input parameters 
value which is formalized as the following formula with 
the situation calculus. 

( (Poss BookScenicSpots City s ), )

),

))

 

( (Poss BookInsurance TypesOfInsurance  

( ,do BookScenicSpots s   

(Re ( ), ( ,Poss ntCar CarModel do BookInsurance  

( , )))do BookScenicSpots s   

( , ) ( , )Kref City s Kref TypesOfInsurance s   

( , )Kref CarModel s  (Re ( ), )Poss ntCar CarModel s   

( (Poss BookInsurance TypesOfInsurance),  

(Re , ))do ntCar s  ( (Poss BookScenicSpots City),

)

 

( , (Re , )))do BookInsurance do ntCar s   

( , ) ( ,Kref CarModel s Kref TypesOfInsurance s   

( , )Kref City s  

The above two formulas, we can get the Action Pre-
condition Axiom. 

( (Poss BookScenicSpots City s ), )

),

))

 

( (Poss BookInsurance TypesOfInsurance  

( ,do BookScenicSpots s   
(Re ( ), ( ,Poss ntCar CarModel do BookInsurance  

( , )))do BookScenicSpots s   

( , (Knows GreaterFourA do InquireScenicSpots s, ))
( ,Knows TypesOfInsurance  

( (do InquireInsurance TypesOfInsurance s, )))  

( , ( Re ,Knows CarModel do Inquire ntCar s))  

( , ) ( , )Kref City s Kref TypesOfInsurance s   

( , )Kref CarModel s  (Re ( ), )Poss ntCar CarModel s   

( (Poss BookInsurance TypesOfInsurance),  

(Re , ))do ntCar s  ( (Poss BookScenicSpots City),

))

 

( , (Re , )))do BookInsurance do ntCar s   

( , ( Re ,Knows CarModel do Inquire ntCar s   

( ,Knows TypesOfInsurance  

( (do InquireInsurance TypesOfInsurance s, )))  

( , (Knows GreaterFourA do InquireScenicSpots s, ))  

( , )Kref CarModel s   

( , ) ( , )Kref TypesOfInsurance s Kref City s  

In this combination of services, users require the at-
tractions level to be 4A or above and the rental car is 
full-time on behalf of driving, the above can be mapped 
to the Desirable Axiom with the situation calculus. 

( (Desirable BookScenicSpots City s ),  )  

Grade( , )GreaterFourA s  

(Re ( ),  )Desirable ntCar CarModel s   

Re ( , )ntCarModel WholeDay s  

The composition service  is composed of the 
composition service . Composition service 

Tranvel
icketBookT

Journey

Condition

and Hotel Reservation Service are controlled by 

 control operator. 
Here the , BookTicket Journey and Hotel Reservation 

service are seen as the three actions: , 1a BookTicket

2a Journey  , 3a BookHotel . 

1a  and  are the implementation precondition of 2a
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)

3a , the implementation of composition service Travel 

can be controlled by the  control operator. Condition

( ookTicket s

( ,ourney s

, (

The prerequisite of composition service  was 
formalized as the following formula in the situation cal-
culus. 

Travel

( , , )Knows Success do B   

3( , )) ( , )Knows Success do J Poss a s 
( 3 , ))Knows Greater Star d otel so InquireH

( ookTicket s

( ,ourney s

 

Before the composition service of  is imple-
mented, the agency must know the input parameters 
value which is formalized as the following formula with 
the situation calculus. 

Travel

( , , )Knows Success do B )

)

 

3( , )) ( , )Knows Success do J Poss a s   

( ,Kref City s  

The above two formulas, we can get the Action Pre-
condition Axiom. 

( , , )Knows Success do B ( ookTicket s

( ,ourney s

( 3

)


 

3( , )) ( , )Knows Success do J Poss a s
( , ) , ( , ))Kref City s Knows do InquireHot Greater Star

)City Instock 
( ookTicket s

( ,ourney s 

, )s 

3(do a s

( ookTicket s

( ,ourney s 
)

el s

  The effectiveness and output parameters of composi-
tion service are formalized as the following Positive Ef-
fect Axiom and Negative Effect Axiom. 

3: ( (F a BookHotel Room  )

)

)

, ))

)

)

 

( , , )Knows Success do B   

( , )Knows Success do J  

3 3( , ) ( ,FPoss a s x a   

( ,Own TanvelMessage  

The output of the Composition Service was formalized 
as the following formula with the situation calculus. 

( , , )Knows Success do B   

( , )Knows Success do J  

3 3( , ) ( , ,Poss a s x a s 

3( ,

 

( , ))Knows TanvelMessage do a s  

5. Summary 

This paper introduces the norm to strengthen the seman-
tics from user needs perspective based on the defects of 
lack of semantics described in OWL-S semantic service 

of the semantic web service composition. A new way is 
provided to increase semantic. However, the norm is 
non-formal and ambiguous, the situation calculus is ap-
plied to realize formal norm in order to ensure the accu-
racy of semantic Web service composition. 
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ABSTRACT 
In this paper, efficient one-dimensional (1-D) fast integer transform algorithms of the DCT matrix for the H.265 stan-
dard is proposed. Based on the symmetric property of the integer transform matrix and the matrix operations, which 
denote the row/column permutations and the matrix decompositions, along with using the dyadic symmetry modification 
on the standard matrix, the efficient fast 1-D integer transform algorithms are developed. Therefore, the computational 
complexities of the proposed fast integer transform are smaller than those of the direct method. In addition to computa-
tional complexity reduction one of the proposed algorithms provides transformation quality improvement, while the 
other provides more computational complexity reduction while maintaining almost the same transformation quality. 
With lower complexity and better transformation quality, the first proposed fast algorithm is suitable to accelerate the 
quality-demanding video coding computations. On the other hand, with the significant lower complexity, the second 
proposed fast algorithm is suitable to accelerate the video coding computations. 
 
Keywords: Fast Algorithm, HDTV, H.265, ICT, Order-16 Transform, Video Coding 

1. Introduction 

NOWDAYS the demand for higher quality digital video 
products and faster digital video applications in our daily 
life activities is increasing. These demands start from our 
daily necessary needs, like video conferencing, television 
and surveillance, up to our entertainment, iPods, internet 
video streaming, digital cameras, and all high definition 
(HD) products [1,2]. There have been two primary stan-
dards organizations driving the definition of video coding. 
The International Telecommunications Union (ITU), 
which is an organization focused on telecommunication 
applications and has created the series of H.26x standards 
for low bit rate video telephony. These include H.261, 
H.262, H.263 and H.264. The other organization is the 
International Standards Organization (ISO), which is 
more focused on consumer applications and has defined 
the MPEG series standards for compressing moving pic-
tures. The MPEG standard series include MPEG-1, 
MPEG-2 and MPEG-4 [1,2]. 

In [3], the 16 × 16 2-D matrix for the H.265 standard 
DCT is revealed, using the decomposition and the mod-

ification techniques used in [4-7], this paper will intro-
duce two proposed algorithm that will aim to reduce the 
complexity of the algorithm implementation in addition 
to making it multiplication-free. 

The rest of this paper is organized as follows. In Sec-
tion 2, review of the integer transformation for the H.265 
standard is described. In Section 3, the two proposed 
efficient fast integer transform algorithms for the 2-D 
H.265 standard are introduced with the proposed matrix 
factorizations. Then the computational complexities of 
these proposed algorithms are discussed. In Section 4, 
analysis and comparison of transformation quality be-
tween the proposed fast algorithms and the original me-
thod is shown. In Section 5, comparison of computation-
al complexity done in Section 3 and quality evaluation 
done in Section 4 is discussed. Finally, we give a conclu-
sion. 

2. Review of the Integer Transformation for 
the H.265 Standard 

The H.265 is the newest yet to be released standard for 
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high definition video processing. From [3], the matrix of 
the 2-D 16 × 16 integer cosine transformation for the 
H.265 standard is shown in Equation (1). 

The matrix elements in Equation (1) shows that there is  

symmetric properties between the left side and right side 
of the matrix, this property will be exploited using matrix 
decomposition in order to this matrix into the product of 
sparse matrices in the next section. 

 

   𝑇𝑇 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
32 32 32 32 32 32 32 32 32 32 32 32 32 32 32 32
45 43 40 35 29 21 13 4 −4 −13 −21 −29 −35 −40 −43 −45
44 38 25 9 −9 −25 −38 −44 −44 −38 −25 −9 9 25 38 44
43 29 4 −21 −40 −45 −35 −13 13 35 45 40 21 −4 −29 −43
42 17 −17 −42 −42 −17 17 42 42 17 −17 −42 −42 −17 17 42
40 4 −35 −43 −13 29 45 21 −21 −45 −29 13 43 35 −4 −40
38 −9 −44 −25 25 44 9 −38 −38 9 44 25 −25 −44 −9 38
35 −21 −43 4 45 13 −40 −29 29 40 −13 −45 −4 43 21 −35
32 −32 −32 32 32 −32 −32 32 32 −32 −32 32 32 −32 −32 32
29 −40 −13 45 −4 −43 21 35 −35 −21 43 4 −45 13 40 −29
25 −44 9 38 −38 −9 44 −25 −25 44 −9 −38 38 9 −44 25
21 −45 29 13 −43 35 4 −40 40 −4 −35 43 −13 −29 45 −21
17 −42 42 −17 −17 42 −42 17 17 −42 42 −17 −17 42 −42 17
13 −35 45 −40 21 4 −29 43 −43 29 −4 −21 40 −45 35 −13
9 −25 38 −44 44 −38 25 −9 −9 25 −38 44 −44 38 −25 9
4 −13 21 −29 35 −40 43 −45 45 −43 40 −35 29 −21 13 −4 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

   

 (1) 

 

3. Proposed Algorithms 
In this section, two proposed algorithm for efficient fast 
multiplication-free for the H.265 standard are presented. 
The proposed algorithms are done using a combination 
of Modified Integer Cosine Transformation, matrix de-
composition and dyadic symmetry. The common part in 
the complexity reduction is discussed first, then each 
algorithm is presented individually and its complexity is 
calculated with it. The aim of the proposed algorithms is 
to reduce the computational complexities, which are refe- 
 
 

 

rred to as the numbers of additions and shift operations 
as much as possiblewhile maintaining reasonable error 
margin. The DCT matrix for the H.265 is given as T in 
Equation (1). 

The symmetric property of the transformation matrix 
is exploited to decompose it into the product of two 
sparse matrices. so the transformation matrix in Equation 
1 can be rewritten in Equation (2) [4,7]. 

1TT T P= ⋅                       (2) 

 

𝑇𝑇𝑇𝑇 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
32 32 32 32 32 32 32 32 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −4 −13 −21 −29 −35 −40 −43 −45

44 38 25 9 −9 −25 −38 −44 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 13 35 45 40 21 −4 −29 −43

42 17 −17 −42 −42 −17 17 42 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −21 −45 −29 13 43 35 −4 −40

38 −9 −44 −25 25 44 9 −38 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 29 40 −13 −45 −4 43 21 −35

32 −32 −32 32 32 −32 −32 32 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −35 −21 43 4 −45 13 40 −29

25 −44 9 38 −38 −9 44 −25 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 40 −4 −35 43 −13 −29 45 −21

17 −42 42 −17 −17 42 −42 17 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −43 29 −4 −21 40 −45 35 −13
9 −25 38 −44 44 −38 25 −9 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 45 −43 40 −35 29 −21 13 −4 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
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𝑃𝑃1 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 1 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0 1 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0 0 1 0 0 0 0
0 0 0 −1 0 0 0 0 0 0 0 0 1 0 0 0
0 0 −1 0 0 0 0 0 0 0 0 0 0 1 0 0
0 −1 0 0 0 0 0 0 0 0 0 0 0 0 1 0
−1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

 
Where  

T r rT P T= ⋅                                             (3) 
 

𝑃𝑃𝑃𝑃 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

and 
 

𝑇𝑇𝑟𝑟 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
32 32 32 32 32 32 32 32 0 0 0 0 0 0 0 0
44 38 25 9 −9 −25 −38 −44 0 0 0 0 0 0 0 0
42 17 −17 −42 −42 −17 17 42 0 0 0 0 0 0 0 0
38 −9 −44 −25 25 44 9 −38 0 0 0 0 0 0 0 0
32 −32 −32 32 32 −32 −32 32 0 0 0 0 0 0 0 0
25 −44 9 38 −38 −9 44 −25 0 0 0 0 0 0 0 0
17 −42 42 −17 −17 42 −42 17 0 0 0 0 0 0 0 0
9 −25 38 −44 44 −38 25 −9 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −4 −13 −21 −29 −35 −40 −43 −45
0 0 0 0 0 0 0 0 13 35 45 40 21 −4 −29 −43
0 0 0 0 0 0 0 0 −21 −45 −29 13 43 35 −4 −40
0 0 0 0 0 0 0 0 29 40 −13 −45 −4 43 21 −35
0 0 0 0 0 0 0 0 −35 −21 43 4 −45 13 40 −29
0 0 0 0 0 0 0 0 40 −4 −35 43 −13 −29 45 −21
0 0 0 0 0 0 0 0 −43 29 −4 −21 40 −45 35 −13
0 0 0 0 0 0 0 0 45 −43 40 −35 29 −21 13 −4 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤
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The function of P1 is the post-process matrix for the 
input data to the matrix multiplication, and the post- 
process only uses the additions and subtracts. The com-
putational complexities of P1 are 16 additions. In Equa-
tion (2), the elements of TT are scattered; the rearrange-
ment of the elements in TT is required to group the ele-
ments of TT into two 8 × 8 independent matrices. Pr is a 
pre-process matrix that permutes the rows of T, so that it 
is rewritten as in Equation (3) [4,7]. 

As shown in Equation (3), the matrix Pr can be used as 
a pre-process matrix. Pr doesn’t have any complexity at 
all while serving the purpose of rearranging TT into Tr 
where the matrix can be easily represented as the direct 
sum of its two non-zero areas. The result of the direct 
sum is shown in Equation (4). 

00 11rT T T= ⊕                   (4) 
Where  

00

32 32 32 32 32 32 32 32
44 38 25 9 9 25 38 44
42 17 17 42 42 17 17 42
38 9 44 25 25 44 9 38
32 32 32 32 32 32 32 32
25 44 9 38 38 9 44 25
17 42 42 17 17 42 42 17
9 25 38 44 44 38 25 9

T

 
 − − − − 
 − − − −
 

− − − − =  − − − −
 

− − − − 
 − − − − 

− − − −  

 

And 

11

4 13 21 29 35 40 43 45
13 35 45 40 21 4 29 43
21 45 29 13 43 35 4 40

29 40 13 45 4 43 21 35
35 21 43 4 45 13 40 29

40 4 35 43 13 29 45 21
43 29 4 21 40 45 35 13

45 43 40 35 29 21 13 4

T

− − − − − − − − 
 − − − 
 − − − − −
 

− − − =  − − − −
 

− − − − − 
 − − − − − 

− − − −  

 

The computation of T00 can be called the computation 
of the even frequency part in the transform matrix, and 
the computation of T11 can be called the computation of 
the odd frequency part in the transform matrix [4]. 

In Equation (4), the integers of matrix T00 have the 
symmetry property, using matrix decomposition T00 can 
be expressed as the product of the three sparse matrices 
R1, T0 and R2 as was done with the original matrix T 
[4,7]. The result of the decomposition for T00 is shown in 
Equation (5). 

00 0 1rT R T R= ⋅ ⋅               (5) 

Where 
1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1

rR

 
 
 
 
 
 =  
 
 
 
 
  

 

0

32 32 32 32 0 0 0 0
42 17 17 42 0 0 0 0
32 32 32 32 0 0 0 0
17 42 42 17 0 0 0 0
0 0 0 0 9 25 38 44
0 0 0 0 25 44 9 38
0 0 0 0 38 9 44 25
0 0 0 0 44 38 25 9

T

 
 − − 
 − −
 

− − =  − − − −
 

− 
 − − − 

− −  

 

And  

1

1 0 0 0 0 0 0 1
0 1 0 0 0 0 1 0
0 0 1 0 0 1 0 0
0 0 0 1 1 0 0 0
0 0 0 1 1 0 0 0
0 0 1 0 0 1 0 0
0 1 0 0 0 0 1 0
1 0 0 0 0 0 0 1

R

 
 
 
 
 
 =  −
 

− 
 − 
−  

 

As shown in the above equation, R1 can be implemented 
using additions and subtractions only and have a com-
plexity of 8 additions, while Rr doesn’t have any com-
plexity at all [4], as for T0 it can be expressed by the di-
rect sum of matrices T0E and T0O, as shown in Equation 
(6). 

0 0 0E OT T T= ⊕              (6) 
Where 

0

32 32 32 32
42 17 17 42
32 32 32 32
17 42 42 17

ET

 
 − − =
 − −
 

− − 

 

0

9 25 38 44
25 44 9 38
38 9 44 25

44 38 25 9

OT

− − − − 
 − =
 − − −
 

− − 

 

The symmetry of the matrix T0E can be further exploited 
using matrix decomposition to decompose the matrix into 
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the product of sparse matrices U1 and U2 [4], as shown in 
Equation (7). 

0 1 2ET U U= ⋅                (7) 
Where 

1

32 32 0 0
0 0 17 42

32 32 0 0
0 0 42 17

U

 
 − − =
 −
 

− 

 

And 

2

1 0 0 1
0 1 1 0
0 1 1 0
1 0 0 1

U

 
 
 =
 −
 
− 

 

In Equation (7), U2 can be implemented using addi-
tions and subtractions only and have a complexity of 4 
additions, while U1 can be implemented using 10 addi-
tions and 10 shifts. This would sum up to a complexity of 
14 addition and 10 shift operations for Equation (7) [4].  

Although there is no symmetry present in matrix T0O, 
the matrix addition can be used to segment the matrix 
into two matrices with more value coherence in their 
elements, as shown in Equation (8). 

0 0 1OT K K= +                (8) 

Where     0

9 24 40 36
24 36 9 40
40 9 36 24

36 40 24 9

K

− − − − 
 − =
 − − −
 

− − 

 

And          1

0 1 2 8
1 8 0 2
2 0 8 1
8 2 1 0

K

− − 
 
 =
 −
 
 

 

After using the matrix addition, K0 can be simplified 
using matrix decomposition into the product of matrices 
K2 and K3. The result of the decomposition for K0 is 
shown in Equation (9). 

0 2 3K K K= ⋅                 (9) 
Where 

2

1 0 0 4
0 1 4 0
0 4 1 0
4 0 0 1

K

 
 
 =
 −
 
− 

 

And 

3

9 8 8 0
8 0 9 8

8 9 0 8
0 8 8 9

K

− − 
 − − =
 −
 

− − − 

 

As shown in the above equation; K1 can be implement- 
ted using additions and shifts only and have a complexity 
of 8 additions and 8 shifts, the addition between K1 and 
the product of K2 and K3 has a complexity of 4 additions, 
As for the matrix K2 it have a complexity of 4 additions 
and 4 shifts, while on the other hand K3 have a complex-
ity of 12 additions and 4 shifts. This in the end sums the 
complexity of T0O to 28 additions and 16 shifts [4,5]. All 
of the above decomposition and summation sum the 
complexity of T00 to 66 additions and 32 shifts [4,5]. 

Turning to matrix T11 which represents the computa-
tion of the odd frequency part, the matrix as shown in 
Equation (10), doesn't have the symmetric property 
within its elements, in order to be able to decompose this 
matrix the modification techniques will be used. For the 
decomposition of this matrix two proposed algorithms 
will be presented in this paper. 

3.1 Proposed Algorithm 1 
For Proposed Algorithm 1, the odd frequency modified 
integer cosine transformation matrix based on the dyadic 
symmetry concept used by Wai-Kuen Cham in [7] is 
obtained by modifying the positions of the elements in 
the matrix to provide the matrix basic vectors with or-
thogonality regardless of the matrix elements values [7]. 
The matrix T11 and the modified matrix are shown in 
Equation (10) below. 

11 1modT T=∶               (10) 
Where 

11

4 13 21 29 35 40 43 45
13 35 45 40 21 4 29 43
21 45 29 13 43 35 4 40

29 40 13 45 4 43 21 35
35 21 43 4 45 13 40 29

40 4 35 43 13 29 45 21
43 29 4 21 40 45 35 13

45 43 40 35 29 21 13 4

T

− − − − − − − − 
 − − − 
 − − − − −
 

− − − =  − − − −
 

− − − − − 
 − − − − − 

− − − −  

 

and 

1mod

4 13 21 29 35 40 43 45
35 40 43 45 4 13 21 29
21 29 4 13 43 45 35 40

45 43 40 35 29 21 13 4
43 45 35 40 21 29 4 13

13 4 29 21 40 35 45 43
29 21 13 4 45 43 40 35

40 35 45 43 13 4 29 21

T

− − − − − − − − 
 − − − − 
 − − − −
 

− − − − =  − − − − −
 

− − − − 
 − − − − 

− − − −     
Replacing T11 with T1mod as the new odd frequency 
transformation matrix [7], this matrix can be segmented 
into two matrices with more value coherence in their 
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elements as was done in the matrix T00O, as shown in 
Equation (11). 

1mod 1 2m mT T T= +               (11) 
Where

1

4 16 24 32 36 44 44 44
36 44 44 44 4 16 24 32
24 32 4 16 44 44 36 44

44 44 44 36 32 24 16 4
44 44 36 44 24 32 4 16

16 4 32 24 44 36 44 44
32 24 16 4 44 44 44 36

44 36 44 44 16 4 32 24

mT

− − − − − − − − 
 − − − − 
 − − − −
 

− − − − =  − − − − −
 

− − − − 
 − − − − 

− − − −  

 

and 2

0 3 3 3 1 4 1 1
1 4 1 1 0 3 3 3

3 3 0 3 1 1 1 4
1 1 4 1 3 3 3 0
1 1 1 4 3 3 0 3
3 0 3 3 4 1 1 1

3 3 3 0 1 1 4 1
4 1 1 1 3 0 3 3

mT

− 
 − − − 
 − −
 

− − − =  − −
 
− − − 
 − − 
− − −  

 

In Equation (11), the segment Tm1 from the matrix ad-
dition segmentation done on the matrix T1mod has sym-
metric properties; hence it can be further simplified using 
matrix decomposition algorithm into the product of three 
sparse matrices [7]. The result of this matrix decomposi-
tion is shown in Equation (12). 

1 1 2 3 4mT M M M= ⋅ ⋅ ⋅            (12) 

Where 1

2 0 1 1 1 3 1 0
3 1 1 1 0 2 0 1
1 3 1 0 1 0 2 1

0 1 0 1 3 1 1 2
1 1 3 2 0 1 0 1
1 1 1 0 2 0 1 3
0 2 0 1 1 1 3 1
1 0 2 3 1 1 1 0

M

− − − − 
 − 
 − − −
 

− − =  − − − −
 

− − 
 − − − − − 
− − −  

 

  

2

0 0 0 0 1 1 0 1
0 0 1 1 0 0 1 0
0 1 0 1 0 0 1 0
0 1 1 0 0 0 1 0
0 1 1 1 0 0 0 0
1 0 0 0 0 1 0 1
1 0 0 0 1 0 0 1
1 0 0 0 1 1 0 0

M

− 
 
 
 − −
 

− − =  − −
 
− − − 
 − − 
−  

 

and 

3

1 1 2 0 1 0 2 0
2 0 1 1 2 0 1 0

2 1 0 0 1 1 2 0
1 1 0 2 0 1 0 2
0 2 1 1 0 2 0 1
1 2 0 0 1 1 0 2

0 0 2 1 2 0 1 1
0 0 1 2 0 2 1 1

M

− − 
 − − − 
 − − −
 

− =  −
 
− − − 
 − − − 
  

 

As shown from the equation above; M1 can be imple-
mented using additions and shifts only and have a com-
plexity of 48 additions and 8 shifts, while M2 can be im-
plemented using only additions and have a complexity of 
16 additions, As for the matrix M3 it have a complexity 
of 32 additions and 8 shifts. This in the end sums the 
complexity of Tm1 to 96 additions and 40 shifts [7]. On 
the other hand, Tm2 can be implemented using additions 
and shifts only, and has a complexity of 72 additions and 
8 shifts [4,5,7]. 

By using equations from Equation (2) to Equation (12), 
the efficient fast multiplication-free integer transforma-
tion for the 2-D DCT matrix for the H.265 standard for 
proposed algorithm 1 is given as shown in Equation (13). 

( ) ( )( ){ 1 2 1 2 3 1.r rT P R U U K K K R  = ⋅ ⋅ ⊕ + ⋅ ⋅ ⊕    

( ) }1 1 2 3 14mT M M M P + ⋅ ⋅ ⋅ ⋅            (13) 

3.2 Proposed Algorithm 2 
In the proposed algorithm presented in this section the 
same complexity reduction and decomposition tech-
niques will be done, the difference will be that in the odd 
frequencies matrix in the step done in Equation (10) in-
stead of only using dyadic symmetry to rearrange the 
elements of the matrix, a modification in values of the 
elements will be done so that it matches the matrix Tm1 
in Equation (11). The resultant odd frequency matrix is 
given in Equation (14). 

11 1mod 2T T=∶              (14) 
Where 

1mod 2

4 16 24 32 36 44 44 44
36 44 44 44 4 16 24 32
24 32 4 16 44 44 36 44

44 44 44 36 32 24 16 4
44 44 36 44 24 32 4 16

16 4 32 24 44 36 44 44
32 24 16 4 44 44 44 36

44 36 44 44 16 4 32 24

T

− − − − − − − − 
 − − − − 
 − − − −
 

− − − − =  − − − − −
 

− − − − 
 − − − − 

− − − −  
The odd frequency matrix for proposed algorithm 2 
T1mod2 can be decomposed for complexity reduction in 
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the same manner as done in Equation (12) in Subsection 
3.1. This means that the two proposed algorithm have 
exactly the same decomposition and segmentation, the 
only exception is that the odd frequency part for proposed 
algorithm 2 consists of Tm1 only while for proposed algo-
rithm 1 it consists of the addition of Tm1 and Tm2.  

By using equations from Equation (2) to Equation (14), 
the efficient fast multiplication-free integer transforma-
tion for the 2-D DCT matrix for the H.265 standard for 
proposed algorithm 2 is given as shown in Equation (15). 

( ) ( )( ){ 1 2 1 2 3 1r rT P R U U K K K R  = ⋅ ⋅ ⋅ ⊕ + ⋅ ⋅ ⊕    

( ) }1 2 3 14M M M P ⋅ ⋅ ⋅ ⋅            (15) 

For the proposed algorithms and the original algorithm, 
the complexity evaluation is done by calculating the 
number of additions, shifts and multiplications needed to 
implement it. The complexity evaluation summary for 
the proposed and original algorithms is shown in Table 
1. 

4. Analysis and Comparison of  
Transformation Quality 

In order to test the efficiency of the proposed algorithms, 
evaluation of the quality of the reconstructed video com-
pared to the original video is done using the quality as-
sessment metrics; the three quality metrics used in this 
paper are the MSE, PSNR and the SSIM. The tests done 
in this section are applied to standard high definition 
video quality assessment sequences as developed by Dr. 
Karl Mauthe at Taurus Media Technik. The full descrip-
tion of the test sequences used is shown in Table 2. 

Using the Matlab computational tool the quality me-
trics for original and the proposed algorithms were cal-
culated for 100 frames of the four different standard test 
sequences. The aim is to evaluate the algorithms quality 
and reliability, and determine the efficiency of each of 
the proposed algorithms compared to the original. 

Table 1. Complexity Evaluation Comparison table for Origi- 
nal and Proposed Algorithms 

 Complexity 
Operation Original 

Algorithm 
Proposed Algo-
rithm 1 

Proposed Al-
gorithm 2 

Additions 240 242 162 
Multiplications 256 0 0 
Shifts 0 58 50 
 

Table 2. Test Sequences Information 

Sequence  #Frames Short Description 

Blue sky 250 
Top of two trees against blue sky. 
High contrast, small color differences 
in the sky, many details. Camera rota-
tion. 

Pedestrian Area 375 
Shot of a pedestrian area. Low camera 
position, people pass by very close to 
the camera. High depth of field. Static 
camera. 

Riverbed 250 
Riverbed seen through the water. Very 
hard to code. 

Station 313 
View from a bridge to Munich station. 
Evening shot. Long zoom out. Many 
details, regular structures (tracks). 

 
The quality metrics results of the quality assessment 

for the Blue Sky sequence are shown in the Figures 1, 2 
and 3. 

The quality metrics results of the quality assessment 
for the Pedestrian Area sequence are shown in the Fig-
ures 4, 5 and 6. 

The quality metrics results of the quality assessment 
for the Riverbed sequence are shown in the Figures 7, 8 
and 9. 

The quality metrics results of the quality assessment 
for the Station_2 sequence are shown in the Figures 10, 
11 and 12. 

The figures from 1 to 12 show all the test results done 
to evaluate the quality of the proposed algorithms com-
pared to the original algorithm, all these results are 

 

 
Figure 1. Mean MSE for Original and Proposed Algorithms 
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Figure 2. Mean PSNR for Original and Proposed Algorithms 

 

 
Figure 3. Mean SSIM for Original and Proposed Algorithms 

 

 
Figure 4. Mean MSE for Original and Proposed Algorithms 

 
summarized and combined with the complexity of all 
the algorithms to determine the efficiency of the pro-
posed algorithms. Tables 3, 4 and 5 show the summa-
rized results for the MSE, PSNR and the MSSIM re-
spectively. 

5. Comparison of Computational  
Complexity and Quality Evaluation 

In this section, evaluation of the proposed algorithms ver-
sus the original algorithm is done through a comparison 
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Figure 5. Mean PSNR for Original and Proposed Algorithms 

 
Figure 6. Mean SSIM for Original and Proposed Algorithms 

 

 
Figure 7. Mean MSE for Original and Proposed Algorithms 

 
Table 3. Average MSE Comparison table for Original and Proposed Algorithms 

 Average MSE 
Sequence Original Algorithm Proposed Algorithm 1 Proposed Algorithm 2 
Blue_Sky 1.2513 0.3399 2.8050 
Pedestrian_Area 1.0966 0.2893 1.1636 
Riverbed 1.0009 0.2646 1.4918 
Station 0.9314 0.2449 1.0008 
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Table 4. Average PSNR Comparison table for Original and Proposed Algorithms 

 Average PSNR 

Sequence Original Algorithm Proposed Algorithm 1 Proposed Algorithm 2 

Blue_Sky 47.3093 52.9384 45.2233 

Pedestrian_Area 47.8787 53.5946 47.8456 

Riverbed 48.2731 54.0194 47.3802 

Station 49.0446 54.7329 48.3484 

 
Table 5. Average SSIM Comparison table for Original and Proposed Algorithms 

 Average MSSIM 

Sequence Original Algorithm Proposed Algorithm 1 Proposed Algorithm 2 
Blue_Sky 0.9994 0.9998 0.9970 
Pedestrian_Area 0.9994 0.9998 0.9981 
Riverbed 0.9995 0.9998 0.9976 
Station 0.9995 0.9998 0.9982 

 

  
Figure 8. Mean PSNR for Original and Proposed Algorithms 

 

 
Figure 9. Mean SSIM for Original and Proposed Algorithms 
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Figure 10. Mean MSE for Original and Proposed Algorithms 

 

  
Figure 11. Mean PSNR for Original and Proposed Algorithms 

 

 
Figure 12. Mean SSIM for Original and Proposed Algorithms 
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between the results of Section 3 and Section 4. 
In terms of quality assessment Table 3 clearly shows 

the advantage of Proposed Algorithm 1 over Proposed 
Algorithm 2 and even the Original algorithm as it was 
able to achieve the smallest values for the MSE index 
over 4 different test sequences. Table 4 backs the results 
shown in Table 3, and also shows that the different in 
quality measured by the PSNR index between the ori-
ginnal algorithm and Proposed Algorithm 2 is not high, 
which means that both achieve comparable qualities. 
Table 5 shows that according to a more (HVS) based 
index, Proposed Algorithm 1 still achieve the best result 
with the original algorithm coming in second place, and 
proposed algorithm achieving lower structural similarity 
than both. However the values in this table indicate that 
the results for the three algorithms are all almost in the 
same range, and achieve what is considered high struc-
tural similarity. These improved results achieved by the 
proposed algorithms compared to the original one are 
due to applying the dyadic symmetry on the transforma-
tion matrix odd-frequency part which makes the trans-
formation matrix as a whole symmetric and hence elimi-
nates the transformation error as the product of the 
transformation matrix multiplied by its transpose will 
yield an identity matrix. 

As for the complexity point of view, taking into con-
sideration that multiplications are the process in terms of 
complexity and hardware followed by additions and fi-
nally shifts. Table 1 clearly shows the superiority of 
proposed Algorithm 2 over the other two algorithms in 
terms of less complexity, and emphasis the fact that both 
of the proposed algorithms are multiplication-free, also 
the table shows that proposed Algorithm 1 is far less 
complex than the original algorithm, although it requires 
two more additions than the original algorithm, it has no 
multiplications and small number of shifts. 

Finally form all the results obtained in this section, it 
can be concluded that the proposed Algorithm 1 achieves 
the highest quality in encoding and decoding while main-
taining less complexity than the original algorithm, which 
means that it would be suitable for quality-oriented appli-
cations, however on the other hand proposed Algorithm 2 
achieves the dramatically less complexity than the origi-
nal algorithm without having any noticeable or detectable 
quality degradation, which makes this algorithm suitable 
for speed or hardware oriented applications. 

6. Conclusions 
A new 16 × 16 DCT matrix was recently introduced for 
the highly anticipated H.265 standard, this DCT matrix is 

developed for high definition videos encoding and de-
coding, the aim is to make them less complex and faster 
for video communication and transmission, like in high 
definition broadcasting and storage. Two new algorithms 
were proposed in this paper. The first technique is a 
quality oriented algorithm while offering multiplica-
tion-free complexity. The second algorithm is a com-
plexity and speed oriented algorithm while maintaining 
almost the same quality offered by the original algorithm. 

The aim of proposing an efficient fast 1-D algorithm 
for this DCT matrix is to reduce the complexity and 
hence the hardware and increase the speed of computa-
tion to meet the constantly improving demands in the 
fields of communication and transmission. Quality As-
sessment Tests were carried out and the quality metrics 
MSE, PSNR and SSIM were calculated to evaluate the 
performance of the proposed algorithms compared to the 
original one. The test results showed that the first pro-
posed algorithm offers better quality, objective and sub-
jective, while offering less complexity and multiplica-
tion-free computation. While the second proposed algo-
rithm offers almost the same quality, objective and sub-
jective, while offering much less complexity and multip-
lication-free computation than the original algorithm and 
the first proposed one. 
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ABSTRACT 

In many medical image segmentation applications identifying and extracting the region of interest (ROI) accurately is 
an important step. The usual approach to extract ROI is to apply image segmentation methods. In this paper, we focus 
on extracting ROI by segmentation based on visual attended locations. Chan-Vese active contour model is used for im-
age segmentation and attended locations are determined by SaliencyToolbox. The implementation of the toolbox is ex-
tension of the saliency map-based model of bottom-up attention, by a process of inferring the extent of a proto-object at 
the attended location from the maps that are used to compute the saliency map. When the set of regions of interest is 
selected, these regions need to be represented with the highest quality while the remaining parts of the processed image 
could be represented with a lower quality. The method has been successfully tested on medical images and ROIs are 
extracted. 
 
Keywords: Active Contours, Selective Visual Attention, Image Segmentation, Telemedicine 

1. Introduction 

Identifying and extracting the region of interest (ROI) 
accurately is an important step before coding and com-
pressing the image data for efficient transmission or 
storage. The main requirement for multimedia encod-
ing techniques is achieving high level ratio of com-
pression for effective use of bandwidth and energy 
consumption. There is an increased demand for faster 
transmitting diagnostic medical images in telemedicine 
applications. ROI must be compressed by lossless or 
near lossless algorithm while on the other hand, the 
background region must be compressed with some loss 
of information that is still recognizable using JP2K 
standard or Inverse Difference Pyramidal (IDP) de-
composition (Figure 1). 

There are a wide variety of approaches for the seg-
mentation problem. One of the popular approaches is 
active contour models, also called snakes. The basic 
idea is to start with a curve around the object to be de-
tected, the curve moves towards an “optimal” position 
and shape by minimizing its own energy. Based on the 
Mumford-Shah functional [1-3] for segmentation, Chan 
and Vese [4] proposed a new level set model for active 
contours to detect objects whose boundaries are not 

necessarily defined by a gradient.  
Visual attention is the process of selecting and get-

ting visual information based on saliency in the image 
itself (bottom-up), and on prior knowledge about 
scenes, objects and their interrelations (top-down) [5,6]. 
Visual attention addresses both problems by selectively 
enhancing perception at the attended location, and by 
successively shifting the focus of attention to multiple 
locations. It is also important for selecting the object of 
interest from the input information and [7] provides the 
brain with a mechanism of focusing computational 
resources on one object at a time, either driven by 
low-level image properties (bottom-up attention) or 
based on a specific task (top-down attention). Moving 
the focus of attention to locations one by one enables 
sequential recognition of objects at these locations. The 
more one knows about an image, the higher the 
top-down influence part will be. On the other side, for 
an unknown image, the bottom-up attention mechanism 
is very important. This is the case when no medical 
doctor is sending remotely the image.  

Hu et al. [8] used visual attention algorithm to define a 
method leading to the automatic choice of the best fea-
tures for a given medical application. Mancas presents 
application of computational attention in medical images  
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Figure 1. Illustration of the image decomposition called 
Inverse Difference Pyramid (IDP) [9] 
 
[10]. Attention may be due to: 1) local properties (a fea-
ture saliency depends on its neighborhood); 2) global 
properties (a feature saliency depends on the whole vis-
ual field). Attention model can be applied directly on the 
medical images in order to find rare grey level: for in-
stance liver images, where only the grey level variations 
should be enough to detect pathologies. 

Here ROI was extracted with active contours based on 
selective visual attention. Chan-Vese active contour 
model is used for image segmentation and attended loca-
tions are determined by SaliencyToolbox [11] which is 
extension of the saliency map-based model of bottom-up 
attention [12], by a process of inferring the extent of a 
proto-object at the attended location from the maps that 
are used to compute the saliency map. In this paper we 
extend our previous study of markless segmentation of 
medical images [13]. Here we compare results using dif-
ferent local and global features for a coarse localization 
of possibly pathological areas. We also show the results 
extracting multiple ROIs in a single image. The paper is 
organized as follows: Section 2 provides an overview of 
the Chan-Vese model. Section 3 presents the bottom-up 
salient region selection model. Section 4 describes the 
application of our approach. Section 5 presents the con-
clusions of this paper in a summary. 

2. Chan-Vese Model  

The Mumford-Shah model [1-3] is a variational problem 
for approximating a given image by a piecewise smooth 
image of minimal complexity. Let u be differentiable on 
R and allowed to be discontinuous across C , Mum-
ford-Shah energy functional is as follows: 

22
2

\

1
( , ) ( )

R R C

F C f dx dx C   


         (1) 

where R  is the image domain, f  is the feature intensity, 

C  is the curve,   is the smoothed image, C  is the 

arc length of C  and ,   are positive parameters. 
Segmentation problem is restated as finding optimal ap-
proximations of g  by piece-wise smooth functions u , 

whose restrictions to the regions are differentiable. 
The Chan-Vese model [4] is a special case of the 

Mumford Shah model by restricting (1) to piece-wise 
constant functions   and looking for the best approxi-

mation   of f taking only two values. Then the en-

ergy functional in (1) is expressed in terms of the level 
set function by replacing the C  by Lipschitz function 
 : 

  2
1 2 1( , , ) ( ) ( )( )

R

F c c H H c f         

2
2(1 ( ))( ) ]H c f dx            (2) 

where H is the Heaviside function, defined by: 

1, 0
( )

0, 0

if z
H z

if z

  


 

and H is the regularization of H. 

Constant functions 1c  and 2c of level sets can be ex-

pressed by minimizing the energy functional with respect 
to the constants and keeping the level sets fixed: 
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           (4) 

Combining the energy terms and replacing the singular 

term ' ( )H   by  , the corresponding Euler-Lagrange 

equation for  , using gradient descent in artificial time 

leads to: 

 2 2
1 2( ) [( ) ( ) ]c f c f

t

    
     


   (5) 

where ( )  is the curvature of the level sets and 

( ) ( )div
 



 


. A multigrid scheme on the discre-

tized Euler-Lagrange Equation (5) is used for the mini-
mization of Chan-Vese energy functional. 

1 2
1 2

, ,
inf ( , , )
c c

F c c


              (6) 

which is 

 2
1 2 1min ( , , ) [( )

D

F c c c f


       

2
2( ) ]c f dx               (7) 

The explicit formula provided by (5) is solved by us-
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ing gradient descent procedure as described in [14]. 

3. Bottom-Up Salient Region Selection  
Model  

The model of bottom-up salient region selection pre-
sented by [7,11] based on the model of saliency-based 
bottom-up attention by Itti-Koch [15,16] is implemented 
as part of the SaliencyToolbox [11]. This model intro-
duces a process of inferring the extent of a proto-object 
at the attended location from the maps that are used to 
compute the saliency map.  

Itti-Koch model [15,16] is a bottom-up selective visual 
attention based on serially scanning a saliency map that 
is computed from local feature contrasts, for salient loca-
tions in the order of decreasing saliency (Figure 2). Pre-
sented with a manually preprocessed input image, their 
model replicates human viewing behavior for artificial 
and natural scenes. 

Visual input [14] is first decomposed into a set of to-
pographic feature maps. Different spatial locations then 
compete for saliency within each map, such that only 
locations which locally stand out from their surround can 
persist. All feature maps feed, in a purely bottom-up 
manner, into a master saliency map. The purpose of the 
saliency map is to represent the saliency at every location 
in the visual field by a scalar quantity and to guide the 
selection of attended locations, based on the spatial dis-
tribution of saliency. However this model’s usefulness 
[17] as a front-end for object recognition is limited by the 
fact that its output is merely a pair of coordinates in the 
image corresponding to the most salient location. 

This model is extended [7,11] by a process of inferring 
the extent of a proto-object, contiguous region of high 
activity in feature map, at the attended location from the 
maps that are used to compute the saliency map. This is 
 

 
Figure 2. General architecture of Itti-Koch model [14] 

achieved by introducing feedback connections in the sa-
liency computation hierarchy in order to estimate the 
proto-object region based on the maps and salient loca-
tions computed in Itti-Koch model [15,16]. Different 
visual features that contribute to attentive selection are 
combined into one single topographically oriented sali-
ency map which integrates the normalized information 
from the individual feature maps into one global measure 
of conspicuity. 

The locations [7] in the saliency map compete for the 
highest saliency value by means of a winner take-all 
(WTA) networks of integrate-and-fire neurons. The win-
ning of this process is attended to, and the saliency map 
is inhibited. Continuing WTA competition produces the 
second most salient location, which is attended to subse-
quently and then inhibited, thus allowing the model to 
simulate a scan path over the image in the order of de-
creasing saliency of the attended locations. 

4. Experimental Results 

Image segmentations of attended locations of four medi-
cal images were used in the application of the new ap-
proach to image segmentation. All conspicuity maps, 
saliency maps, WTAs and attended locations are operated 
by SaliencyToolbox [11]. The saliency map is summed 
by conspicuity maps that provide information of color, 
intensity and orientation. The attended locations are set 
as initial contours to be segmented by using Chan-Vese 
Model [4].  

For example, in Figure 3, seborrheic keratosis is seg-
mented from a skin image. Figure 4 shows multiple bas-
al cell carcinoma segmentation. Figure 5 and Figure 6 
show segmentation of cherry angiomas of the trunk and 
basal cell carcioma of the cheek, respectively. Table 1 
shows the stimulated time (ms) that attended locations 
(AL) took. Global low level attention is applied directly 
on the medical images. Low level features bring some 
top down information about grey levels. A final attention 
map, for example Figure 3(g), can help the contour seg-
mentation algorithm by focusing only at separated re-
gions with the greatest chance of being pathological. This 
approach works on the images where pathological pixel 
grey level is different from normal tissues grey-level. 

For telemedicine applications, we have integrated im-
age segmentation with adaptive compression technique. 
The proposed compression technique is based on the 
hypothesis that image resolution exponentially decreases 
from the fovea to the retina periphery. This hypothesis  
 

Table 1. Simulated time (ms) of attended locations 

 1st AL 2nd AL 3rd AL 4th AL
Figure 3 239,98    
Figure 4 39,171 200,151   
Figure 5 174,193 72,18   
Figure 6 98,189 157,132 167,242 185,115
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            (a)                           (b)                             (c)                           (d) 
 

    
(e)                       (f)                                (g)                              (h) 

Figure 3. (a) Input image; (b) conspicuity map for color contrast; (c) conspicuity map for intensity contrast; (d) conspicuity 
map for orientation contrast; (e) saliency map combined by conspicuity maps; (f) WTA map for the attended location; (g) 
attended location; (h) active contours based on the attended location 
 

    
           (a)                           (b)                              (c)                            (d) 

   
                (e)                                     (f)                                        (g) 

    
             (h)                            (i)                          (j)                             (k) 
Figure 4. (a) Input image; (b) conspicuity map for color contrast; (c) conspicuity map for intensity contrast; (d) conspicuity 
map for skin contrast ; (e) saliency map combined by conspicuity maps; (f) WTA map for the first attended location; (g) 
WTA map for the second attended location; (h) first attended location; (i) active contours based on first attended location; (j) 
second attended location; (k) active contours based first two attended locations 
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            (a)                             (b)                             (c)                            (d) 

   
                 (e)                                   (f)                                      (g) 

    

            (h)                            (i)                            (j)                               (k) 

Figure 5. (a) Input image; (b) conspicuity map for color contrast; (c) conspicuity map for intensity contrast; (d) conspicuity 
map for orientation contrast; (e) saliency map combined by conspicuity maps; (f) WTA map for the first attended location; (g) 
WTA map for the second attended location; (h) first attended location; (i) active contours based on first attended location; (j) 
second attended location; (k) active contours based first two attended locations 
 

     
         (a)                    (b)                       (c)                       (d)                      (e) 

    
            (f)                           (g)                              (h)                             (i) 
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             (j)                           (k)                              (l)                            (m) 

    

             (n)                           (o)                              (p)                            (r) 

Figure 6. (a) Input image; (b) conspicuity map for color contrast; (c) conspicuity map for intensity contrast; (d) conspicuity 
map for orientation contrast; (e) saliency map combined by conspicuity maps; (f-i) WTA maps for the first, second, third and 
fourth attended locations, respectively; (j, l, n, p) WTA maps for the first, second, third and fourth attended locations, re-
spectively; (k, m, o, r) active contours based first fourth attended locations, respectively 
 
can be represented computationally with different resolu-
tions. The visual attention points may be considered as 
the most highlighted areas of the visual attention model. 
These points are the most salient regions in the image. 
When going further from these points of attention, the 
resolution of the other areas dramatically decrease. Dif-
ferent authors work with different filters and different 
kernel size to mimic this perceptual behavior [18]. These 
models ignore contextual information representation. 
When the set of regions of interest is selected, these re-
gions need to be represented with the highest quality 
while the remaining parts of the processed image could 
be represented with a lower quality. In result, higher 
compression is obtained. The adaptive compression tech-
nique proposed is based on new image decomposition 
called Inverse Difference Pyramid (IDP) [9]. This ap-
proach is developed by analogy with the hypothesis for 
the way humans do image recognition using consecutive 
approximations with increasing similarity. A hierarchical 
decomposition is used for the image representation. The 
approximations in the consecutive decomposition layers 
are represented by the neurons in the hidden layers of the 
neural networks (NN) [19]. The most specific features of 
IDP method are that the images are processed in con-
secutive layers with higher quality. This approach offers 
the ability to transfer the image via Internet layer by layer, 
without sending the same information twice. 

5. Conclusions 

The paper presents a new markerless approach for medi-
cal image segmentation by combining saliency attention 
maps with active contours. The Chan-Vese active con-
tour model [4] has been implemented by setting attended 
locations as initial contours. Attended locations are ex-
tracted with SaliencyToolbox [11]. It is anticipated that 
this process will be useful for identifying and extracting 
the ROI accurately. The combination of the two tech-
niques minimizes user interaction and speeds up the en-
tire segmentation process. The method has been suc-
cessfully tested on medical images and the ROI is ex-
tracted. The proposed approach works for allocating tu-
mors in medical images. 
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ABSTRACT 

Automata theory has played an important role in theoretical computer science since last couple of decades. The alge-
braic automaton has emerged with several modern applications, for example, optimization of programs, design of mod-
el checkers, development of theorem provers because of having certain interesting properties and structures from alge-
braic theory of mathematics. Design of a complex system requires functionality and also needs to model its control be-
havior. Z notation has proved to be an effective tool for describing state space of a system and then defining operations 
over it. Consequently, an integration of algebraic automata and Z will be a useful computer tool which can be used for 
modeling of complex systems. In this paper, we have linked algebraic automata and Z defining a relationship between 
fundamentals of these approaches which is refinement of our previous work. At first, we have described strongly con-
nected algebraic automata. Then homomorphism and its variants over strongly connected automata are specified. Next, 
monoid endomorphisms and group automorphisms are formalized. Finally, equivalence of endomorphisms and auto-
morphisms under certain assumptions are described. The specification is analyzed and validated using Z/Eves toolset. 
 
Keywords: Formal Methods, Z notation, Algebraic Automata, Validation and Verification  

1. Introduction 

Now a day, the complex and critical systems have shifted 
from electro-mechanical systems to computerized syst- 
ems. As a result, it requires controlling these systems by 
computer software. When software is used in such com- 
plex systems its failure may cause a huge loss in terms of 
deaths, injuries or financial losses. Therefore, construc- 
ting correct software is as important as its other counter- 
parts including hardware and electro-mechanical systems 
[1]. Formal methods are mathematical approaches used 
for specification of properties of software and hardware 
systems [2]. Using formal methods, we can describe a 
mathematical model of a system and then it can be anal- 
yzed and validated by computer tools such as model 
checkers and theorem provers [3]. Current formal app- 
roaches cannot be applied to develop a system using a 
single formal technique and as a result its integration is 
required with other traditional approaches. That is why 
integration of approaches has become a well-researched 
area [4-10]. There are a large variety of specification 
techniques which are suitable for specific aspects in the 
software development process. For example, Z, algebraic 
techniques, VDM, RAISE and B are usually used for 
defining data types while petri-nets, process algebra and  

automata are best suited for modeling dynamic aspects of 
systems [11]. Because of having well-defined mathe- 
matical syntax and semantics of the formal techniques, it 
is required to identify and link these approaches for 
modeling of consistent, correct and complete computer- 
ized systems. 

There exists a lot of work on integration of approaches 
but does not exist much work on formalization of graphi- 
cal based notations. The work [12,13] of Dong et al. is 
close to ours in which they have integrated Object Z and 
Timed Automata. Another piece of good work is listed in 
[14,15] in which R. L. Constable has given a constructive 
formalization of some important concepts of automata 
using Nuprl. A combination of Z with statecharts is given 
in [9]. A relationship is investigated between Petri-nets 
and Z in [16,17]. An integration of B and UML is given 
in [18,19]. Wechler W. has introduced algebraic struc- 
tures in fuzzy automata [20]. In [21], a treatment of fuzzy 
automata and fuzzy language theory is given when the 
set of possible values is a closed interval [0, 1]. Ito M. has 
described formal languages and automata from the alge- 
braic point of view in which the algebraic structures of 
automata are investigated and then a kind of global the- 
ory is treated [22]. Kaynar D. K et al. has presented a 
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modeling framework of timed computing systems [23]. 
In [24], Godsil C. et al. has presented some ideas of alge- 
braic graphs with an emphasis on current topics rather 
than on classical structures of graphs. 

Automata theory has proved to be a useful tool in 
theoretical computer science since last couple of decades. 
The algebraic automaton is an advanced form of auto- 
mata which has very interesting properties and structures 
from algebraic theory of mathematics. The applications 
of algebraic theory of automata are not limited to com- 
puters but are being seen in many other disciplines of 
science and engineering, for example, representing cha- 
racteristics of natural phenomena in biology [25] and 
modeling of chemical systems using cellular automata 
[26]. Another interesting application, in which a system 
is described for synthesizing physics-based animation 
programs based on hybrid automata, is presented in [27]. 
Because of having special algebraic characteristic, an 
automaton can easily be extended to develop algebraic 
automata.  

In our previous work, some preliminary results on in- 
tegration of algebraic automata and Z notation were pre- 
sented in terms of a formal proof of equivalence in endo- 
morphisms and automorphisms over strongly connected 
automata [28,29]. Few inconsistencies and errors are 
observed there which are presented after correction. For 
example, the set of states in the strongly connected au-
tomata must be finite which was not described correc- 
tly. The homomorphism was defined as a change in state 
using schema structure which is now corrected to define 
as a relationship between two different structures of 
strongly connected automata. The similar corrections 
have been made in defining endomorphism, isomorphism 
and automorphism. Because all of these morphisms are 
reused in defining monoids and groups therefore rest of 
the specifications is refined accordingly. First, we have 
given formal specification of strongly connected alge- 
braic automaton and then homomorphism with its vari- 
ants over the automata are formalized and generalized. 
Next, monoid endomorphisms and group automorphisms 
are described. Finally, a formal proof of their equiva- 
lence is given under certain assumptions. The formal 
models are analyzed and validated using Z/Eves toolset. 

In Section 2, an overview of Z notation is given. In 
Section 3, Formal models of morphisms over algebraic 
automata are provided. In Section 4, an approach is pre- 
sented to analyze the resultant formal models. Conclu- 
 

sion and future work are discussed in Section 5. 

2. An Introduction to Z Notation 
Formal methods are approaches used for describing and 
analyzing properties of software and hardware systems 
[30]. There are several ways in which formal methods 
may be classified. One frequently-made distinction is 
between property oriented and model oriented methods 
[31]. Property oriented approaches are used to describe 
the operations defining their relationships. Property ori-
ented methods usually consist of two parts. The first one 
is the signature part which is used for defining syntax of 
an operation and the other one is an equations part used 
for defining semantics of the operation by a set of axioms 
called the rules. The OBJ language [32] and algebraic 
specification of abstract data types [33] are examples of 
property oriented methods. Model oriented methods are 
used to construct a model of a system and then allows to 
defining operations over it [34]. The Z is a model ori-
ented approach based on set theory and first order predi-
cate logic [35] used for specifying behavior of abstract 
data types and sequential programs.  

A brief overview of Z is given by taking a case from 
the book “Using Z: specification, refinement and proof” 
by Woodcock and Davies [36]. A programming interface 
is taken as case study for file system. A list of operations 
which is defined after defining the entire system is: 1) 
read: used to read a piece of data from a file, 2) write: 
used to write a piece of data to a file, 3) access: may 
change the availability of a file for reading and writing 
over the file of the system. 

A file is represented as a schema using a relation be-
tween storage keys and data elements. Basic set types are 
used for simple specification. The variables name, type, 
keys and data elements of a file are represented as Name, 
Type, Key and Data respectively in Z notation. An axio-
matic definition is used to define a variable null which is 
used to prove that the type of a file cannot be null even 
there are no contents on a file.  

[Name, Type, Key, Data]; null: Type 
A file consists of its contents and type which are spe-

cified by contents and type respectively. The schema 
structure is usually used because of keeping specification 
flexible and extensible. In the predicate part, an invariant 
is described proving that the file type is non null even 
there are no contents in it. As a file can associate a key 
with at most one piece of a data and hence the relation 
contents is assumed to be a partial function. 
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The read operation is defined over the file to interro-
gate its state. A read operation requires an existing key as 
input and provides the corresponding data as output. The 
symbol is used when there is no change in the state. 
Now the structure File means that the bindings of File 
and File’ are of same type and equal in value. The deco-
rated file, File’, represents the next state of the file. In the 

read operation, it is unchanged because the variable k? is 
given as input and the output is returned to the variable 
d!. The symbols ? and ! are used with input and output 
variables respectively. In the predicate part of the schema, 
first it is ensured that the input key k? is in the domain of 
contents. Then the value of data against it is returned to 
the output variable d!. 

 
 

Another operation is defined to write contents over the 
given file. The symbol  is used when there is a change 
in the state. In the schema defined below, the structure 
File gives a relationship between File and File’ repre-
senting that the bindings of File are changed. In this case, 
the write operation defined below replaces the data 

stored under an existing key and provides no output. The 
old value of contents is updated with maplet k? d?. 
The symbol   is an override operator used to replace 
the previous value of a key with the new one in a given 
function. 

 
 

As a system may contain a number of files indexed 
using a set of names and some of which might be open 
hence it consists of two components namely collection of 
files known to the system and set of files currently open. 
The variable file is used as a partial function to associate 

the file name and its contents. The variable open is of 
type of power set of Name. The set of files which are 
open must be a subset of set of total files as described 
below in the schema. 

 
 

As the open and close operations neither change name 
of any file nor add and remove any file hence both are 
the access operations. It may change the availability of a 
file for reading or writing. In the schema FileAccess 

given below, the variable n? is used to check if the file to 
be accessed exist in the system. Further, it is also de-
scribed that the file is left unchanged.
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If we require creating another system with same pat-
tern but with different components, then renaming can be 
used rather than creating the new system from the scratch. 
Renaming is sometimes useful because in this way we 
are able to introduce a different collection of variables 
with the same pattern. For example, we might wish to in- 

 

introduce variables newfile and newopen under the con-
straint of existing system System. In this case, the new 
system NewSystem can be created in horizontal form by 
defining: NewSystem  System[newfile/file, newopen/ 
open] which is equivalent to the schema given below in 
the vertical form. 

 
 
3. Algebraic Automata and Morphisms  

As we know that automata theory has become a basis in 
the theoretical computer science because of its applica-
tions in modeling scientific and engineering problems 
[37-40]. Algebraic automaton has some properties and 
structures from algebraic theory of mathematics. The 
algebraic automata have emerged with several modern 
applications in computer science. Further, the applica-
tions of algebraic theory are not limited to computers but 
are being seen in many other disciplines of science, e.g., 
representing chemical and physical phenomena in chem-
istry and biology. It is a well known fact that a given 
automata may have different implementations and con-
sequently its time and space complexity must be different 
which is one of the major issues in modeling using au-
tomata. Therefore it is required to describe the formal 
specification of automata for its optimal implementation. 
Formal models of algebraic automata are given in this 
section. At first, formal description of some important 
concepts of algebraic automata using Z is given. Homo-
morphism and its variants are described. Then, formal 
description of monoid (group) on a set of endomor-
phisms (automorphisms) is presented. Finally an equiva-
lence of monoid endomorphisms and group automor-
phisms over strongly connected automata is described. It 
is to be noted that the definitions used in this section are 
based on the book “Algebraic Theory of Automata and 
Languages” [22]. 

3.1 Strongly Connected Algebraic Automaton 

A strongly connected automaton is a one for which if for 
any two given states there exists a string s such that the 
delta function connects these states through the string s. 
A strongly connected algebraic automaton (SCAA) is a 
5-tuple (Q, ∑, δ, T, Epsilon), where 1) Q is a finite non-
empty set of states, 2) ∑ is a finite set of alphabets, 3) δ 
is a transition function which takes a state and a string 
and produces a state, 4) T is a set of strings where each 
string is based on set of alphabets and 5) Epsilon is a null 
string. To formalize SCAA, Q and ∑ are denoted by S 

and X respectively at an abstract level of specification [S, 
X]. 

To describe a set of states for SCAA, a variable states 
is introduced. Since, a given state q is of type Q therefore 
states must be of type of power set of Q. For a set of al-
phabets, the variable alphabets is used which is of type 
of power set of X. As we know that δ is a function be-
cause for each input (q, u), where q is a state and u is a 
string there must be a unique state, which is image of (q, 
u) under the transition function δ. Hence we can declare 
δ as, S × seq X → S. 

The delta function takes a state and a string as input 
and produces the same state or new state as output. Be-
cause we need to compute the set of all the strings based 
on the set of alphabets and hence the fourth variable is 
used and denoted by strings which is of type of power set 
of set of all the sequences, i.e., P(seq X). As we know 

that a sequence can be empty and hence a fifth variable is 
used representing it and is denoted by epsilon of type seq 
X. The schema structure is used for composition because 
it is very powerful at abstract level of specification and 
helps in describing a good specification approach. All of 
the above components are encapsulated and put in the 
schema named as SCAA. The formal description of the 
connected automaton is described.       

Invariants: 1) The null string is an element of strings. 
2) If the transition function takes a state and null string as 
input, then it produces the same state. 3) For each (s, 
(„aÒ^u)), where s is state, an alphabet and u is a string, the 
delta function is defined as: delta (s, („aÒ ^ u)) = delta 
((delta (s, „aÒ)), u). 4) For any two states q1 and q2, there 
exists a string s such that: delta (q1, s) = q2. 

3.2 Homomorphism and its Variants 

The word homomorphism means “same shape” and is an 
interesting concept because a similarity of structures can 
be verified by it. It is a structure in abstract algebra 
which preserves a mapping between two algebraic struc-
tures, for example, monoid, groups, rings, vector spaces.  
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Now we give formal specification of it and its variants 
over strongly connected automata. In [22], Ito M. has 
given a concept of homomorphism and its variants over 
algebraic automata. 

Let A = (Q1, ∑1, δ1) and B = (Q2, ∑2, δ2) be two 
strongly connected automata represented by SCAAa and 
SCAAb respectively in Z. Let  be a mapping from Q1 
into Q2. If  (δ1(q, x)) = δ2((q), x) holds for any q  
Q1 and x  ∑1, then  is called a homomorphism from 
Q1 to Q2. The formal definitions of both the automata  
 
 

are described by using the concept of renaming.  
SCAAa  SCAA[statesa/states, alphabetsa/alphabets, 

stringsa/strings, deltaa/delta, epsilona/epsilon] 
SCAAb  SCAA[statesb/states, alphabetsb/alphabets, 

stringsb/strings, deltab/delta, epsilonb/epsilon] 
A formal definition of homomorphism from A into B 

in terms of a schema is given below. It consists of three 
components, i.e., SCAAa, SCAAa and row. The variable 
row is a mapping from Q1 into Q2. The sets Q1 and Q2 
are used for states of SCAAa and SCAAb respectively. 

 
 

Invariants: 1) For every q in set of states and s in set 
of strings of the first automata, if the mapping row satis-
fies the condition: row (deltaa (q, s)) = deltab ((row q), s) 
then it conforms a homomorphism from automata SCAAa 
into SCAAb. 

If SCAAa = SCAAb in the homomorphism then it is 
called an endomorphism. The mapping row is defined 
from set of states S into itself. We have induced the for-
mal definition of endomorphism from the definition of 
homomorphism because it is a special case of it. 

 

 
 

Let us define the bijection over two given sets. Let X 
and Y are two nonempty sets. A mapping  from X to Y 

is called one to one if different elements of X have dif-
ferent images in Y. That is,  x1, x2  X; y  Y • (x1) 
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= y and (x2) = y  x1 = x2. The mapping  is called 
onto if each element of Y is an image of some element of 
X. If a mapping is one to one and onto then it is called 
bijective. If the mapping defined in case of homomorph-

ism is bijective from algebraic automata SCAAa to 
SCAAb then it is called an isomorphism and the auto-
mata are said to be isomorphic. Formal description of 
isomorphism from SCAAa to SCAAb is given below. 

 

 
 

Invariants: 1) For all q1, q2 in set of states of SCAAa 
and q in set of states of SCAAb, if images of q1 and q2 
are same under the mapping row then the elements q1 
and q2 must be same. 2) Each element of the set of states 
of automata SCAAb is an image of some element of au-
tomata SCAAa under the mapping row. 

If SCAAa = SCAAb then an isomorphism becomes an 
automorphism. Its formal description is given below 
along with its invariants which are not explained here 
because it is a repetition as given above in the schema 
Isomorphism. 

 

 
 
3.3 Formal Models of Monoid and Group  

Morphisms 

Let G be a nonempty set. The structure (G,*) under bi-
nary operation * is monoid if (i)  x, y  G, x*y  G, (ii) 
 x, y, z  G, (x*y)*z = x*(y*z), that is associative 
property is satisfied, (iii)  x  G, there exists an e  G 
such that x*e = e * x = x, e is an identity of G.  

Let us suppose that E(A) = set of all the endomor-
phisms over the strongly connected automata A. The for- 

mal specification of E(A) in terms of the schema Endo-
morphisms is described below. Two variables are taken, 
the first one, is a set of all endomorphisms which is of 
type of power set of Endomorphism and is denoted by 
endomorphisms and, the second one, is a binary opera-
tion denoted by boperation. It takes two endomorphisms 
as input and produces a new endomorphism. The com-
ponents of Endomorphisms are defined in first part and 
invariants in the second part of it. Now we verify that 
E(A) is a monoid under binary operation defined above. 
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The algebraic structure (G, *) is called a group if 1) it 
is a monoid and 2) for any element x there exists y in G 
such that x*y = y*x = e. That is the inverse of each ele-
ment of G exists. Let us suppose that G (A) = set of all 
automorphisms. For its formal specification, three vari-
ables are assumed. The first one is a set of all automor-

phism of type of power set of Automorphism. The second 
one is an identity element and the last one is binary op-
eration denoted by boperation. It takes two automor-
phisms as input and produces a new automorphism as an 
output. 

 

 
 

Invariant: The last one property verifies existence of 
inverse of each element in set G (A). The first three 
properties are same as in case of monoid endomorphisms 
defined above. 

Now we verify that the sets of endomorphisms and 
automorphisms over strongly connected algebraic auto-
mata are same. This verification is done in terms of a 

schema named as Equivalence. There are three inputs to 
this schema which are Endomorphism, Endomorphisms 
and Automorphisms. At first, it is described that set of all 
endomorphisms are bijective and then it is checked that 
the number of elements must be same in both of the 
morphisms. 

 
 

Invariant: 1) There is a one to one correspondence 
between the set of Endomorphisms and Automorphisms. 
2) Both the sets Endomorphisms and Automorphisms are 
of same type. 3) The total number of elements in both the 
morphisms are equal. 

4. Model Analysis 

As we know there does not exist any computer tool which 

may guarantee about the correctness of a computer 
model. That is why we believe that even the specification 
is written, in any of the formal languages, it may contain 
potential errors. These errors may range from syntax er-
rors to hazardous inconsistencies. The Z/Eves is one of 
the most powerful tools which can be used for analyzing 
the specification written in Z. It is integrated with various 
facilities which provide rigorous analysis increasing con-
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fidence over the system to be developed. Further, it is to 
be mentioned that it has automated deduction capability 
and it supports the entire Z notation.  

A snapshot of the analyzed specification is presented 
below in Figure 1. The first column on left most of the 
figure shows a status of the syntax checking and the sec-
ond one presents the status of proof correctness. The 
symbol ‘Y’ shows that specification is correct syntacti-
cally and proof is correct while the symbol ‘N’ represents 
that errors are identified. In the schema, it is checked that 
the specification is correct in syntax and has a correct 
proof. 

Formal specification of a system can be manipulated 
by using a set of rules based on mathematical formulae 
provided by such computer tools. These tools allow us to 
explore properties of the systems to prove that the speci-
fication of a system has certain meanings. The Z/Eves is 
one of the powerful tools used in our research to explore 
and analyze the specification which is a resultant of the 
integration of approaches proposed in this paper. 

5. Conclusions 

The main objective of this research was linking algebraic 

automata and formal methods. To achieve this objective, 
an integration of some fundamental concepts of strongly 
connected algebraic automata and Z notation is proposed. 
At first we described formal specification of strongly 
connected algebraic automaton. Then we described two 
important concepts of homomorphism and isomorphism 
over the same automata. Extended forms of homomorph-
ism and isomorphism were formalized by making the 
reuse of the components. In next, monoid endomor-
phisms and group automorphisms were described. Fi-
nally, a formal proof of equivalence between monoid 
endomorphisms and group automorphisms over strongly 
connected algebraic automata was verified. It is to be 
mentioned that preliminary results of this research were 
presented in [28] and [29] where some inconsistencies 
and error were identified which are refined and corrected 
in this work. 

Why and what kind of integration is required, were 
two basic questions in our mind before initiating this 
research. Automata are best suited for modeling behavior 
while formal methods are very useful describing proper-
ties and state space of a system. An exhaustive survey of 
existing work was made before initiating this research.  

 

 

Figure 1. Snapshot of the tool used for model analysis 
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Some interesting work [41-43] was found but our work 
and approach are different because of abstract and con-
ceptual level integration of Z and algebraic automata. We 
believe that this work will be useful in development of 
integrated tools increasing their modeling power. It is to 
be mentioned that most of the researchers have either 
taken some examples in defining integration of ap-
proaches or addressed only some aspects. There is also a 
lack of formalism which can be supported by computer 
tools. Our work is different from others because we have 
given a generic approach to link Z and algebraic auto-
mata which is verified by the Z/Eves toolset. 

After integration, we have observed that a natural rela-
tionship exists between Z and algebraic automata. This 
work is also important because formalizing graph based 
notation is not easy as there has been little tradition of 
formalization in it due to concreteness of graphs [44]. 
Our work is useful for researchers interested in integra-
tion of approaches. We believe that this research is also 
useful because it is focused on general principles and 
concepts and this integration can be used for modeling 
systems after required reduction. The Z/Eves toolset 
made it possible to capture the conceptual errors which 
otherwise could not have been identified. 
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ABSTRACT 

The intake air control system of a gasoline engine is a typical nonlinear system, and included among the adverse fac-
tors that always induce poor idle-speed control stability are dead time and disturbances in the intake air control proc-
ess. In this paper, to improve the responsiveness when idling with regard to disturbances, a mean-value engine model 
(MVEM) with dead time was constructed as the control object, and the two servo structures of sliding mode control 
(SMC) were studied for better idle control performance, especially in transient process of speed change. The simulation 
results confirmed that under the constraint condition of control input, the robustness of idle speed control that is being 
subjected to torque disturbances and noise disturbances can be greatly improved by use of the servo structure II. 
 
Keywords: SI Engine, Idle Speed Control, Variable Structure, Integral Sliding Mode Control, Simulation 

1. Introduction 

Idle speed is the minimum operating speed of a combus-
tion engine. Most of the driving time of urban traffic 
consists of periods when the engine is idling. Further-
more, if the idle speed can be reduced to 100 rpm (revo-
lutions per minute) by improving the control method, 
fuel consumption will be reduced by 2 to 5%. Therefore, 
significant fuel economy and emissions improvements 
can be achieved by lowering the idle speed of an engine. 
In order to achieve a relatively lower idle speed while at 
the same time preventing the engine from stalling, it is 
necessary to maintain a stable idle speed in the presence 
of disturbances, both known disturbances (e.g. stationary 
steering and evaporation-gas purges) and unknown.  

The automotive engine is a typical nonlinear, time- 
delay, time-varying parameter system. Recently there are 
many studies that apply control theories such as LQG, 
PID, adaptive control to idle-speed control [1,2]. In par-
ticular, because variable structure control is suitable for 
systems that are linear or nonlinear, continual or discrete, 
certain or uncertain, the application of sliding mode con-
trol is regarded as a solution to the problem of improving 
idle-speed control. Nevertheless, there are some studies 
is applying this theory [3-5]. However, idle-speed control 
should be investigated practically; in other words, the 
issues that typically constrain the application of SMC are 
how to improve the transient process of an idle control 

system and how to alleviate chattering, especially quasi- 
sliding mode is used against chattering recently [6,7]. 
Consequently, in this paper, idle speed control was stud-
ied based on a non-linear gasoline engine model, and an 
servo system of SMC was modified. As PID (propor-
tional–integral–derivative) controllers are usually used 
for idle speed control in practical application, a PID con-
trol and sliding mode control (SMC) were employed to 
improve idle-speed control. Several disturbances such as 
torque and fuel disturbances were added into the engine 
model to test the responsiveness and stability of three 
control methods. Sudden start operation was also studied 
during fuel disturbances. Moreover, an integral type of 
control input instead of quasi-sliding mode is employed 
for chattering alleviation. The system was simulated by 
MATLAB/Simulink. According to the results of simula-
tions, the robustness of idle-speed control was improved 
by using SMC.  

2. Sliding Mode Control Design 

SMC is a type of variable structure control in which the 
dynamics of a nonlinear system are altered by the appli-
cation of a high-frequency switching control [8]. In other 
words, SMC uses practically infinite gain to force the 
trajectories of a dynamic system to slide along a re-
stricted sliding mode subspace. This is an important, ro-
bust control approach that provides an adaptive approach 
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to dealing with parametric, uncertain parametric, and 
uncertain disturbance systems. If a switching surface is 
appropriately designed with desirable characteristics, the 
system will exhibit desirable behavior when confined to 
this switching surface. In order to achieve the target val-
ue, idle-speed control can be studied as a servo system. 
Here, two servo systems using SMC were designed as 
follows. 

2.1 Servo System I Using SMC  

Consider the system 

x Ax Bu   

1 111 1

1

0n

n n nn n n

x xa a

u

x a a x b
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             
            

 
     
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      (1) 

1y x  

Where x is the state vector, y is the output, and u is the 
scalar. To achieve a servo system, a new state z is in-
serted and a new input r as a target input is also neces-
sary. Accordingly, Equation (1) is extended as in Equa-
tion (2). 
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 (2) 

The switching surface is defined as 

( )x Sx   

( )x Sx                    (3) 

When the system is in sliding mode state, a dynamic 
characteristic is exhibited. Firstly, taking into considera-
tion non-linear factors and uncertain disturbances, the 
equivalent control for the SMC is usually employed. 

 

Figure 1. Engine control system 

eq nlu u u                 (4) 

As is well known, when the system is on the switching 
surface, it maintains 0   . Hence, by using Sx   , 
substituting Equation (2) into Equation (3) gives the fol-
lowing: 

0eqSx SAx SBu SEr              (5) 

1( ) ( )equ SB SAx SEr    

Here, 1( )SB  can be used, but only when SB  is the 

nonsingular matrix, i.e. 0SB  . So one part of the con-

trol input can be obtained, and another part nlu  is used 
only for uncertain factors such as disturbances and 
non-linear issues. In general, nlu  is designed as follows: 

sgn( )nlu K                (6) 

K is the switching gain, and. sgn( )  is the signal 
function that can makes the system robust, but in the 
same way it leads to chattering, which is undesirable. 

Next, the parametric vector S in the switching surface 
equation is required for deciding the existence of sliding 
mode. There are a few methods for the S design. Pole 
deployment (see Equation (7)) and the Riccati equation 
(see Equation (8)) are usually employed.  

   1
x I B SB S Ax Er


              (7) 

0T TPA A P PBB P Q

A A I
 

 
   

 
         (8) 

0   is assumed for the stability margin coefficient  . 
TS B P  

Finally, according to Lyapunov’s second theorem on 
stability, the reachability of sliding mode is assumed to 
be proved. 

sgn( ) 0V                   (9) 

where 0   But in the theory of SMC, the two main 
issues are the improvement of robustness with regard to 
uncertain disturbances and the alleviation of chattering, 
and these issues restrict the scope of application of SMC 
to an extent. 

2.2 Servo System II Using Modified SMC 

In this section, to solve the two aforementioned problems, 
the design method of SMC was modified. The structure 
is shown in Figure 2.  

The reader will remember the expansion servo system 
described in Equation (2). Here another state variable 

was used, and the derivative zof the target value and 
the model output was inserted, which was expected to im-
prove the robustness of whichever engine control system 
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Figure 2. Block diagram 
 
is being used in the operating mode of holding a lower 
idle speed or of a sudden start. 

Equation (2) can be rewritten as follows: 
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    (10) 

1i iH a  1rz x    1rz x   1rz x dt   

The S in the hyper-plane was designed by using the 
Riccati equation if and only if it has a solution. The 
equivalent control input was solved by using Equation 
(8). The alleviation of chattering was expected, but while 
the smoothing function seems to alleviate or remove 
chattering, it will in all probability weaken the robustness 
of the system. As a result, the original signum function 
was kept, and the authors hoped that gain K would 
gradually get smaller so that chattering would be allevi-
ated with a lessening of switch gain K. For this purpose, 
gain K was attained with the integration of the switching 
function   [9]. Thus, gain K was higher when the sys-
tem was in reaching mode, and fell when the system was 
in sliding mode. This not only alleviated chattering, but 
also maintained the robustness of the system. 

   1

eq r ru SB SAx SE SE 
            (11) 
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 
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0
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dt     
 

 
 

When the integer 0  , 0   and when 0  , 
0  , it was assumed that the larger switching gain at 

reaching mode will be alleviated. 
Substituting (11), (12) into (9) gives  

 sgn 0V K K              (13) 

The existence of the sliding mode and reachability is 
proved based on Lyapunov’s second theorem on stability. 
The modified servo control system of SMC was verified 
by its application to idle speed control. The effect of 
chattering alleviation is shown in Figure 3. The cSMC 
denotes conventional SMC and the pSMC denotes modi-
fied SMC. 

3. Application to Idling Speed Control  
System 

The control system of a spark-ignition engine (SI engine), 
which was chosen as the target of this study on 
idle-speed control is shown in Figure 1. The intake air 
flow is adjusted to reach a certain engine speed by ad-
justing the angle and position of the electronic throttle. 
The crank angle sensor detects the engine speed; and the 
angle and position of the electronic throttle depend on the 
controller in the engine control unit. Then the throttle 
adjusts the amount of air supply to the cylinder. After 
that fuel proportionate to the air flow is injected into the 
cylinder. Thus, the torque produced by the combustion of 
the fuel maintains a constant engine speed. 

The idle-speed control system for the regulation of in-
take air flow is shown in Figure 4. The basic input is the 
equivalent electronic throttle opening angle θ, which is 
restricted within a finite opening scale and the controlled  
output is engine speed Ne [rpm]. Because of the in-
versely-proportional relationship between the dead time 
L and the engine speed Ne [rpm], the dead time is de-
rived from the feedback of the output of the system. In 
view of the disturbances in an actual engine, three dis-
turbances are loaded into the engine model. Two distur-
bances, D1 and D2, are added as transitional disturbances 
before and after the dead time, taking evaporative purge 
and stationary steering into consideration. The measured 
engine speed D3 is also added as a steady disturbance to 
simulate the combustion fluctuation of an actual engine. 
 

 

Figure 3. Non-linear control output by step response 

Time [s] 
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Figure 4. Model for idle-speed control 
 

a) Intake air flow is in direct proportion to throttle an-
gle. Since the throttle is driven by the motor, it causes a 
delay, the time constant  . K is the air flow conversion 
factor; the input is θ and output is intake air flow 

inQ  skg / , so that the state equation is  

1

1 1
in in

K
Q Q D

  
            (14) 

1D is the air leak and fuel purge disturbance. 

b) In the manifold and cylinder, the input is inQ  and 
the output is from manifold to cylinder intake air flow 

oQ ,  

 m in o
m

RT
P Q Q

V
               (15)  

120
cl e

o m

V nN
Q P

RT
               (16) 

Equation (16) is substituted into Equation (15), there-
fore:  

( )
120

cl e
m in m

m

V nNRT
P Q P

V RT
           (17) 

mV  is the manifold volume; R is the air constant; T is 
the temperature; and the cylinder pressure is assumed to 
be equal to the manifold pressure. 

c) In combustion, the engine torque e  is in direct 

proportion to the cylinder intake air flow oQ , hence 
60 sL

e o
e

Q Ze
N

              (18) 

Z is the comparison coefficient of unit conversion, and 
the dead time is obtained by 1st order Padé approxi-
mant[10]. The state variable eD  is: 

2 60
e o e

eo

Z
D Q D

L N

 
  

 
          (19) 

The dead time L is a function of engine speed, which 
gives:  

3 2 60

4 e

L
N


                 (20) 

Obtaining torque requires intake, compression and 
combustion; hence the dead time is 3 strokes long. Equa-
tion (21) is obtained from Equations (16) and (19). 

2
2

cl
e e m

ZnV
D P

JRT
                (21) 

d) The engine inertia moment is J, the friction coeffi-
cient is Df, and the disturbance is D2. Then:  

 2

1
e e e fN N D D

J
               (22) 

Equation (21) is substituted into Equation (22), there-
fore:  

2

2 1

2
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J JRT J J
        (23) 

The block diagram shown in Figure 2 is arrived at 
based on the above equations. In addition, the equivalent 
state space is:  
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4. Simulation 

In order to confirm the robustness of the idle-speed con-
trol when disturbances are present, the system was simu-
lated using MATLAB/Simulink. The parameters of the 
engine model in Figure 2 are set according to Table 1.  

Firstly, the initial idle speed of the engine was 700 rpm, 
but, taking into consideration the existence of distur-
bances such as fuel purges and the use of power windows, 
a unit step input was added at 4 seconds for disturbance 
(D1) that results from an evaporation-gas purge in the 
fuel module and another unit step input was added at 12 
seconds for disturbance (D2) that results from stationary 
steering or other types of torque variations in the crank-
shaft module. The simulation results are shown in Figure 
5. 

Here cSMC represents a conventional SMC controller, 
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Table 1. Engine coefficient for simulation 

  Time Constant 0.1[s]

K Air flow conversion factor 0.01

R Gas constant 287.2[J/Kg・K]

T Intake air tempurature 296[K]

Vm Manifold volume 0.00317[m3]

Vcl Cylinder volume 0.00045[m3]

n Number of cylinders 4

Z Unit conversion coefficent 60000

J Engine inertia moment 0.15[Kg・m2]

Df Friction coefficient 0.412[Nm・s]

 

 
Figure 5. Responses for two disturbances 

 
and pSMC represents the modified SMC controller. 
When using a PI controller, the system takes 4 seconds 
and 2.2 seconds, respectively, to deal with two distur-
bances. When using a cSMC, it takes 2.3 seconds and 2.2 
seconds. When using the pSMC, it takes 0.2 seconds and 
0.3 seconds. Also, it appears that pSMC suppressed the 
two disturbances greatly, as the engine speed merely de-
viates to 706 rpm and 645 rpm. On the other hand, PI and 
cSMC have a long response time and provide a weak 
compensation effect. 

Secondly, considering the stability of the feedback 
loop in conditions of noise (D3), engine speed fluctua-
tions measured from an actual engine as background 
noise were used, and were added to the engine speed 
output of the engine model; meanwhile two step distur-
bances also were applied as in the simulation above. The 
three control methods were simulated under the above- 
mentioned conditions. The simulation result is shown in 
Figure 6. The adjustment time when using PI was longer, 
the deviation was bigger than in the case where the other 
two methods were used, although the noise disturbance is 
loaded in the feedback loop. When pSMC was used the 
system still maintained its robustness. 

Third, the responsiveness and tracing ability were con- 

 

 
 

 

Figure 6. Simulation results with loading engine-speed sig-
nal measured in engine experiment 
 
sidered when the engine makes a sudden start from a 
lower idle speed to a higher speed such as 2000 rpm. As 
far as it’s known, there is usually little fuel loss during 
the conditions of a sudden start, due to some fuel drops 
adhering to the manifold, a phenomenon which some-
times leads to an undesirable loss in speed. Therefore, a 
sudden start occurring at 10 seconds was assumed. The 
simulation results are shown in Figure 7. When using PI  
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Figure 7. Simulation result of sudden start from 700 rpm 

 
an overshoot occurred, when using cSMC was no over-
shoot but the adjustment time was not short. It appears 
that, the transition of the sudden start when using pSMC 
is faster than when using PI or cSMC, the time taken by 
pSMC for adjustment being approximately 0.3 seconds. 
So a steady and fast engine start can be achieved by us-
ing pSMC.  

On the other hand, all real world control systems must 
deal with constraints. The constraints acting on a process 
can originate from amplitude limits on control signal, 
slew rate limits of the actuators and limits on output sig-
nals. As a result of constraints, the actual plant input will 
be different from the output of the controller. When this 
happens, the controller output does not drive the plant 
asexpected. Input constraints always appear in the in the 
form of rate constraints: valves and other actuators with 
limited slew rates. These constraints, especially of the 
saturation type, are also often active when a process is 
running at its most profitable condition. They may limit 
production rate. 

In this case, Although the chattering are supposed to 
be alleviated by the way in Section 2, we also need to set 
the relative appropriate switching gain to make sure of 
control input θ operation within normal range. Under the 
target input of a step response which was set from 700 
rpm to 2000 rpm, the system was simulated. Figure 8 
shows the results by using modified SMC. When 50K   
and 50   ,There is no sign that the sum control input 
of equ  and nlu  exceeded the normal opening angle(here 

the ratio of opening angle to full opening angle is regard 
as control input ), and the chattering was also alleviated 
greatly along with the gain getting smaller. 
  Based on the aforementioned simulation results, it can 
be seen that a control system with a modified sliding 
mode controller is more effective with respect to either of 
the two disturbances, as well as regarding noises gener-
ated by the actual engine, so proving the robustness of 
pSMC. And the tracing ability of idle speed also appears 
to be improved in the work condition under the sudden 

 
 

 
 

 

Figure 8. Simulation result under control input constraint 
 
start. In addition, for industrial application, chattering is 
assumed to be alleviated by the use of a class switching 
function with an integral item. 

5．Conclusions 

In this paper, two servo systems of SMC were studied, 
and were applied to idle speed control in order to im-
prove the stability of idling engine speed and raise fuel 
economy. A mean value engine model that includes dead 
time was employed as the control object. The throttle 
opening and the engine speed were regarded as the input 
and output of idle system respectively. The electronic 
throttle angle and engine speed was taken as the input 
and the output of system. Using the nominal state-space 
model, three controllers of PI controller, conventional 
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SMC and modified SMC were constructed. Taking into 
consideration actual engines, three disturbances D1, D2 
and D3 were added in the author’s simulation, where, D1 
and D2 were transition disturbances caused by sudden 
operations, and D3 was a measured value of engine 
speed fluctuation. The simulation results show excellent 
responsiveness and stability when modified SMC was 
used because it can shorten the transient process. Fur-
thermore, under the permission range of constraint con-
dition of control input, chattering which is regarded as an 
obstacle to the application of SMC, was alleviated by 
servo structure II. 
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ABSTRACT 

Requirements elicitation step is of paramount importance in the requirements engineering process. In the distributed 
environment of so-called inter-company cooperative information system, this step is a thorny issue. To elicit require-
ments for an inter-company cooperative information system, we early proposed a methodology called MAMIE (from 
MAcro to MIcro level requirements Elicitation) with an accompanied tool. In MAMIE methodology, requirements are 
the result of composing functional and non-functional concerns. Before non-functional concerns composition, it’s pri-
mary to identify relationships between them. According to the most existing approaches, a non-functional concern may 
have a negative, positive or null contribution on the other non-functional concerns. In this paper, we argue that using 
only these three contributions types is not sufficient to express relationships which may exist between non-functional 
concerns. Thus, we propose a process which aims to identify non-functional concerns’ relationships and model them 
using a fuzzy cognitive map. The resulting model is composed of non-functional concerns, relationships between them 
and the weight of these relationships expressed with linguistics fuzzy values. Using fuzzy cognitive maps to model 
non-functional concerns relationships allows moving from the conventional modelling toward developing a computer 
based model. An example from the textile industry is used to illustrate the applicability of our process. 
 
Keywords: Non-Functional Concerns, Non-Functional Requirements, Soft-Goals, Non-Functional Concerns  

Relationships, Fuzzy Cognitive Maps, Delphi Method 

1. Introduction 

Eliciting requirements for an Inter-company Cooperative 
Information System (ICIS) is challenged by different 
factors; most of which are related to communication be-
tween stakeholders [1]. The geographic and temporal 
distance between stakeholders increases the difficulty to 
elicit requirements [2]. In our previous research [3-5] we 
proposed a methodology named MAMIE (from MAcro 
to MIcro level requirements Elicitation) to elicit re-
quirements for an ICIS. One of the main contributions of 
MAMIE methodology is coupling together goals, sce-
narios and viewpoints. Thus, requirements which do 
emerge from MAMIE methodology exhibit a high degree 
of completeness and consistency and, crucially, will em-
body the principal companies’ goals. In MAMIE, goals, 
scenarios and viewpoints interact in a logical comple-
mentary way, where each concept plays a specific role: 
goals describe the macro-level of requirements; scenarios 
are used to describe the medium-level of requirements; 
whereas viewpoints describe the micro-level of require 

ments. A goal may be: a Functional Concern (FC) or a 
Non-Functional Concern (NFC). We use here the term of 
concern instead of requirement in order to refer to a high 
level of abstraction. A FC represents a primary business 
goal (e.g. build a car) while a NFC (e.g. security, per-
formance, compatibility) is a global property and usually 
refers to a quality of FCs. Requirements are issued from 
the composition of FCs and NFCs. Effectively, a sys-
tem’s utility is determined by both its functionality and 
its non-functionality characteristics [6], known as NFCs, 
non-functional requirements, or also soft-goals.  None-
theless, there has been a lop-sided emphasis in the func-
tionality of the system, even though the functionality is 
not useful or usable without the necessary non-functional 
characteristics [6]. 

Before composing NFCs, the analyst must identify and 
specify relationships between them. The most existing 
approaches differentiate three types of relationships: 
negative (-), positive (+) or null (no contribution) [7-9]. 
The opportunity to compose NFCs depends on the type 
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of these relationships. For example, when two NFCs 
which contribute negatively to each other are composed, 
then one NFC will influence negatively the correct 
working of the other. Based on relationships types among 
NFCs, the analyst may decide if the composition is or 
not. 

The interactions between NFCs need to prioritize 
NFCs and then to define the degree of contribution of a 
NFC to another NFC: two or more NFCs may not con-
tribute with the same degree to a specific NFC. For ex-
ample, Functionality and Aesthetics are two NFCs that 
contribute positively to the NFC Service quality. How-
ever, Functionality ensures Service quality more accu-
rately than Aesthetics. Thus, defining explicit knowledge 
about NFCs interactions may help to improve the com-
position process and then the requirements elicitation 
process. This paper uses fuzzy cognitive maps [10,11] to 
model interactions between NFCs. This formalism is 
known to be used in ill-structured problems solving. It 
allows observing the significance of each factor and its 
influence on other factors and the final decision [12]. In 
our context, a fuzzy cognitive map is composed of (1) 
NFCs, (2) the type of relationships between them, and (3) 
the weights of these relationships which indicate their 
importance.  

The rest of this paper is structured as follows. In Sec-
tion 2 we discuss related works. In Section 3 we give the 
main features of fuzzy cognitive maps. In Section 4 we 
present the three steps of a process to build a FCM which 
identify and model NFCs and their relationships using a 
fuzzy cognitive map. Section 5 shows the application of 
this process to a case study. Finally, concluding remarks 
are provided as well as future research issues. 

2. Related Works 

Most of the early work on NFCs focused on measuring 
how much a software system is in accordance with the 
set of NFCs that it should satisfy, using some form of 
quantitative analysis [13-16], offering predefined metrics 
to assess the degree to which a given software object 
meets a particular NFC. 

Recently, a number of works proposed to use ap-
proaches which explicitly deal with NFCs before metrics 
are applicable [11,17-19]. These works propose the use 
of techniques to justify design decisions on the inclusion 
or exclusion of requirements which will impact on the 
software design. Unlike the metrics approaches, these 
latter approaches are concerned about making NFCs a 
relevant and important part of the software development 
process. 

Boehm and In (1996) propose a knowledge base where 
NFCs are prioritized through stakeholders’ perspectives, 
dealing with NFCs at a high level of abstraction. Kirner 
(1996) describe properties for six NFCs from the 
real-time system domain: performance, reliability, safety, 

security, maintainability and usability. This work pro-
vides heuristics on how to apply the identified properties 
to meet the NFCs and later measure these NFCs. 

A significant advance was introduced when NFCs 
where treated as competing goals that are extensively 
refined and traded off among each other in an attempt to 
arrive at acceptable solutions. The non-functional re-
quirements Framework is one of the few works to deal 
with non-functional requirements starting from the early 
stages of software development through a broader per-
spective. The non-functional requirements Framework [6] 
views non-functional requirements as goals that might 
conflict among each other and must be represented as 
soft-goals to be satisficed. The soft-goal concept was 
introduced to cope with the abstract and informal nature 
of non-functional requirements. 4 types of contribution 
have been proposed to describe relationships among 
non-functional requirements: make (++), help (+), hurt 
(-), break (--). However, as important as getting a 
well-formed and as-complete-as-possible set of contribu-
tion types, we need to understand how to identify and 
model these relationships. None of the above work tack-
les this problem. 

3. Fuzzy Cognitive Maps: A Brief  
Description 

In this section, we describe some features of fuzzy cogni-
tive maps. Cognitive Maps (CMs) were proposed by R. 
Axelrod (1976) in order to solve ill-structured problems. 
A CM is a signed digraph designed to capture the causal 
assertions of a person with respect to a certain domain 
and then uses them in order to analyze the effects of al-
ternative, e.g. policies, business decisions, etc. upon cer-
tain goals. A cognitive map is based on two notions:  
 The concept which is represented by a variable.  
 The causal belief which defines a relationship 

among variables. These relationships link variables to 
each other and they can be either positive or negative.  

Variables that cause a change are called cause vari-
ables while those that undergo the effect of the change in 
the cause variable are called effect variables. If the rela-
tionship is positive, an increase or decrease in a cause 
variable causes the effect variable(s) to change in the 
same direction. If the relationship is negative, then the 
change which the effect variable undergoes is in the op-
posite direction. Figure 1 is a graphical representation of 
a cognitive map, where variables (X, Y, Z, F, W) are 
represented as nodes, and causal relationships as directed 
arrows between variables, thus constructing a signed 
digraph. 

Another way of representing a cognitive map is possi-
ble through an adjacency matrix where one can clearly 
observe the sign of the relationship, while keeping in 
mind that in case of there being an absence of relation-
ship between these two factors, the corresponding entry 
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+
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Figure 1. An example of Cognitive Map [10] 

 
will be empty [10]. Figure 2 shows this matrix (E) that 
represents an example of a CM. 

CMs were developed in simulation, organizational 
strategies modelling, support for strategic problem for-
mulation and decision analysis, knowledge bases con-
struction, managerial problems diagnosis, failure modes 
effects analysis, modelling of social and psychological 
processes, modelling virtual worlds and analysis of their 
behaviour, requirements analysis and systems require-
ments specification [12,20,21]. 

B. Kosko (1986) introduces Fuzzy Cognitive Maps 
(FCMs) i.e. weighted cognitive maps with fuzzy weights. 
It is argued that FCM eliminate the indeterminacy prob-
lem of the total effect. Since its development, fuzzy set 
theory has been advanced and applied in many areas such 
as experts systems and decision making, control engi-
neering, pattern recognition, etc. [21]. It is argued that 
people use fuzzy data, vague rules, etc. and fuzzy sets as 
a mathematical way to represent vagueness [22]. 

 
 +   
   + 
 -   
    

 
Figure 2. Adjacency matrix associated with a cognitive map 
[10] 

Different approaches were proposed for the specifica-
tion of the fuzzy weights in a FCM [23]. One suggestion 
is to ask the experts to assign a real number from the 
interval (0, 1) for each relationship and then calculate the 
average of these numbers. However, it is difficult for the 
experts to assign a real number in order to express their 
beliefs with regard to the strength of relationships. This 
is the reason why partially ordered linguistic variables 
such as weak < moderate < strong, etc. are preferred in-
stead of real number. 

4. A Process to Model NFCs Interaction  
Using Fuzzy Cognitive Maps  

To model interactions between NFCs using a FCM, we 
present in this section a process composed of three steps: 
1) Identify NFCs, 2) Identify relationships between  
NFCs, 3) Specify the fuzzy weights and so provide the 
FCM. A simple view of this process is depicted in Figure 
3. 

4.1 Step 1: Identify NFCs 

The first step consists on identifying all the NFCs of a 
system. NFCs are global properties (assumptions, con-
straints, etc.) that can influence part or the whole system 
[6]. NFCs can be identified using several approaches 
such as those used to identify goals. Here we have taken 
the main ideas from Chung (2000) who proposed a cata-
logue of NFCs.  
  The analyst with the other stakeholders identifies 
which subset of these NFCs is applicable to the system. 
For each entry in the catalogue, we must decide whether 
it would be useful in our system or not. 
  For example, if the owner of a vehicle has to indicate, 
during registration, his/her bank account details, so that 
automatic transfers can be performed automatically, then 
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Figure 3. Steps needed to model NFCs interactions using a FCM 
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Security is an issue that the system needs to address. 
Other NFCs may be identified in this example from ca-
talogue are Legal Issues and Correctness. Certain NFCs 
appear time and again during system development and 
most of them are likely to be domain-specific [6].   

4.2 Step 2: Identify Relationships between NFCs 

The objective of this step is to understand and define the 
relations between the identified NFCs. When the NFCs 
and their relations are clearly recognized, it is possible to 
establish the final CM.  

In order to determine relations between NFCs, the 
analyst asks advices to a panel of experts. The analyst 
chooses experts according to their experience and back-
ground in the field. The number of experts may depend 
on the characteristics of the field. One of the most recent 
studies suggests a range of 10 to 18 to be an ideal num-
ber for each panel of experts [24] 

The analyst starts by designing an initial/draft CM, ei-
ther alone or with help of an expert. In order to reach 
consensus between experts, several techniques have been 
proposed [25]. Here, due to its simplicity we adopt Del-
phi methodology. Delphi is used to structure the commu-
nication process within a group of experts in order to 
reach a consensus regarding a complex problem [26]. 
Delphi method is organised in two consulting rounds. 
After the first round the experts receive feedback reports. 
They have the opportunity of improving their own opin-
ion based on this feedback. 

At the beginning of the second round experts are pro-
vided with information about deviations from the first 
round. Often a larger consensus than the first round can 
be observed. The goal is to obtain consensus and get all 
experts to go toward the average [26].  

To apply Delphi in our context, we define the follow-
ing steps: 

1) The first round. 
 The analyst gives the initial CM to all chosen ex-

perts. 
 The analyst asks them to check and comments the 

initial CM. 
 Experts may change the type of relationships be-

tween NFCs in the initial CM (e.g. from negative contri-
bution to positive contribution), they may also delete 
existing relationships; add new relationships or new 
NFCs. 
 The analyst revises the draft CM on the basis of the 

answers of experts and builds a new CM. For each rela-
tionship in the new CM, the analyst determines the num-
ber of experts who issues the same evaluation (positive, 
negative or null). These results are collected in a table. 

2) The second round. 
 The new CM with the table resulting from the first 

round are sent to experts for revision. Instructions for 
giving advices are the same as in the first round. 

 The analyst collects the results of the second round. 
A consensus is reached either because the experts are 
influenced by the others in the second round, or because 
they have realized that their previous opinion was erro-
neous.   
 The analyst builds the final version of the CM, 

based on the answers of the experts.  
The purpose of the next step is to extend this CM to a 

FCM. 

4.3 Step 3: Specify the Fuzzy Weights and so  
Provide the FCM 

Up to the previous step, the cognitive map has been pro-
duced. In this cognitive map, no certain strengths for 
causal relations between NFCs are considered. The objec-
tive of this step is to provide such strength for the relations 
using the fuzzy set theory. To do so, each mutual relation-
ship includes one linguistic fuzzy weight which deter-
mines the accuracy of the expert choice. Following W. R. 
Zhang (1989) (1992) [27,28] we use the linguistic fuzzy 
weights instead of real values for weights, since they 
make it easier for the planners to express their beliefs. 

These linguistic fuzzy weights bring about a more 
thorough and understandable vision for the decision 
makers by mapping the ideas of the experts into a logic 
which could be processed [29]. 

In order to identify the linguistic fuzzy weights the 
analyst identifies the response to the following question 
for each relationship in the CM: 

How strong, the causal relationship between NFCs in 
the final CM is? 

The response to this question is an element from the 
following set: {Weak, Moderate, Strong, and Undefined}, 
where Weak < Moderate < Strong. 

In order to express their beliefs in the strength of a 
certain causal relationship as being strong, moderate, or 
weak, the experts assign fuzzy weights to all of the rela-
tionships in the cognitive map. The corresponding fuzzy 
weights range is between 0 and 1. The goal of this step is 
not to reach a consensus between experts, thus the ana-
lyst is not limited by any number of experts. To give 
weights to the CM, the analyst chooses a number of ex-
perts from the panel of experts who agree with the CM 
obtained in the previous step. 

The evaluations of the weight of a specific relationship 
may be different over experts. In order to aggregate all 
these evaluations, we propose to compute the average of 
these weights. The result may classify the strength of 
relationships as weak, moderate or strong.  

5. A Case Study 

A group of specialized companies in a regional environ-
ment wish to cooperate together in order to produce a 
range of textile products. These groups of 5 participating 
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companies with their locations are the following:  
 The fiber producer company (Morocco). 
 The knitting mills and weaver company (France).  
 The dyer and finisher company (France). 
 The designer company (Spain).  
 And the manufacturer company (Italy). 
The analyst who is in France applies MAMIE method-

ology to elicit requirements for the future system. In this 
paper, we present the result of applying the process pre-
sented to identify and model relationships between 
NFCs.  

5.1 Step 1: Identify NFCs  

The analyst with the other stakeholders has identified the 
following set of NFCs: Product quality (NFC1), Func-
tionality (NFC2), Product cost (NFC3) and Competitive-
ness (NFC4).  

5.2 Step 2: Identify Relationships between NFCs 

The result of this step is a final CM. To obtain it, the 
analyst chooses 10 experts. S/he starts by building an 
initial CM with one expert. Figure 4 depicts the result of 
this sub-step. 

In order to obtain the final CM, the analyst applies 
Delphi method. Table 1 summarises the advices of the 
experts on the initial CM: for each relationship between 
NFCs, the table collects the number of experts who agree 
with its type (positive, negative or null). 

We may remark that: 
 The experts reach a consensus for almost all the re-

lationships, i.e. in most cases they have responded in the 
same way. 
 Product aesthetics (NFC5) is a new NFC added by 6 

experts. They estimate that it has a positive relation with 
Product quality NFC (NFC1) 

According to the consequences of the first round of Del- 
 

Functionality 
(NFC2) 

Product Quality 
(NFC1) 

Product Cost 
(NFC3) 

- 
+ 

Competitiveness 
(NFC4) 

+ 

 
Figure 4. The initial CM 

 
Table 1. First round: distribution of the experts’ responses 

Relation-
ships 

Positive 
relationship 

Negative 
Relationship 

No      
relationship 

NFC2-NFC1 10 0 0 

NFC1-NFC4 9 1 0 

NFC3-NFC4 3 6 1 

NFC5-NFC1 6 0 4 

phi methodology, the initial cognitive map needs some 
improvements and corrections. 

After applying these revisions, the second round starts 
up. The revised cognitive map with the frequency of re-
sponses obtained at the end of the first round is sent to 
the experts. The analyst asks them to explore the rela-
tions in the new cognitive map and insert their opinions. 
The results of the second round are collected in Table 2. 
We observe that the experts have made some compro-
mises. Figure 5 depicts the final CM. 

5.3 Specify the Fuzzy Weights and so Provide the 
FCM 

In order to determine the weights of the relations identi-
fied in the previous step, the analyst asks the following 
question to the experts: 

How strong, do you believe, the causal relationship 
between NFCs in the final CM is? 

The experts express their beliefs in the strength of a 
certain causal relationship, by assigning a fuzzy weight 
ranging between 0 and 1 where, we consider that: 
 0 < Low < 0.25; 
 0.25 <= Moderate < 0.75; 
 0.75 <= Strong <= 1. 
Table 3 summarizes the results where Ei denotes the  

 
Table 2. Second round: distribution of the experts’ re-
sponses 

Relationships 
Positive 

relationship 
Negative  

relationship 
No     

relationship 
NFC2-NFC1 10 0 0 
NFC1-NFC4 9 1 0 
NFC3-NFC4 1 8 1 
NFC5-NFC1 10 0 0 

 
 
 
 
 
 
 
 
 
 

Figure 5. The final CM 
 
Table 3. Experts’ evaluations for relationships fuzzy wei- 
ghts 

Relationships E1 E2 E3 E4 E5 E6 E7 

NFC2-NFC1 0.80 0.85 0.90 1,00 0.80 0.95 0.90

NFC1-NFC4 0.85 0.90 0.80 0.90 1,00 0.92 0.87

NFC3-NFC4 0.30 0.28 0.40 0.45 0.50 0.40 0.35

NFC5-NFC1 0.40 0.35 0.45 0.50 0.48 0.55 0.60

+  

Product aesthetics 
(NFC5) 

+  
+  -  

Competitiveness
(NFC4) 

Product Cost 
(NFC3) 

Product Quality 
(NFC1) 

Functionality 
(NFC2) 
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i-th expert and i=1,..,7, i.e. 7 experts participate to this 
step. 

The weight of each relationship is the average of the 
experts’ evaluation for this relationship. The value re-
turned by this function allows attributing a linguistic 
fuzzy weight. Table 4 shows the results. 

The final FCM is the labelled CM with its fuzzy lin-
guistic weights depicted by Figure 6. 

Figure 7 depicts a screen-dump of MAMIE-Tool 
when NFCs are identified and specified with their rela-
tionships. 
  The managers and planners can use this FCM to in-
crease the competitiveness and to improve the product 
quality by analyzing different choices; such as decreasing 
the product cost. Thus, using a FCM to model relation-
ships between NFCs provides a way to identify how to 
reach goals 
 
Table 4. Linguistics weights of relationships between NFCs 

Relationships Average value 
Weights of rela-

tionships 

NFC2-NFC1 0.88 Strong 

NFC1-NFC4 0.89 Strong 

NFC3-NFC4 0.38 Moderate 

NFC5-NFC1 0.47 Moderate 

 

Product Cost 
(NFC3) 

+ moderate 

Product aesthetics 
(NFC5) 

+strong  

+ strong  
- moderate 

Competitiveness 
(NFC4) Functionality 

(NFC2) 

Product 
Quality (NFC1)

 
Figure 6. The final FCM 

 

 

Figure 7. MAMIE-Tool interface-NFCs’ relationships 

6. Conclusion and Future Works 

This paper presents a process to identify and model rela-
tionships between non-functional concerns. To do so, we 
chose fuzzy cognitive maps which have been introduced 
to model ill-structured complex systems. Building a 
fuzzy cognitive map follows an approach similar to hu-
man reasoning and the human decision-making process. 
They can successfully represent knowledge and human 
experience; introduce concepts to represent the essential 
elements and the cause and effect relationships among 
the concepts to model the behaviour of any system. It is a 
very convenient, simple, and powerful tool, which is 
used in numerous fields.  

The process presented in this paper starts by identify-
ing non-functional concerns. Then, the analyst builds an 
initial cognitive map for the identified non-functional 
concerns. In order to obtain consensus for a final cogni-
tive map between experts, Delphi method is used. A 
fuzzy linguistic value for a specific relationship is ob-
tained by calculates the average of all the evaluations 
values given by experts. Then s/he classifies it as weak, 
moderate or strong. Using fuzzy linguistics labels makes 
the fuzzy cognitive map more sensible. In addition, the 
presented process enables the experts to simulate idea 
from various viewpoints.  

We believe that using a fuzzy cognitive map to model 
non-functional concerns relationships proves useful and 
looks promising for a move from the conventional mod-
elling toward developing computer based model. 

Thus, further works will concentrate on two objec-
tives: 
 Design an expert system based on fuzzy cognitive 

maps. 
 Study the use of the presented process in the context 

of Aspect Oriented Requirements Engineering (AORE) 
area to handle interactions between aspects. AORE aims 
at addressing crosscutting concerns by means of aspects 
to provide their identification, separation, representation 
and composition.  

7. Acknowledgements 

This research is partially supported by the PHC TASSILI 
project under the number 10MDU817. We thank the 
anonymous reviewers for providing valuable comments. 

REFERENCES 

[1] F. P. Brooks, “No Silver Bullet: Essence and Accidents of 
Software Engineering,” IEEE Computer Journal, Vol. 20, 
No. 1, 1987, pp. 10-19. 

[2] B. H. C. Cheng and J. M. Atlee, “Research Directions in 
Requirements Engineering,” Proceedings of the Future of 
Software Engineering Conference, Minneapolis, IEEE 
Computer Society, 2007, pp. 285-303.  

Relationship between Product cost and 
Competitiveness NFCs 



Identifying and Modeling Non-Functional Concerns Relationships 

Copyright © 2010 SciRes.                                                                                 JSEA 

826 

[3] H. Bendjenna, N. Zarour and P. J. Charrel, “MAMIE, A 
Methodology to Elicit Requirements for an Inter-Com- 
pany Cooperative Information System,” Proceeding of 
IEEE Conference on Innovation on Software Engineering 
(ISE), Vienna, IEEE Computer Society, 2008, pp. 290- 
295. 

[4] H. Bendjenna, N. Zarour and P. J. Charrel, “Enhancing 
the Elicitation Technique Selection Process in a Coopera-
tive Distributed Environment,” Proceeding of the 14th 
Requirements Engineering Foundation for Software 
Quality Conference (REFSQ), Montpellier, Lecture Notes 
in Computer Science, Vol. 5025, Springer, Heidelberg, 
2008, pp. 23-36.  

[5] H. Bendjenna, M. Amroune, N. Zarour and P. J. Charrel, 
“Prioritizing Non-functional Concerns in MAMIE Meth-
odology,” Proceeding of the Third International Confer-
ence on Knowledge Science, Engineering and Manage-
ment (KSEM), Vienna, Lecture Notes in Artificial Intelli-
gence, Vol. 5914, Springer, Heidelberg, 2009, pp. 253- 
262. 

[6] L. Chung, B. Nixon, E. Yu and J. Mylopoulos, “Non- 
Functional Requirements in Software Engineering,” Klu- 
wer Academic Publishers, New York, 2000.  

[7] P. J. A. Diaz, F. Trilnik and M. R. Campo, “How to Han-
dle Interaction Concerns?” Proceedings of the ACM Con-
ference on Object-Oriented Programming, Systems, Lan- 
guages, and Applications OOPSLA’00, Minneapolis, 
2000, pp. 32-52. 

[8] J. Liu, D. Batory and S. Neduniry, “Modelling Interac-
tions in Feature Oriented Software Design,” International 
Conference on Feature Interactions in Telecommunica-
tions and Software Systems (ICFI), Leicester, 2005, pp. 
178-197. 

[9] F. Sanen, E. Truyen, W. Joosen, N. Loughran, A. Rashid, 
A. Jackson, A. Nedos and S. Clarke, “Study on Interac-
tion Issues,” AOSD-Europe Deliverable, Vol. 44, Leuven, 
2006, pp. 1-31.  

[10] R. Axelrod, “Structure of Decision: The Cognitive Maps 
of Political Elites,” Princeton University Press, Princeton, 
1976. 

[11] H. J. Zimmermann, “Fuzzy Set Theory and its Applica-
tions,” Kluwer Academic Publishers, Dordrecht, 1991. 

[12] S. Bueno and J. L. Salmeron, “Fuzzy Modeling Enter-
prise Resource Planning Tool Selection,” Computer Stan-
dards & Interfaces, Vol. 30, No. 3, 2008, pp. 137-147. 

[13] B. Boehm, “Characteristics of Software Quality,” North 
Holland Press, New York, 1978. 

[14] N. E. Fenton and S. L. Pfleeger, “Software Metrics: A 
Rigorous and Practical Approach,” 2nd Edition, Interna-
tional Thomson Computer Press, London, 1997. 

[15] S. E. Keller, L. G. Khan and R. B. Panara, “Specifying 
Software Quality Requirements with Metrics,” In: R. H. 

Thayer and M. Dorfman, Eds., Tutorial: System and 
Software Requirements Engineering, IEEE Computer So-
ciety Press, Piscataway, 1990, pp. 145-163. 

[16] M. R. Lyu, “Handbook of Software Reliability Engineer-
ing,” McGraw-Hill, New York, 1996. 

[17] B. Boehm and H. In, “Identifying Quality-Requirement 
Conflicts,” IEEE Software Journal, Vol. 13, No. 2, 1996, 
pp. 25-35. 

[18] L. M. Cysneiros, J. C. S. P Leite and J. S. M. Neto, “A 
Framework for Integrating Non-Functional Requirements 
into Conceptual Models,” Requirements Engineering 
Journal, Vol. 6, No. 2, 2001, pp. 97-115. 

[19] T. G. Kirner and A. M. Davis, “Non-functional Require-
ments of Real-Time Systems,” Advances in Computers 
Journal, Vol. 42, No. 1, 1996, pp. 1-37. 

[20] D. Kardaras and B. Karakostas, “The Use of Fuzzy Cog-
nitive Maps to Simulate the Information Systems Strate-
gic Planning Process,” Information and Software Tech-
nology Journal, Vol. 41, No. 1, 1999, pp. 97-210.  

[21] B. Kosko, “Fuzzy Cognitive Maps,” International Jour-
nal on Man-Machine Studies, Vol. 24, No. 1, 1986, pp. 
65-75.  

[22] J. Bezdek, “Fuzzy Models-What Are They, and Why,” 
IEEE Transactions on Fuzzy Systems, Vol. 1, No. 1, 1993, 
pp. 1-6. 

[23] R. Taber, “Knowledge Processing with Fuzzy Cognitive 
Maps,” Expert Systems with Applications Journal, Vol. 2, 
No. 1, 1991, pp. 83-87. 

[24] C. Okoli and S. Pawlowski, “The Delphi Method as a 
Research Tool: An Example, Design Considerations and 
Applications,” Information & Management, Vol. 42, No. 
1, 2004, pp. 15-29.  

[25] N. Bryson, A. Mobolurin and A. Joseph, “Generating 
Consensus Fuzzy Cognitive Maps,” Intelligent Informa-
tion Systems, Vol. 8, No. 10, 1997, pp. 231-235.  

[26] N. C. Dalkey and O. Helmer, “An Experimental Applica-
tion of the Delphi Method to the User of Experts,” Man-
agement Science Journal, Vol. 9, No. 3, 1963, pp. 458- 
467.  

[27] W. R. Zhang, S. S. Chen and J. C. Bezdek, “A Generic 
System for Cognitive Map Development and Decision 
Analysis,” IEEE Transactions on Systems, Man, and Cy-
bernetics, Vol. 19, No. 1, 1989, pp. 31-39. 

[28] W. R. Zhang, S. S. Chen, W. Wang and R. King, “A Cog-
nitive-Map-Based Approach to The Coordination of Dis-
tributed Cooperative Agents,” IEEE Transactions on 
Systems, Man, and Cybernetics, Vol. 22, No. 1, 1992, pp. 
103-114. 

[29] G. J. Klir and B. Youan, “Fuzzy Sets and Fuzzy Logic, 
Theory and Applications,” Prentice Hall, India, 2005. 

 
 






	Front Cover
	Inside Front Cover-Editorial Board
	Table of Contents
	Journal Information
	Inside Back Cover-Call for Papers

