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Abstract 
 
In this paper, we propose to generalize the coding schemes first proposed by Kozic et al. to high spectral ef-
ficient modulation schemes. We study at first Chaos Coded Modulation based on the use of small dimen-
sional modulo-MAP encoding process and we give a solution to study the distance spectrum of such coding 
schemes to accurately predict their performances. However, the obtained performances are quite poor. To 
improve them, we use then a high dimensional modulo-MAP mapping process similar to the low-density 
generator-matrix codes (LDGM) introduced by Kozic et al. The main difference with their work is that we 
use an encoding and decoding process on GF (2m) which enables to obtain better performances while pre-
serving a quite simple decoding algorithm when we use the Extended Min-Sum (EMS) algorithm of De-
clercq & Fossorier. 
 
Keywords: Chaos Coded Modulation, Expectation Maximization, Gaussian or Rayleigh Mixtures, 

Low-Density Parity-Check (LDPC), Low-Density Generator-Matrix (LDGM), Factor Graph, 
Extended Min-Sum (EMS) 

1. Introduction 
 
Since the pioneering work of Frey in 1993 [1], chaotic 
communications has been an important topic in digital 
communications. Due to their extreme sensitivity to ini-
tial conditions which, for example, facilitates theoreti-
cally the separation of merging paths in a trellis based 
code, these systems have also been considered as good 
potential candidates for channel encoding [2-7]. This 
explains why chaotic modulations and channel encoders 
derived from chaotic systems have been extensively 
studied in the open literature. According to us, there are 
mainly two types of chaos based channel encoders de-
pending on the size of the transmitted alphabet. The first 
kind of chaos based channel encoders includes non-linear 
generators which transmit binary messages and benefit 
from the correlation between successive transmitted bits 
to obtain some coding gain. Due to the poor spectral ef-
ficiency, it is rather easy to optimize this kind of codes to 
obtain a non-null free distance and to obtain reasonable 
good performances, i.e., codes that outperform un-coded  

systems [8-12]. Some authors have even used these bi-
nary non-linear constituent encoders to build parallel 
concatenated schemes just like turbo-codes which per-
form quite closely to the theoretical bounds provided that 
the interleave size is big enough [13,14]. The second 
kind of chaos based channel encoders includes those 
which transmit a complex quasi-continuous alphabet, i.e., 
those which are inherently chaotic in all their character-
istics. These channel encoders exhibit a high spectral 
efficiency and can be compared to Trellis Coded Modu-
lation (TCM) schemes. Many works deal with the opti-
mization of such coders and, among them, perhaps the 
most famous ones were those named Chaos Coded Modu-
lation (CCM) schemes. However, the weakness of such 
transceiver was their poor BER performance since they 
did not have even better performances than un-coded 
systems such as Binary Phase Shift Keying (BPSK) 
[15-17]. This was particularly the case for the systems 
which use CSK (Chaos Shift Keying) Modulation 
[18-20]. Nevertheless, some recent studies have stressed 
the fact that Chaos Coded Modulation (CCM) systems, 

mailto:meghdadi@ensil.unilim.fr
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working at a joint waveform and coding level, can be 
efficient in additive white Gaussian noise channels [21- 
23]. These promising works on the AWGN channel have 
been recently further extended by Escribano & al in the 
case of Rayleigh flat fading channels [24].  

In this work, we use Chaos Coded Modulation designs 
of S. Kozic [25,26] and we optimize them using the dis-
tance spectrum. We find that the distance spectrum dis-
tribution can be good approximated by Rayleigh prob-
ability distribution function (pdf). Using this optimiza-
tion step, we can optimize their structures. Furthermore 
we show that using a high dimensional modulo-MAP 
mapping process we are able to considerably improve the 
performances of this kind of schemes and to obtain per-
forming codes. This principle is related to the former 
work of Kozic & Hasler in [27]. In their work, low-den-
sity generator-matrix (LDGM) codes are used as natural 
interleave in front of mappings to signal constellation. 
That is why this kind of code can be assumed as particu-
lar kind of BICM. However, the chaotic map is used as 
joint coding (interleaving) and modulation, and thus, the 
complete system is a single code. The framework of it-
erative decoding is based on factor graphs, which is a 
graphical representation of codes. LDPC and LDGM 
linear block codes have a very simple graphical repre-
sentation called Tanner graph. However, for nonlinear 
codes, the graphical representation is not so simple, and 
this may be the reason why the large potential of nonlin-
ear codes is not yet exploited. The main difference with 
their work is that we use an encoding and decoding 
process on GF (2m) which enables to obtain better per-
formances while preserving a relative simple decoding 
algorithm when we use the Extended Min-Sum (EMS) 
algorithm of Declercq & Fossorier [28]. The contribu-
tions of our paper are thus the following ones. 

Detailed study of the distance spectra of the chaos 
based encoders and characterization of their distribution. 

New encoding and decoding process based on the use 
of graph factorization and the use of Belief Propagation 
(BP) algorithm over high order Galois fields GF (2m). 

The rest of the paper is organized as follows. In Sec-
tion 2, we give the basic principles for the chaos coded 
modulation schemes proposed by S. Kozic. We propose 
to approximate the distance distribution with some usual 
laws such as the Rayleigh one. In Section 3, we show the 
high dimensional coding process based on LDPC over 
GF(2m); simulation results are provided which demon-
strate the outstanding performances of these structures. 
Concluding remarks are eventually given in Section 4.  
 
2. Chaos Coded Modulation Scheme,  

Distance Spectrum Study 
 
2.1. Chaotic Coder Structure 
 
We consider the Chaos-Coded modulation scheme of 

Figure 1. This scheme was originally given by S. 
Kozic in his PhD works [26]. The scheme of Figure 1. 
can be represented by means of a convolutional coder 
of rate  = 1/(n.(Q + 1)), where at each time step k, one 
bit bk enters the coder and a vector of (Q+1) bits v = 
[vQ,vQ-1,…,v0]

T is produced. The signal constellation is 
realized by a weighted sum of vectors 2-i. A(Q-i+1) mod 
(1) where A is some matrix which optimizes the dis-
tance spectrum of the code. This mapping, due to the 
modulus operation, is a highly non-linear operation and 
serves as a chaos generator. Henceforth, we have a 
system which combines a convolutional coder with a 
multi-dimensional mapping in the same way as Multi- 
level Trellis Coded Modulation (M-TCM). The corres- 
ponding convolutional coder is classically described by: 

, , 1 ,0

v ( )
( ) . ... .

( )
Qi

i i Q i Q

D
h D t t D t D

b D      i     (1) 

S. Kozic defines several possible matrices T = {ti,j} 
in his work which give good performances: 
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Concerning, the choice of the matrix A, we can write 
the transmitted vector at the output of the modulator: 

         1 1

0 1

2 2
a

a

a

Q Q
i iQ i

k i i
i i Q

x A v D v D   

  

   mod 1  (2) 

Before transmitting xk on the channel propagation 
medium, we modulate each of its components in 
NRZ-BPSK, i.e., : xk → 2 xk -1. 

Rather than a global optimization algorithm which 
should look for the convolutional coder together with 
the mapping process, we choose to fix a convolutional 
coder structure and then we work on the mapping 
process by using a particular form of matrix A. We 
found that the choice Ti,j = Tshift for i = j and Ti,j=Ttent  
for i ≠ j enables to obtain a large set of performing 
non-linear mapping with A. For example, in the case n 
= 2, using this choice for matrices T, we are looking 
for matrices A with the following structure:  

21

1 1

1a

 
  
 

A . 

and we optimize the choice of a21 using the distance 
spectrum. In the case, n = 3, we use matrix form: 

21

31 32

1 1 1

1 1

1

a

a a
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Figure 1. Trellis chaos-coded modulation encoder. 

 
The choice of the remaining parameters ai,j is done 

using the distance spectrum of the code. The state of 
the coder is defined by vector Sk: 

Sk = [bk,…,bk-n,…bk-Qn,…,bk-(Q+1).n+1]
T      (3) 

Concerning the choice of Q, it’s clear that the Vi- 
terbi decoding algorithm is rapidly limited by the com-
plexity in the number of states which is equal to 2n.(Q+1). 
Practically, the number n(Q + 1) should not exceed 12 
which correspond to 4096 states. For n = 2, this gives a 
maximum value of Q equal to 5, and for n = 3, this 
gives a maximum value of Q equal to 3. The choice of 
Qa, is more complicated and is related to the chaotic 
behaviour of the coder. 

 
2.2. Spectrum Distance Analysis 
 
In order to optimize the coders, we study their distance 
spectrum. To do this, we have to determine the trajec-
tories in the trellis which start with a common state Si 

= Si
* and evolve in disjoint paths for (L-1) time steps 

and then merge again into the same state Sk = Sk
* not 

necessarily equal to Si. This kind of trajectory in the 
trellis defines a loop and the loop is characterized by 
its initial state Si, its final state Sk and its length L. The 
distance of corresponding codewords belonging to the 
two competing paths in the loop is:  

21
2
, ,

1
i k

L

L S S m m
m

d




  x x*             (4) 

The problem of the computation of (4) is that, unlike 

linear codes when we can choose a reference path equal 
to a all zero sequence, due to the non-linear mapping, we 
have to test all the possible transmitted sequence for a 
given loop length together with all the possible starting 
states. Hence, the distance spectrum computation prob-
lem is of non polynomial complexity and in straightfor-
ward manner requires the inspection of all possible 
initial conditions and all possible controlled trajecto-
ries. For example, there are 2n.(Q+1).2nL different con-
trolled trajectories of length L. In order to compute the 
distance spectrum with a reasonable complexity while 
keeping a sufficient accuracy, we form all the possible 
pair of sequences starting from a given state and both 
converging towards an other state after L steps with L 
belonging to the interval [Qn + 1, n.(Q + m)], i.e. the 
length of the loop varies from Qn+1 (the constraint 
length of the code plus one) to to n.(Q + m) (we limit 
practically the search to m = 2 or 3 in our case due to 
the computation burden). We have partitioned the dis-
tance spectrum into subsets by distinguishing error 
events which entail one error bit, error events which 
entail two error bits, error events which entail three 
error bits and so on. In practice, we limit our search to 
error events which entail five maximum error bits since 
simulation results evidenced that it was sufficient to 
obtain accurate upper bounds for the BER. 

We obtain for example with matrices: Ti,j = Tshift for 
i = j and Ti,j = Ttent  (i.e. n = 2) for i ≠ j and a21 = 8, Q 
= Qa = 3, the distance spectrum illustrated on Figure 2.  

In fact, we found that, in a majority of cases, the shape 
of the distance spectrum is close to a Rayleigh distribu-

Copyright © 2010 SciRes.                                                                                IJCNS 
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tion with the following probability density function:  
2 2( ) /2.

2

( )
( ) .

( ) 0

j jxj
C j

j
j

C

x
f x e x

x
f x
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




 
 




       (5) 

For example, with the distance spectrum plotted on 
Figure 2, we calculate parameters μj and σj

2 to obtain 
the best fitting between the pdf of the distance spec-
trum and fc(x,mj,σj

2) we obtain with classical MMSE 
technique: μj  σj

2  6.7. This corresponds to a mini-
mum free distance of the coder equal to dfree  6.7. We 
have developed an original EM (Expectation-Maximization) 
algorithm to obtain the approximated Rayleigh distribu-
tion of the distance spectrum as a mixture of Rayleigh 
laws. The mixture of Rayleigh laws can be written as: 

2 2( ) /2.
2

1

2

1

( )
( ) . .

. ( , )
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J
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C n

n n

J

n n n
n

x
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        (6) 

where (μn,σn
2) represents a Rayleigh law of parame-

ters: μn and σn
2. The Maximum Likelihood (ML) re-

search algorithm to find: πn, μn, σn
2 can be summarized 

as: 

1

1

: 1

2

: 1 1 1

ˆ arg max log ( )

arg max log . ( ; , )

J

j
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J
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n J
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    (7) 

where ψ (x,μ,σ2) denotes the value of a Rayleigh law of 
parameters μ,σ2 at x. For a fixed number of mixtures J, 
based on the observations:   ,i = 1,…,n, the pa-
rameters   j,mj,j,j=1,…,J can be estimated using 
the EM (Expectation Maximization) algorithm. The 
algorithm proceeds in two steps: 

E-step: Compute 
 

 
Figure 2. Distance spectrum of the chaos coded modulation. 
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M-step: solve 
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Define the following hidden data Z = zi, i = 1,…, n 
where zi is a J-dimensional indicator vectoring such 
that: 
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The complete data is then X  (,Z), we have : 
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The log-likelihood function of the complete data is 
then given by: 
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where C is a constant. The E-step can then be calculated 
as follows: 
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The M-step is calculated as follows. To obtain j, 
we have: 
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To obtain {σj} we have the set of equations: 
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The set of Equations (16) and (17) is a set of coupled 
non-linear equations and we use the optimization toolbox 
with the function fsolve to solve (16-17) at each maximi-
zation step. 

The set of Equations (16) and (17) is a set of coupled 
non-linear equations and we use the optimization toolbox 
with the function fsolve to solve (16-17) at each maximi-
zation step. 

  
2.3. Performances over AWGN Channels 2.3. Performances over AWGN Channels 
  
To end this part, we give some BER results on AWGN 
channels, using the optimization obtained by the distance 
spectrum computation to find good modulation parame-
ters. Due to a lack of place we only give simulation re-
sults. For n = 2, we obtain the following result on Figure 
3. 

To end this part, we give some BER results on AWGN 
channels, using the optimization obtained by the distance 
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Figure 3. Performances of Trellis Chaos-Coded Modulation 
over AWGN channels for n = 2, Q = 3. 
 
with rate 1/9, the punctured codes (9/7) are able to out 
perform un-coded BPSK at high SNR’s. To complete this 
overview of BER performances over AWGN channels, 
it is important to say that using the approximate pdf’s of 
the distance spectrum, we are able to accurately predict 
the BER at high’s SNR’s. To complete the results, we 
give on Figure 12 the best performances we found with 
n = 3, Q = 3 (i.e. the number of states is 4096). 

In fact, as it is expected, increasing the quantization 
level for a given dimensionality n, entails some losses. 
Compared to Figure 4, the loss in terms of SNR for a 
BER of 10-4, 10-5 is approximately 1 dB on Figure 5 and 
punctured codes are unable to outperform un-coded 
BPSK. 

It is clear that the obtained performances remain poor.  
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Figure 4. Performances of Trellis Chaos-Coded Modulation 
over AWGN channels for n = 3, Q = 2. 
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binary/q-ary converter is then used to obtain vectors 
dk+i-Q = (dk+i-Q

(1), dk+i-Q
(2),…, dk+i-Q

(n-1), dk+i-Q
(n))T of q-ary 

symbols: di
(p), p = 1,2,…,n belonging to the alphabet: A = 

(0,1,…,q-1). Each obtained vector dk+i-Q is then multi-
plied by a sparse low-density based matrix AQ-I and 
weighted by a factor 2-(i+1) then, the new resulting en-
coding vectors are added to obtain the vector: 

 

B
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( 1)

0

2 . . mod(
Q

i Q i

k k i Q
i

q  
 



 z A d ) . 

Finally, to obtain a chaotic trajectory we add the vec-
tor: 2-(Q+1).(A-I).e with: e [1, 1,…, 1]T. This yields to the 
following equation: 

( 1) -

0

2
2 . . . mod

2

QQ
i Q i

k k i Q
i

q


 
 



 x A d p     (19) 

 Figure 5. Performances of optimized Trellis Chaos-Coded 
Modulation over AWGN channels for n = 3, Q = 3 (4096 
states). 

With: p=2-Q.(A-I).e=K.(A-I).e. 

The coding sequence at the output of the modulator is 
then equal to: x = (x1, x2,…, xk,…).The relation (19) is 
called the high-dimensional expansion associated with 
the chaotic system (18). Another way to represent the 
encoding rule is to use the following equation: 

 
To increase them, we propose to generalize the non-linear 
output mapping to matrices A of high-dimension. 
 
3. High Dimensional LDPC Based 

Mod-MAP Mapping with B.P Decoding 1 12. . mod 2 .( 1/ 2. ) modQ
k k kq q
   x A x d e   (20) 

 The relation (20) is simpler than (19) to better under-
stand the encoding algorithm; however Equation (19) is 
more suitable for the factorization of the factor graph. 
The rule (20) represents a dynamical system controlled 
with stochastic perturbations of small amplitudes 2-Q 
which constitute the input signal. It is obvious that as: Q 
→+∞, the small amplitudes vanish and the output signal 
vector becomes the chaotic state.  

3.1. The Encoding Process  
 
The generalized mod-MAP function is written as: 

1 2. . modk k q x A x             (18) 

where xk is the input vector of size n and A is a n × n ma-
trix with elements belonging to alphabet: A = (0, 1,…, 
q-1) with q = 2m since we take here: q = 2m for the con-
sidered Galois-field GF(q). The encoding scheme is drawn 
on Figure 6. The binary streams b = (b1, b2,…, bk,…) are 
grouped into vector vector bk+i–Q of size: n.m = n.m with 
m denoting the spectral efficiency we want to use in  
the encoding-decoding process. Hence, we can write: 
bk+i–Q = (bk+i–Q

(1), bk+i–Q
(2),…, bk+i–Q

(nm-1), bk+i–Q
(nm))T. A 

It is important to note that the decoding of a LDPC 
over GF(q) implies that we use a systematic form for the 
encoding process. It’s the case here since b = (b1, b2,…, 
bk,…) is the systematic part and x = (x1, x2,…, xk,…) is 
the redundancy check part. We have of course a overall 
coding rate of 0.5 because the systematic part and the 
redundancy check part have the same dimension. 
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Figure 6. Coding Scheme with high dimensional LDPC based Mod-MAP mapping. 
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3.2. Factor Graphs 
 
To explain how the factorization can be efficiently im-
plemented it is convenient to represent a function with a 
factor graph. Once a factor graph has been found it is 
straightforward to use the BP (Belief Propagation) algo-
rithm to determine the marginal of a multivariate func-
tion. For linear block codes the factor graph of the code 
becomes a Tanner graph. Of course, in our case due to 
the use of a non-linear encoding process, finding this 
graph is a much more complicated task. In fact as Kozic 
demonstrated in [27], there are mainly two possible solu-
tions to obtain it here. The first one consists in using the 
party-check equation given by Equation (20). The second 
one is the consequence of the high-dimensional expan-
sion associated with Equation (19). The first solution is 
not appropriate since it would imply to obtain informa-
tion about bk from the soft information about the states xk  

which constitute the graph of variable and check nodes 
and dk is multiplied by a small value: 2-Q. Hence the re-
liability about information concerning bk would be small 
in this case. Hence, the second solution is the only trac-
table one. However, it is important to avoid the use of 
successive power of A in the graph factorization. This is 
due to the fact that short cycles of length four appear 
when we use for example A2 in a factor graph even if A 
does not exhibit short length cycles.  

The graph factorization may be expressed in the fol-
lowing way: it comprises mainly three steps. The first 
one is related directly to the scheme of Figure 6 and 
concerns the computation of xk given dk+i-Q it will be 
named high-order expansion graph. The second one 
concerns the LDPC code contained in each matrix A, it 
will be named GF(q) LDPC graph and finally the third 
one concerns the way the input bits slide to constitute a 
new vector to be encoded. This mechanism is related to 
the convolutional encoder behaviour and will be named 
convolutional graph.  

The high-order expansion graph constitutes the main 
original part and it can be obtained as follows. We con-
sider at first an indicator function of high dimensional 
q-ary expansion: 

( 1) -
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0, otherwise

k k k Q

Q
i Q i

k k i Q
i

g

q
q



 
 






 







x d d
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We can use then additional variables μi,j defined as:  

( 1)
,

0
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Q
k i Q i
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



 x p  

Of course, we have the relationship: μi,j+1 = A. μi,j.mod 
q with: μi,0 = 2-(i+1) dk+i-Q. With these variables, function g 
becomes a function only of variables: μi,j. To keep on 

factorizing g we introduce functions gi,j+1 defined as :  

, 1 ,
, 1 , 1 ,
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0, otherwise
i j i j
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and 0g :  

0 0, 1, 1
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The corresponding factorization of g is given by: 

0
0 0

(.) . (.)
Q Q i

ij
i j

g g g


 

               (23) 

The factorization is drawn below on Figure 7. 
It is possible to further factorize the class of functions: 

gi,j+1. The variables at the left side of Equation (22) will 
be named the checks and the variables on the right side 
will be considered as the noisy symbols. We define 
similarly as in the case of LDPC codes: (l) = {m:alm ≠ 

0} the set of noisy symbols that participate in the check l. 
In the same way, we define: (m) = {l:alm ≠ 0} the set 

of checks that depend on the noisy symbol m. In this case 
(22) can be written as:  

( ) ( )
, 1 ,

( )

. mod , [1, ] [1,l m
i j lm i j

m l

a q m l n


  ]n 


 (24) 

Let: 
( ) ( )
, 1 ,

( ) ( )
, 1

1, if . mod

0, otherwise

l m
i j lm i j

l m l
i j

a q
g






  


 
   (25) 

The symbols on Figure 7 correspond either to variable 
nodes (circle on the figure) or check nodes (square on the 
figure). The symbolise decoding of the complete chaotic 
trajectory is given by: 

 
     
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 
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1 1
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k i Q
k i Q

M Q

j j
d jd

j j j Q

j jj Q j j

p p

g

p p
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





  



 

 x y x

x d d

d d x x d

  (26) 

The quantity ≈ dk+1-Q means summation over all com-
ponents except: dk+1-Q. Furthermore, the graph of matrix 
A is classically those of a LDPC code over GF(q) and is 
drawn on Figure 8. 

The shift register and the binary q-ary conversion set 
operation, which represent transition state from time j to 
time j + 1 can be given by the indicator function: gc = 
p(xj+1|xj,dj+1). The state at time j + 1 depends on the sym-
bol sequence: dj+1,…,dj+1-Q, and it can be computed using 
likelihoods of symbols dj,…,dj+1-Q and additional likely-  
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Figure 7. high-order expansion factor graph. 
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Figure 8. Factor graph for matrix A. 
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(  bM+Q+1,…,bM+1) γk  δk βk αk 
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Figure 9. Factor graph of the complete chaotic code. 
 
about symbol: dj+1. Using together factorization gc and 
factorization of the high-order expansion of Figure 7, the 
decoding problem of (26) can be presented with the fac-
tor graph of Figure 9. This graph takes into account the 
shift register process which includes new incoming bits 
into the encoding process and consists of two recursions: 
forward and backward recursions as in the well known 
BCJR algorithm. 

The parameters αk, βk, γk and δk are defined in the same 
way as in [27] except that we work at symbol level for 
the computation of αk, βk, γk and δk. 

Note that since the main difference with the scheme 
proposed by Kozic, et al. in [27] consists in the use of a 
non-binary encoding scheme, we have to transform a 
priori probabilities on bits to a priori probabilities in 
symbols. This is done using the formula: 
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( ) ( )

(1) (2)

. ( )

. ( )
1

[ ( , ,..., ) ]

1

j j
ek i Q k i Q

j j
ek i Q k i Q

m T
k i Q k i Q k i Q k i Q

b bm

b b
j

P b b b

e

e





   

   

       



 








d

    (27) 
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)where  designs the log-likelihood ratio cor-

responding to bit: bk+i-Q
(j). For the complementary prob-

lem, i.e. when we have to express the log-likelihood ratio 
of bit bk+i-Q

(j) from the log-likelihood ratios of corre-
sponding symbols, we have: 

( )( j
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    (28) 

where, obviously,  corresponds to the log- 

likelihood ratio of symbol: 

( )( j
e k i Qd  

( ) ( 1). 1 ( 1). 2 ( 1).[ , ,..., ]j j m j m j m
k i Q k i Q k i Q k i Qd b b b     
        . 

 
3.3. Iterative Decoding 
 
The main steps of the iterative decoding are the same as 
those of [27] except for the use of a non-binary generator 
matrix A. The decoding of LDPC codes over GF(q) has 
been an extensive research topic recently. Among all the 
decoding algorithms, we choose the Extended Min-Sum 
(EMS) Algorithm in the log-domain proposed by De-
clercq and Fossorier [28] since it exhibits a good trade- 
off between performance and complexity. To explain the 
main principles we use the following notations. A parity 
node in a LDPC code over GF(q) with q = 2m represents 
the following parity equation:  

1

( ). ( ) 0 mod ( )
cd

k k
k

h x i x m x


        (29) 

where m(x) in the modulo operator is a degree m -1 
primitive polynomial of GF(q). Equation (29) expresses 
that the variable nodes needed to perform the BP algo-
rithm on a parity node are the codeword symbols multi-
plied by non-zeros values of the parity matrix H. The 
corresponding transformation of the graph is performed 
by adding variable nodes corresponding to the multipli-

cation of the codeword symbols ik(x) by their associated 
nonzero H values and is illustrated on Figure 10.  

The function node that connects the two variable 
nodes ik(x) and hk(x). ik(x) performs a permutation of the 
message values. The permutation that is used to update 
the message corresponds to the multiplication of the ten-
sor indices by hk(x).from node ik(x) to node hk(x). ik(x) 
and to the division of the indices by hk(x) the other way. 
With this transformation of the factor graph, the parity 
node update is indeed a convolution of all incoming 
messages as in the binary case.  

To express the EMS algorithm, we use the following 
notations for the messages in the graph. Let {Vpv} v = 
1,…,dv be the set of messages entering a variable node of 
degree dv, and {Uvp}v = 1,…,dv be the output messages 
for this variable node. The index ‘p.v’ indicates that the 
message comes from a permutation node to a variable 
node, and ‘v.p’ is for the other direction. We define 
similarly the messages {Upc} c = 1,…,dc (resp. {Vpc} c = 
1,…,dc) at the input (resp. output) of a degree dc check 
node. The EMS algorithm works in the log-domain and 
uses reduced configuration sets to simplify the computa-
tional task. We define then:  

1
1 1

[ ,..., ]
[ ... ] log ( ,..., ) {0,1}

[0,...,0]
mm

m m

U i i
U i i i i

U

 
  

 
  (30) 

As the log-density-ratio (LDR) representations of the 
messages. In the considered q-ary case, the message is 
composed of q -1 nonzero LDR values. The purpose of 
the EMS algorithm is to simplify the parity check node 
update by selecting only the most probable configuration 
sets of q-ary symbols which get involved in the parity 
check equations. To do that, we start by selecting in each 
incoming message pcU  the nq largest values (we will 

take nq fixed in our simulation results for simplicity rea-

sons) that we denote: ( )ck
pcu , kc = 1,…,nq. We use the 

following notation for the associated field element: 
( ) ( )ck
c x , so that we have:
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Figure 10. Transformation of the factor graph for the nonzero values in the H. 
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With these largest values, we build the following set 
of configurations: 
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 (32)  

any vector of dc-1 field elements in this set is called a 
configuration. The set Conf(nq) corresponds to the set of 
configurations built from the nq largest probabilities in 
each incoming message. Its cardinality is: 

1Conf ( ) cd
q qn n  . 

we need to assign a reliability to each configuration; we 
take as in [28]: 

( )

1... 1
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k
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c d

L u
 

  . 

The initialization of the decoder is achieved with the 
channel log-likelihoods defined as: L[i1,…,im]. 

The EMS proceeds in three steps as given below: 
Sum-step: variable node update for a degree dv node: 
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Permutation-step: from variable to check nodes: 
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The permutation step from check to variable nodes is 
performed using: .  1

( )h xP

Message update: for a degree dc check node: 
From the dc-1 incoming messages pcU , build the sets:  
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Post-processing: 
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3.4. Simulation Results 
 
We give here some simulation results to show the per-
formance of the proposed scheme. Since the target com-
parison is the work of Kozic & al [27], we use their re-
sults as benchmark for our proposed system. In his work, 
Kozic plots the obtained BER results for n = 512 and 
1024 as the size of the vector input bits together with Q = 
2 or 3 and a random sparse matrix with weight ρ = 3 or 6 
on each column. We take each time the best perform-
ances he obtained.  

Using the same size of input blocks, we have to 
choose the desired spectral efficiency. Due to the heavy 
computational task, we only take here: q = 4 and q = 8; 
i.e.; we work with GF(4) and GF(8) with spectral effi-
ciencies respectively equal to 2 and 3 bits/s/Hz. The ob-
tained results are drawn on Figure 11 for block size 512 
and on Figure 12 with block size 1024.  

One notices that the performances of our GF(q) LDPC 
codes of size 512 are quite similar to those of Vucetic & 
al for size 1024 and, using block size of length 1024, our 
designs outperform clearly those of Vucetic & al. The 
SNR gain for block size 1024 is approximately equal to 
0.5 dB for Q = 2 and for GF(8) and becomes 0.75 dB for 
Q = 2 and for GF(4). The improvement is slightly better 
in the case Q = 3 since we obtain gains of 1.0 dB for 
GF(8) and 1.5 dB for GF(4). This result is not really 
surprising since many authors have shown that LDPC 
codes over GF(q) exhibit better performances than their 
counterparts on GF(2). One can notice that the slopes i.e.; 
the diversity gain are the same each time in the waterfall 
region. A more detailed study should be done to deter-
mine the starting point SNR of the waterfall region with 
the EXIT-CHART curves. 

4. Conclusions 
 
In this paper we have proposed new insights of the work 
of Kozic et al. in the field of channel coding using 
chaos-based encoding process. First, using non-linear 
MOD-MAP mapping with matrices of small dimension, 
we are able, thanks to an original EM based guessing 
algorithm, to optimize the distance spectrum of the cor-
responding Chaos Coded Modulation (CCM) schemes and 
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Figure 11. BER performances for chaos based LDPC codes over GF(q); block-length size equal to: 512. 

 
Figure 12. BER performances for chaos based LDPC codes over GF(q); block-length size equal to: 1024. 

 
hence we can optimize the BER performances of such 
schemes. In the case where we use high dimensional 
sparse matrices for the MOD-MAP mapping, we can 
use a decoding process similar to those of LDPC codes. 
When we compare our obtained results with those of the 
former literature we noticed that, working on GF(q) en-
ables to obtain significant gains of approximately 1. dB. 
This encouraging result entails the necessity to further 
optimize the design to reduce the hardware complexity. 
In fact, despite the use of the Extended Min-Sum algo-
rithm, the obtained coding structure remains of prohibi-
tive complexity. 
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Abstract 
 
Unlike most of the existing methods in Space Time coding (STC) system which focus on design of STC 
gaining full rate and/or maximum diversity, we propose an approach to improve spectral efficiency of the 
code. The proposed scheme carries more information symbols in each transmission block as compared to its 
counterpart code, and yet retains the property of simple decoding. Simulation results show that transmit di-
versity is retained with improvement of code efficiency. We mainly focus on Four transmit antenna scheme 
but it can be generalized for any number of transmit antennas. 
 
Keywords: Space Time Block Code, Spectral Efficiency 

1. Introduction 
 
Since 1998 when Alamouti in [1] presented the idea of 
Space Time Coding, significant progress has been made 
in code design for achieving better diversity and code 
rate over multiple wireless communication channels. 
Space Time Coding (STC) system is one of the compro-
mising scheme to meet the fast growing challenges for 
reliable and high data rate communication over multiple   
input multiple out (MIMO) channels. In [2,3] V.Tarokh 
et el discusses in detail the design of different classes of 
ST codes for achieving maximum diversity and full rate. 
However to counter the problem of unfeasibility/impract- 
icability of having multiple receiver antennas at end us-
ers has put the researchers on work for alternates. In [2] 
it was shown that code rate cannot be greater than one.  
In fact even the maximum diversity and full rate codes 
do not exploit high efficiency. For example, if we look at 
(1), which is a Space Time Block Code (STBC) trans-
mission matrix for four transmit antennas. 

1 2 3 4

2 1 4 3

3 4 1 2

4 3 2 1

x x x x

x x x x

x x x x

x x x x

 
   
 
 
   


            (1) 

where only the four symbols of first row of the matrix 
have been taken from a particular con-

stellation (QPSK) while the other symbols are redundant 

and totally depend on four useful symbols. In other words 
out of sixteen symbols, only four symbols are carrying 
useful information. 

1 2 3 4( . .  , , , )i e x x x x

In [4], Foschini proposed BLAST coding technique, 
which offers higher spectral efficiency by exploiting the 
spatial multiplexing to transmit independent data streams 
over Multiple-Input Multiple-output channels. Such type 
of scheme outperforms to its counterpart STBC having 
multiple antennas at both transmitter and receiver, but 
contrary in [5] it was shown that the decoding of such a 
scheme does not work well if the numbers of receiver 
antennas are less than that of number of transmit an-
tennas. 

In [6] a scheme for increasing the spectral efficiency 
of Alamouti code has been presented. But such a scheme 
does not contribute significant improvement in code effi-
ciency for more than two transmit antennas.  

In this paper we propose a technique to improve the 
spectral efficiency of STBC for four transmit antennas 
retaining maximum diversity, full rate and simple maxi-
mum likelihood (ML) decoding characteristics of origi-
nal code. Although the main focus of this paper is to de-
sign efficient code for four transmit antennas scenario, 
but same idea can be extended in a straightforward man-
ner for STBC having more than four antennas.  

The rest of the paper is organized as follow: Section 2 
presents the system model. In Section 3, different tech-
niques for increasing the code efficiency are discussed. 
Simulation results are given in Section 4 and finally con-
clusion in Section 5. 
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2. System Model 
 
We consider a wireless communication system having 
four transmit antennas and one receiver antenna. We 
assume that transmission at the base band employs a real 
constellation A  with  elements. The input binary 
stream is first split into two sub-stream by a serial to par-
allel converter. Each binary sub stream then passes 
through a QPSK constellation denoted by 

2b

A  to map 

binary bits into symbols, i.e. setting i ix s  for 

, We arrive at a matrix 1, 2,3, 4i  1 2, 3 4C = O( , ) , s s s s  

with entries 1 2 3, , ,   4s s s

,t i

s

C

. At each time slot 

 signals are transmitted simultaneously 

from four transmit antennas. Clearly the rate of transmis-
sion is b bit/s/Hz.  

1, 2,3,4t 

The fading coefficients from first to last transmit an-
tennas to receiver antenna at time t are denoted by  

,  and  respectively. Assuming that 

the fading coefficients are constant across four consecu-
tive symbols transmission periods, and are expressed as  

1( )h t ,

2 ( )h t 3 ( )h t 4 ( )h t

1
1 1 1 1( ) ( ) jQh t h t T h h e     

2
2 2 2 2( ) ( ) jQh t h t T h h e     

3
3 3 3 3( ) ( ) jQh t h t T h h e     

4
4 4 4 4( ) ( ) jQh t h t T h h e     

where ih  and i , for  are the amplitude 

gain and phase shift for the path from transmit antenna i 
to the receive antenna, and T is the symbol duration.  

1, 2,3, 4i 

At the receive antenna, the received signals over four 
consecutive symbol periods, denoted by , ,  and 

 for  respectively, can be expressed as  
1r 2r 3r

4r 1,.., 4t 

1 1 1 2 2 3 3 4 4r h x h x h x h x n     1

2

3

4

 

2 1 2 2 1 3 4 4 3r h x h x h x h x n       

3 1 3 2 4 3 1 4 2r h x h x h x h x n       

4 1 4 2 3 3 2 4 1r h x h x h x h x n       

where , ,  and  respectively from time 1 to 

4 are independent complex variable with zero mean 
power spectral density No/2 per dimension, representing 
additive white Gaussian noise. We may re-write Equa-
tion (3) into matrix form as: 

1n 2n 3n 4n

   
1 2 3 4

2 1 4 3
1 2 3 4 1 2 3 4

3 4 1 2

4 3 2 1

     h  

x x x x

x x x x
r r r r h h h

x x x x

x x x x


 


 








 

 1 2 3 4   n n n n  

or more precisely 

4

1

i
t i t

i

r c


tn   (5) 

where i denotes channel coefficients. Assuming per-

fect channel state information is available at receiver, the 
receiver computes the decision metric  

24 4

1 1

i
t i

t t

r a c
 

  (6) 
t  

The maximum likelihood decoding for is can be 

achieved by decoupling the signals transmitted from dif-
ferent antennas, [4,6]. 

 2
ˆ arg mini i

s
s r s


 

A
 (7) 

For 1,.., 4i  and decide in favour of is among all the 

constellation symbols 
 
3. Efficiency Improvement Code 
 
Assume that all the symbols in (1) are drawn from a 
QPSK constellation with gray constellation as shown in 
Figure 1. Although the code given in (1) is full rate code 
but its efficiency is too low. To find out the code effi-
ciency over a QPSK constellation, we represent (1) by its 
corresponding bit representation. There might be 256 
different patterns, and each pattern comprises of 32 bits. 
To lay down all 256 different patterns is a fatigable and 
un-necessary work. To save space we lay down just one 
such pattern below in (8), by assuming   

(2) 

0
1

js e  , 2
2

j

s e


 , 3
js e  and 

3

2
4

j

s e


  

00 01 11 10

10 00 01 11

00 10 00 10

01 00 10 00

 
 
 
 
 
 

 (8)

Now if we look at (8), the useful or informative bits 
are only 8 bits enumerated in first row of (8) while all 
other 24 (in 2nd, 3rd and 4th rows of (8)) bits are redundant 
and totally depends on 8 useful bits. We define the code 
efficiency η as the ratio of the number of useful bits and 
the total number of bits in each pattern of code matrix. In 
this particular case, the code efficiency is η = 8/32 = 
0.25. 

(3)

All full rate Space Time Block Codes having 4 or 
more than 4 transmit antennas do not gain code effi-
ciency more than 0.25, even the case is worse for 
non-full rate codes. 

Here we discuss some technique to improve the spec-
tral efficiency of the code for four transmit antennas. (4) 

One way is to split the original data bit stream into 
group of 4 × 8 like that in (8), i.e. the redundant bits have 
dual function, at the same time they represent as redun-
dant bits and information bits. In this case we can have 
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full efficient code η = 1. But as our original data is ran-
dom, so the probability of getting such a code pattern is  

 which is too small and practically near 
to zero probability.  

8 32 62 / 2 0.6 %

Another way to improve the code efficiency η is the 
technique very similar to that used in [6] for two transmit 
antenna Alamouti code. The original data stream is di-
vided into group of nine bits. The first eight bits are ar-
ranged as useful bits in matrix form as in (8) and the    
ninth bit is used to decide which constellation to choose 
between the two constellation schemes shown in Figure 
1 and Figure 2, for transmission of eight useful bits. For 
example if ninth bit 1, we choose the constellation A, 
shown in Figure 1, otherwise constellation B shown in 
Figure 2. It turns out that the transmission matrix has the 
same format as that in (8) but each transmission block 
now contains nine information bits instead of eight bits. 
The code efficiency increases to 9/32 = 0.28125. 

As in this technique the code efficiency increases by a 
single bit we call this technique, bit efficient Eb code. 

Another way to increase the code efficiency is to first 
divide the source binary data in to group of ten bits and 
then convert them into two binary sub-stream by a serial 
to parallel converter. For simplicity we show these five, 
2-bits parallel bit stream by following symbols. 

 1 2 3 4 5    x x x x x                (9) 

Before passing the symbol through constellation we 
tally the fifth symbol with other four symbols in (9) by 
its corresponding bit representation and find out the 
symbol which is same as fifth symbol. In case if there are 
more than one matching symbols, then we take the first 
one in that vector and in case if there is no any matching 
symbol then we ignore the fifth symbol for that specific 
transmission. 

We use two type of constellation (as shown in Fig-
ure 1 and Figure 2). In transmitting the useful symbols  
 1 2 3 4   x x x x , the symbol which is same as x5 is trans-

mitted from constellation A whereas the rest of the sym-
bols are transmitted from constellation B. 

As our source data stream is random, so it difficult to 
calculate the matching probability between fifth and 
other symbols. However for large data size we expect 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. QPSK Constellation ‘A’ with gray coding. 

 00 
 
 
 
 
 
 
 
 01 11

10 

 

Figure 2. QPSK Constellation ‘B’ with gray coding. 
 
maximum probability. If first four symbol in (9), in its 
corresponding bit representation, are different to each 
other, then the probability that the fifth symbol will 
match with one of the other four symbols is 100%, if any 
three symbols are different then the probability that the 
fifth symbol will match with one of the other four sym-
bols is 75%, so probability is 50% if two symbols are 
different and it is 25% if one symbol is different.  

We assume that in each block of transmission we find 
a matching symbol. In this case the code efficiency is 
10/32 = 0.3125. As code efficiency is increased by a 
symbol, we call this technique as symbol efficient Es 
code  

Let  5 1 2 3 4 5   x x x x x x  denote the fifth symbol and 

 3 4 5   ,1 2x x x x x A B  

Then the transmission matrix (1) can be represented as  

5 5 5

5 5 5

5 5 5

5 5 5

2 2 2 2
1 2 3 4

2 2 2 2
2 1 4 3

2 2 2
3 4 1 2

2 2 2 2
4 3 2 1

j s j s j s j s

j s j s j s j s

j s j s j s j s

j s j s j s j s

x e x e x e x e

x e x e x e x e

x e x e x e x e

x e x e x e x e

   

   

  

   

5

5

5

5

2



 
 
 
  
 
   
 
   

   (10) 

S5 is decided by the location of  which is 

closer to the decision boundary. Maximum likelihood 
decoding of 

1,.., 4ir 

1,.., 4iS   can be decoupled  

5

2

2ˆ arg min
j s

i i i
s

s r s e




    
  

A
           (11) 10

 
4. Simulation Results 
 

11 At transmitter two types of QPSK constellation are used. 
The minimum Euclidean distance between two QPSK 
constellations is the same as that of 8PSK constellation. 
Therefore in worse case the BER performance of the 
symbol efficient STBC code will be slightly worse due to 
additional error of symbol S5, as compare to 8PSK 
modulation. On the contrary, if the recovery of S5 is per-

00 

01 
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5. Conclusions fect i.e. the number of errors related to S5 is zero, then 
the selection of the QPSK constellation at the receiver is 
always correct, and the minimum Euclidean distance 
turns out to be the same as that of a QSPK constellation. 
Thus in the best case, the BER performance of symbol 
efficient STBC will be slightly better as compare to or-
dinary STBC code. 

 
Unlike most of the recent work, which are concentrated 
on design to achieve full rate and full diversity codes. 
We tried to invite researchers’ concentration to explore 
new techniques to augment the spectral efficiency of 
STB Codes. We presented a technique which enables us 
to send more symbols per transmission as compared to 
ordinary STB Codes. This approach also achieves full 
transmit diversity and allows maximum likelihood de-
coding for signals. The additional plus point of this tech-
nique is its flexibility to any number of transmit anten-
nas. 

Our simulation results in Figure 3 prove our claim of 
better spectral efficiency of symbol efficient Es STBC 
code as compare to conventional STBC. 

Table 1 shows some specific results of a neat com-
parison between STBC, Bit efficient STBC, symbol effi-
cient STBC and 8PSK. 

  
Table 1. Performances of QPSK modulation under different 
scenarios. 

6
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Abstract 
 
A Mobile Ad hoc NETwork (MANET) is a self-organizing, temporary, infrastructure-free, multi-hop, dy-
namic topology wireless network that contains collection of cooperative autonomous freely roaming mobile 
nodes. The nodes communicate with each other by wireless radio links with no human intervention. Each 
mobile node functions as a specialized router to forward information to other mobile nodes. In order to pro-
vide efficient end-to-end communication with the network of nodes, a routing protocol is used to discover 
the optimal routes between the nodes. The routing protocols meant for wired networks can not be used for 
MANETs because of the mobility of nodes. Routing in ad hoc networks is nontrivial due to highly dynamic 
nature of the nodes. Various routing protocols have been proposed and widely evaluated for efficient routing 
of packets. This research paper presents an overview on classification of wide range of routing protocols for 
mobile ad hoc wireless networks proposed in the literature and shows the performance evaluation of the 
routing protocols: DSDV, AODV, FSR, LAR, OLSR, STAR and ZRP using the network simulator QualNet 
4.0 to determine which protocols may perform best in large networks. To judge the merit of a routing proto-
col, one needs performance metrics (throughput, end-to-end delay, jitter, packet delivery ratio, routing over-
head) with which to measure its suitability and performance. Our simulation experiments show that the LAR 
protocol achieves relatively good performance compared to other routing protocols. 
 
Keywords: Mobile Ad Hoc Networks, Routing Protocols, LAR, QualNet 4.0, Performance Metrics,  

Simulations, Performance Evaluation 

1. Introduction 
 
The advent of ubiquitous computing and the proliferation 
of portable computing devices have raised the impor-
tance of mobile and wireless networking. Wireless net-
working is an emerging technology that allows users to 
access information and services electronically, regardless 
of their geographic position. Ad hoc is a Latin word, 
which means “for this purpose only”. The term “ad hoc” 
tends to imply “can take different forms” and “can be 
mobile, stand alone, or networked” [1]. Ad hoc networks 
have the ability to form “on the fly” and dynamically 
handle the joining or leaving of nodes in the network. 
Mobile nodes are autonomous units that are capable of 
roaming independently. Typical mobile ad hoc wireless 
nodes are Laptops, Personal Digital Assistants, Pocket 
PCs, Cellular Phones, Internet Mobile Phones, Palmtops 

or any other mobile wireless devices. All of these have 
the capability and need to exchange information over a 
wireless medium in a network. Mobile ad hoc wireless 
devices are typically lightweight and battery operated.  

A mobile ad hoc network (MANET) is an adaptive, 
self-configurable, self-organizing, infrastructure-less 
multi-hop wireless network with unpredictable dynamic 
topologies [2]. By adaptive, self-configurable and self- 
organizing, means an ad hoc network can be formed, 
merged together or partitioned into separated networks 
on the fly depending on the networking needs. i.e. a 
formed network can be deformed on the fly without the 
need for any system administration. By infrastructure- 
less, means an ad hoc network can be promptly deployed 
without relying on any existing infrastructure such as 
base stations for wireless cellular networks. By multi- 
hop wireless, means, in an ad hoc network the routes be-
tween end users may consists of multi-hop wireless links. 
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Figure 1. Communication scenario in MANET. 
 
In addition, each node in a mobile ad hoc network is ca-
pable of moving independently and forwarding packets 
to other nodes. 

The important characteristics of ad hoc wireless net-
works [2] are: dynamic topologies, low bandwidth, lim-
ited battery power, decentralized control, weak physical 
protection, etc. Dynamic Topologies: The nodes in ad 
hoc wireless networks are free to move independently in 
any direction. The network topology changes randomly 
at unpredictable times and primarily consists of bidirec-
tional links. Low Bandwidth: These networks have lower 
capacity and shorter transmission range than fixed infra-
structure networks. The throughput of wireless commu-
nication is lesser than wired communication because of 
the effect of the multiple access, fading, noise, and inter-
ference conditions. Limited Battery Power: The nodes or 
hosts operate on small batteries and other exhaustible 
means of energy. So, energy conservation is the most im-
portant design optimization criteria. Decentralized Con-
trol: Due to unreliable links, the working of ad hoc wire-
less network depends upon cooperation of participating 
nodes. Thus, implementation of any protocol that in-
volves a centralized authority or administrator becomes 
difficult. Weak Physical Protection: Nodes in ad hoc wire-
less networks are usually compact, soft, and hand-held in 
nature. Today, portable devices like mobile phones or 
personal digital assistants (PDAs) are getting smaller and 
smaller. They could get damaged or lost or stolen easily 
and misused by an adversary. 

The domain of applications for ad hoc wireless net-
works is diverse, ranging from small, static networks that 
are constrained by power sources, to large-scale, mobile, 
highly dynamic networks [2,4]. Such networks are fre-
quently viewed as a key communications technology en- 
abler for network-centric warfare and military tactical 
operations-for fast establishment of military communica-

tions and troop deployments in hostile and/or unknown 
environments, disaster relief operations-for communica-
tion in environments where the existing infrastructure is 
destroyed, search and rescue operations and emergency 
situations-for communication in areas with no wireless 
infrastructure support, law enforcement-for secure and 
fast communication during law enforcement operations, 
commercial use-for enabling communications in exhibi-
tions, conferences & large gatherings, intelligent trans-
portation systems and fault-tolerant mobile sensor grids. 
Most of these applications demand a secure and reliable 
communication. 
 
2. Routing in Mobile Ad Hoc Networks 
 
Mobile hoc network (MANET) is built on the fly where 
a number of mobile nodes work in cooperation without 
the engagement of any centralized access point or any 
fixed infrastructure. The nodes in the network are free to 
move independently in any direction. Node mobility 
causes route changes. The nodes themselves are respon- 
sible for dynamically discovering other nodes to commu- 
nicate. When a node wants to communicate with a node 
outside its transmission range, a multi-hop routing strat-
egy is used which involves some intermediate nodes. The 
network’s wireless topology changes frequently and ran-
domly at unpredictable times. Every node in ad hoc wire-
less network acts as a router that discovers and maintains 
routes in the network. Hence, the primary challenge is to 
establish a correct and efficient route between a pair of 
nodes and to ensure the correct and timely delivery of 
packets. Route construction should be done with a mini-
mum of overhead and bandwidth consumption. Various 
protocols-proactive, reactive and hybrid-have been pro-
posed and widely evaluated for efficient routing of pack-
ets in the literature [3].  

Routing protocols [5] often are very vulnerable to node 
misbehavior. A node dropping all the packets is con- 
sidered as malicious node or selfish nodes. A malicious 
node misbehaves because it intends to damage network 
functioning. A selfish node does so because it wants to 
save battery life for its own communication by simply 
not participating in the routing protocol or by not exe-
cuting the packet forwarding. A malicious node could 
falsely advertise very attractive routes and thereby con-
vince other nodes to route their messages via that mali-
cious node. 
 
3. Routing Protocols in Mobile Ad Hoc  

Networks 
 
The main objective of ad hoc routing protocols is how to 
deliver data packets among nodes efficiently without 
predetermined topology or centralized control. Expected 
properties of MANET routing protocols are [6]: a routing  
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protocol for MANET should be distributed in manner in 
order to increase its reliability, the routing protocol sh- 
ould assume routes as unidirectional links, the routing 
protocol should be power-efficient, the routing protocol 
should consider its security, and a routing protocol should 
be aware of Quality of Service (QoS). Based on the 
method of delivery of data packets from the source to 
destination, classification of the MANET routing proto-
cols could be done as unicast, multicast or geocast rout-
ing protocols [6]. 

Unicast Routing Protocols: The routing protocols that 
consider sending information packets to a single destina-
tion from a single source.  

Multicast Routing Protocols: Multicast is the delivery 
of information to a group of destinations simultaneously. 
Multicast routing protocols for MANET use both multi-
cast and unicast for data transmission. Multicast routing 
protocols for MANET can be classified again into two 
categories: tree-based and mesh-based multicast routing 
protocols. Mesh-based routing protocols use several routes 
to reach a destination while the tree-based protocols 
maintain only one path. Tree-based protocols ensure less 
end-to-end delay in comparison with the mesh-based 
protocols. 
 

 
 

Figure 2. Classification of routing protocols. 
 

 

Figure 3. Classification of unicast routing protocols. 

Geocast Routing Protocols: The routing protocols aim 
to send messages to some or all of the wireless nodes 
within a particular geographic region. Often the nodes 
know their exact physical positions in a network, and 
these protocols use that information for transmitting 
packets from the source to the destination(s). 

Ad hoc wireless network unicast routing protocols can 
be further classified into three major categories based on 
the routing information update mechanism: proactive or 
table driven, reactive or on-demand, and hybrid routing 
protocols. 
 
3.1. Proactive Routing Protocols 
 
In proactive routing protocols, also known as table- 
driven routing protocols, each node maintains one or 
more tables that contain consistent and up-to-date routing 
information to every other node in the network. The rout-
ing information is usually kept in a number of different 
tables. Proactive protocols continuously learn the global 
topology of the network by exchanging topological in-
formation among the network nodes. When the network 
topology changes, the nodes propagate update messages 
and the topology change information is distributed across 
the network. If the network topology changes too fre-
quently, the cost of maintaining the network might be 
very high. Each node continuously evaluates routes to all 
reachable nodes. The overhead to maintain up-to-date 
network topology information is high.  

Some of these protocols are: Destination Sequenced 
Distance Vector routing protocol (DSDV), Optimized Link 
State Routing protocol (OLSR), Fisheye State Routing 
protocol (FSR), Source Tree Adaptive Routing protocol 
(STAR), Wireless Routing Protocol (WRP), Global State 
Routing (GSR), Cluster-head Gateway Switch Routing 
protocol (CGSR), Hierarchical State Routing protocol 
(HSR). 
 
3.1.1. Destination Sequenced Distance Vector Routing 

Protocol (DSDV) 
The Destination Sequenced Distance Vector (DSDV) [9] 
is a proactive unicast routing protocol that solves the ma-
jor problem associated with distance vector routing of 
wired networks, i.e. count-to-infinity, by using destination 
sequence numbers. It uses the classical Bellman-Ford 
routing algorithm with some improvements on routing 
performance that guarantees loop free routes. Each node 
maintains a routing table that stores all possible available 
routes for each destination, the hop counts as routing met-
rics to reach the destination and the unique sequence 
numbers to keep up-to-date information about its neighbors. 
A sequence number created by the destination is used to 
distinguish stale routes from new one and avoids forma-
tion of route loops. The route with higher sequence num-
ber is newer. If two routes have the same sequence num-
ber then the route with the best metric (i.e. shortest route) 
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is used.  
Every node periodically exchange routing table up-

dates to its immediate neighbors. The route updates can 
be either time-driven or event-driven. Two types of route 
update packets: full dump and incremental packets are 
used. The full dump packet carries all the available rout-
ing information, i.e., the entire routing table to the 
neighbors and the incremental packet carries only the 
information changed since the last full dump. For updat-
ing the routing information in a node, the update packet 
with the highest sequence number is used. The incre-
mental update messages are sent more frequently than 
the full dump packets. The protocol will not scale in 
large network since a large portion of the network band-
width is used in the updating procedures. 
 
3.1.2. Optimized Link State Routing Protocol (OLSR) 
The Optimized Link State Routing (OLSR) [11] is a 
proactive unicast optimized version of a pure link state 
routing protocol that employs an efficient link state 
packet forwarding mechanism called multipoint relaying. 
This protocol performs hop-by-hop routing; that is, each 
node in the network uses its most recent information to 
route a packet. The routing optimization is done mainly 
in two ways. Firstly, OLSR reduces the size of the con-
trol packets for a particular node during each route up-
date by declaring only a subset of links with the node’s 
neighbors who are its multipoint relay selectors, instead 
of all links in the network. Any node which is not in the 
set can read and process each packet but do not retrans-
mit. Secondly, it minimizes flooding of the control traffic 
by using only the selected nodes, called multipoint relays 
to disseminate information in the network. To select the 
multipoint relaying, each node periodically broadcasts a 
list of its one hop neighbors using hello messages. From 
the list of nodes in the hello messages, each node selects 
a subset of one hop neighbors, which covers all of its two 
hop neighbors. It provides optimal routes to every desti-
nation in terms of number of hops, which are immedi-
ately available when needed. As only multipoint relays 
of a node can retransmit its broadcast messages, this 
protocol significantly reduces the number of retransmis-
sions in a flooding or broadcast procedure. 
  Therefore, the protocol works based on the mecha-
nisms of: neighbors-sensing based on periodic exchange 
of hello messages, efficient flooding of control traffic 
using the concept of multipoint relays, and computation 
of an optimal route using the shortest-path algorithm. 
This protocol does not notify the source immediately after 
detecting a broken link and source node comes to know 
that route is broken when the intermediate node broad-
casts its next packet. The proposed protocol is best suit-
able for large and dense ad hoc networks. 
 
3.1.3. Fisheye State Routing Protocol (FSR) 
The Fisheye State Routing (FSR) [12] is a proactive uni-

cast routing protocol based on link state routing algo-
rithm with effectively reduced overhead to maintain 
network topology information. The novelty of FSR is 
that it uses a special structure of the network called the 
“fisheye”. FSR maintains the accurate distance and path 
quality information about the immediate neighboring 
nodes and progressively reduces detail as the distance 
increases. In link state routing algorithm, used for wired 
networks, link state updates are generated and flooded 
through the network whenever a node detects a topology 
change. However, in FSR nodes exchange link state in-
formation periodically only with the neighboring nodes 
to maintain up-to-date full topology information of the 
network. To reduce the size of link state update messages, 
FSR uses different update periods for different entries in 
the routing table. Link state updates corresponding to the 
nodes within a smaller scope are propagated with higher 
frequency.  
  The FSR protocol is an improvement of Global State 
Routing (GSR). The large size of update messages in 
GSR wastes a considerable amount of network band-
width. In FSR, each update message does not contain 
information about all nodes. Instead, it reduces the size 
of the update messages by exchanging information about 
closer nodes more frequently than it does about farther 
nodes, which lie outside the fisheye scope. The scope is 
defined in terms of the nodes that can be reached in a 
certain number of hops. So, each node gets accurate in-
formation about neighbors and accuracy of information 
decreases as the distance from node increases.  
  The advantage of FSR is that even though a node does 
not have accurate information about a destination, as the 
packet moves closer to the destination, more correct in-
formation about the route to the destination becomes 
available. FSR exhibits a better scalability concerning 
the network size compared to others as the overhead is 
controlled in this scheme.  
 
3.1.4. Source Tree Adaptive Routing Protocol (STAR) 
The Source Tree Adaptive Routing [13] protocol is based 
on the link state algorithm. Each node maintains a source 
routing tree, which is a set of links containing the pre-
ferred paths to every destinations and broadcasts its 
source-tree information to its neighbors and builds a par-
tial graph of the topology. When a node has data packets 
to send to a destination for which no path exists in its 
source-tree, it originates an update message to all its 
neighbors indicating the absence of a path .This update 
message triggers another update message from a nei- 
ghbor which has a path. After getting this, the node up-
dates its source-tree and then finds path to all nodes in 
the network. In addition to path breaks, the intermediate 
nodes are responsible for handling the routing loops.  
  STAR will scale well in large networks since it has 
significantly reduced the amount of routing overhead 
disseminated into the network by using a least overhead 
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routing approach (LORA) to exchange routing informa-
tion. However, this protocol may have significant mem-
ory and processing overheads in large and highly mobile 
networks, because each node is required to maintain a 
partial topology graph of the network (it is determined 
from the source tree reported by its neighbors), which 
changes frequently as the neighbors keep reporting dif-
ferent source trees. 
 
3.2. Reactive Routing Protocols 
 
In reactive routing protocols, also known as on-demand 
routing protocols, a node creates a route in an on-demand 
fashion, i.e. it computes a route only when needed. When 
a source wants to send packets to a destination, it invokes 
the route discovery mechanisms to find the path to the 
destination. Route discovery usually occurs by flooding a 
route request packet throughout the network. Route reply 
is sent back if the destination itself or node with route to 
the destination is reached. The discovery procedure ter-
minates either when a route has been found or no route 
available after examination for all route permutations. Re-
active routing does not maintain global topological infor-
mation and, therefore, substantially reduces energy con-
sumption. Some of these protocols are: Ad hoc On-De-
mand Distance Vector routing protocol (AODV), Dy-
namic Source Routing protocol (DSR), Associativity 
Based Routing protocol (ABR), Location Aided Routing 
protocol (LAR), Light-weight Mobile Routing protocol 
(LMR), Temporally Ordered Routing Algorithm (TORA), 
Ant-colony-based Routing Algorithm (ARA), Cluster- 
based Routing Protocol (CBRP). 

3.2.1. Ad Hoc On-Demand Distance Vector Routing  
Protocol (AODV) 

The Ad hoc On-Demand Distance Vector (AODV) [14] 
routing protocol is a reactive unicast routing protocol. 
The protocol constructs efficient route on demand with 
minimal control overhead and minimal route acquisition 
latency. AODV is essentially a combination of both DSR 
and DSDV algorithms and it borrows the basic on de-
mand mechanism of route discovery and route mainte-
nance from DSR, plus the use of hop-by-hop routing se-
quence numbers from DSDV. The destination sequence 
number can be used to ensure loop-free and to identify 
which route with the greatest sequence number is newer 
one. 

AODV has bidirectional route from source to destina-
tion. To find a path from source to destination, the source 
broadcasts a route request packet. The neighbors in turn 
broadcast the packet to their neighbors till it reaches an 
intermediate node that has recent route information about 
the destination or till it reaches the destination. A node 
discards a route request packet that it has already seen. 
The route request packet uses sequence numbers to en-
sure that the routes are loop free. When a node forwards 

a route request packet to its neighbors, it also records in 
its tables the node from which the first copy of the re-
quest came. This information is used to construct the 
reverse path for the route reply packet. AODV uses only 
symmetric links because the route reply packet follows 
the reverse path of route request packet. As the route 
reply packet traverses back to the source, the nodes along 
the path enter the forward route into their tables. For 
route maintenance, when a source node moves, it can 
reinitiate route discovery to the destination. If one of the 
intermediate nodes moves, then the moved nodes neighbor 
realizes the link failure and sends a link failure notifica-
tion to its upstream neighbors and so on till it reaches the 
source upon which the source can reinitiate route dis-
covery if needed. 

The difference between DSR and AODV is that in DSR, 
each packet carries full routing information, whereas in 
AODV, the packets carry the destination address. This 
means that AODV has potentially less routing overheads 
than DSR. The other difference is that the route replies in 
DSR carry the address of every node along the route, 
whereas in AODV, the route replies only carry the desti-
nation IP address and the sequence number.  

The advantage of AODV is that it is adaptable to highly 
dynamic networks. However, node may experience large 
delays during route construction, and link failure may 
initiate another route discovery, which introduces extra 
delays and consumes more bandwidth as the size of the 
network increases. 

3.2.2. Location Aided Routing Protocol (LAR)  
The Location Aided Routing (LAR) [15] protocol is a 
reactive unicast routing scheme. In this, a source node 
estimates the current location range of the destination 
based on information of the last reported location and the 
mobility pattern of the destination. In this, an expected 
zone is defined as a region that is expected to hold the 
current location of the destination node. During route 
discovery procedure, the route request flooding is limited 
to a request zone, which contains the expected zone and 
location of the sender node. LAR decreases overhead of 
the route discovery by using the location information. It 
limits the search to a smaller request zone, causing sig-
nificant reduction of the number of routing messages. 

This protocol assumes that each node knows its loca-
tion through a GPS. Two different LAR schemes were 
proposed in [15], the first scheme calculates a request 
zone which defines a boundary where the route request 
packets can travel to reach the required destination. The 
second scheme stores the coordinates of the destination 
in the route request packets. These packets can only 
travel in the direction where the relative distance to the 
destination becomes smaller as they travel from one hop 
to another. Both methods limit the control overhead 
transmitted through the network and hence conserve 
bandwidth. They will also determine the shortest path to 
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the destination, since the route request packets travel 
away from the source and towards the destination.  

The disadvantage of LAR protocol is that each node is 
required to carry a GPS. Another disadvantage is, espe-
cially for the first method, that protocols may behave 
similar to flooding protocols (e.g., DSR and AODV) in 
highly mobile networks. 
 
3.3. Hybrid Routing Protocols 
 
In hybrid routing protocols, some of the characteristics 
of proactive protocols and some of the characteristics of 
reactive protocols are combined into one to get better 
solution for mobile ad hoc networks. These protocols 
exploit the hierarchical network architecture and allow 
the nodes with close proximity to work together to form 
some sort of backbone, thus increasing scalability and 
reducing route discovery. Nodes within a particular geo-
graphical region are said to be within the routing zone of 
the given node. For routing within this zone, a table-
driven approach is used. For nodes that are located be-
yond this zone, an on demand approach is used.  

Some of the hybrid routing protocols are: Distributed 
Spanning Tree based Routing Protocol (DST), Core- 
Extraction Distributed Ad Hoc Routing protocol (CE-
DAR), Zone Routing Protocol (ZRP), Zone-based Hier-
archical Link State Routing Protocol (ZHLS), Distrib-
uted Dynamic Routing protocol (DDR), Scalable Loca-
tion Update Routing Protocol (SLURP), Hybrid Ad hoc 
Routing Protocol (HARP). 

 
3.3.1. Zone Routing Protocol (ZRP) 
The Zone Routing Protocol (ZRP) [16] is a hybrid rout-
ing protocol, where the network is divided into routing 
zones according to the distances between nodes and the 
routing zone defines a range (in hops) that each node is 
required to maintain network connectivity proactively. In 
this, proactive routing approach-Intra Zone Routing Pro-
tocol (IARP) is used inside routing zones and reactive 
routing approach-Inter Zone Routing Protocol (IERP) is 
used between routing zones. Therefore, for nodes within 

the routing zone, routes are immediately available. For 
nodes that lie outside the routing zone, routes are deter-
mined on-demand (i.e. reactively), and it can use any 
on-demand routing protocol to determine a route to the 
required destination. Route creation is done using a 
query-reply mechanism. During the forwarding of the 
query packet, a node identifies whether it is coming from 
its neighbor or not. If yes, then it marks all of its known 
neighboring nodes in its same zone as covered. A cov-
ered node is a node which belongs to the routing zone of 
a node that has received a route query. The query is thus 
relayed till it reaches the destination. The destination in 
turn sends back a reply message via the reverse path and 
creates the route.  

ZRP is suitable for the networks with large span and 
diverse mobility patterns. The advantage of this protocol 
is that it has significantly reduced the amount of commu-
nication overhead when compared to pure proactive pro-
tocols. It also has reduced the delays associated with pure 
reactive protocols such as DSR, by allowing routes to be 
discovered faster. This is because, to determine a route to 
a node outside the routing zone, the routing only has to 
travel to a node which lies on the boundaries (edge of the 
routing zone) of the required destination. Since the 
boundary node would proactively maintain routes to the 
destination (i.e. the boundary nodes can complete the 
route from the source to the destination by sending a reply 
back to the source with the required routing address).  

The disadvantage of ZRP is that for large values of 
routing zone, the protocol can behave like a pure proac-
tive protocol, while for small values it behaves like a 
reactive protocol.  

4. Overall Comparison of All Unicast  
Routing Protocols  

Advantages and disadvantages of proactive, reactive and 
hybrid approaches are shown in Table 1 and overall 
comparison of all unicast routing protocols are shown in 
Table 2. 

Table 1. Advantages and disadvantages of proactive, reactive and hybrid routing protocols. 

 Advantages Disadvantages 

Proactive 

-Up-to-date routing information 
-Quick establishment of routes 
-Small delay 
-A route to every other node in the network      

is always available 

-Slow convergence 
-Tendency of creating loops 
-Large amount of resources are needed 
-Routing information is not fully used 

Reactive 
-Reduction of routing load 
-Saving of resources 
-Loop-free 

-Not always up-to-date routes 
-Large delay 
-Control traffic and overhead cost 

Hybrid 
-Scalability 
-Limited search cost 
-Up-to-date routing information within zones 

-Arbitrary proactive scheme within zones 
-Inter-zone routing latencies 
-More resources for large size zones 
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Table 2. Overall comparison of all unicast routing categories [20]. 

Routing Property Proactive Reactive Hybrid

Routing 
Structure

Both flat and hierarchical Mostly flat, except CBRP Mostly hierarchical

Route 
Availability

Always available, 
if the nodes are reachable

Determined when needed
Depends on the location 
of the destination

Traffic Control
Volume

Usually high Low
Mostly lower than 
proactive and reactive

Mobility
Handling Effects

Usually updates occur based on 
mobility 
at fixed intervals

ABR introduced LBQ, 
AODV uses local route 
discovery

Usually more than one 
path may be available

Storage
Requirements

High
Usually lower than  
Proactive protocols

Usually depends on the 
size of each cluster

Delay Level
Small routes 
are predetermined

Higher than proactive
For local destinations 
small, since Inter-zone may be as 
large as reactive protocols

Scalability 
Level to Perform 
Efficient
Routing

Usually up to  
100 nodes

Source routing protocols
up to few 100 nodes
Point-to-point may 
scale higher

Designed for up to 1000 
or more nodes

 
5. Performance Evaluation and Analysis 
 
5.1. Simulation Model  
 
The simulations were performed using the network simu-
lator QualNet 4.0 which is a discrete event simulator 
developed by Scalable Networks. It is extremely scalable 
accommodating high fidelity models of networks. QualNet 
makes good use of computational resources and models 
large-scale networks with heavy traffic and mobility in 
reasonable simulation times.  

The study has been done to compare the efficiency of 
the various categories of routing protocols: DSDV, 
AODV, FSR, LAR, OLSR, STAR, and ZRP. The overall 
goal of our simulation study is to analyze the behavior 
and performance of the protocols under a range of vari-
ous scenarios. Simulations have been run using a mobile 
ad hoc networks composed of 10, 15, 25, 50 and 75 
nodes moving over a rectangular 1500 m × 1500 m space 
and operating over 30 seconds of simulation time. All 
nodes move according to the random way point mobility 
model. The traffic sources in our simulation are constant 
bit rate (CBR) traffic. Each traffic source originates 512 
bytes data packets. The simulation parameters are shown 
in Table 3. 

Table 3. Simulation parameters. 
 

Parameter Value 
Number of nodes 10, 15, 25, 50, 75 

Number of traffic sources 3 

Simulation Time 30 Seconds 

Traffic Type CBR 
Packet Size 512 bytes 

Topology Size 1500m × 1500m 

Mobility Pattern Random way point 

5.2. Simulation Metrics 
 
The metrics that are used to evaluate the performance of 
the routing protocols are: throughput, average end-to-end 
delay, average jitter, total packets received, packet deliv-
ery ratio and routing overhead.  

Throughput is the average rate of successful message/ 
packets delivery over a communication channel. i.e. Thr- 
oughput is the measure of how fast we can actually send 
the packets through network. The throughput is usually 
measured in bits per second (bit/s or bps), and sometimes 
in data packets per second or data packets per time slot.  

Average end-to-end delay is the delay experienced by 
a packet from the time it was sent by a source till the 
time it was received successfully at the destination. i.e., 
the end-to-end delay is the time a data packet is received 
by the destination minus the time the data packet is gen-
erated by the source. Average end-to-end delay includes 
all possible delays caused by buffering during route dis-
covery latency, queuing at the interface queue, retrans-
mission delays at the MAC, and propagation and transfer 
times of data packets.  

Average jitter measures the packet delay variation. It 
is calculated as the average of the difference of the inter 
arrival time between subsequently received packets.  

Total packets received is the number of packets re-
ceived by the TCP sink at the final destination and the 
number of packets generated by the traffic sources.  

Packet delivery ratio is the ratio of the number of data 
packets successfully delivered to the destinations to those 
generated by the constant bit rate (CBR) sources. Rout-
ing overhead is the number of control packets produced 
per mobile node. Control packets include route requests, 
replies and error messages. The routing load specifies the 
load over communications links for traffic flow. 
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5.3. Simulation Scenarios 
 

 

Figure 4. Designer window scenario for 15 nodes. 
 

 

Figure 5. Animator window scenario for 15 nodes. 
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Table 4. Metric values for 15 nodes.  

Protocols/ 
Parameters 

DSDV AODV FSR LAR OLSR STAR ZRP 

Throughput(104) 5.85 5.85 4.0 6.1 5.7 3.65 4.85 
End-To-End Delay - - 1.17 3.25 0.08 0.4 1.56 

Average Jitter - - 3.48 2.5 0.5 0.4 4.68 
Total Packets 
Received (102) 

3.35 3.35 1.9 3.22 2.97 1.83 2.56 

 
Table 5. Metric values for 25 nodes. 

Protocols/ 
Parameters 

DSDV AODV FSR LAR OLSR STAR ZRP 

Throughput(105) 0.99 1.01 0.63 0.98 0.94 0.51 0.48 
End-To-End Delay - - 2.8 11.6 0.1 0.6 3.8 

Average Jitter 0.1 - 1.2 11.7 0.6 0.6 3.5 
Total Packets 
Received (102) 

5.6 5.7 2.8 5.4 4.8 2.7 2.4 

 
Table 6. Metric values for 50 nodes. 

Protocols/ 
Parameters 

DSDV AODV FSR LAR OLSR STAR ZRP 

Throughput(105) 2 0.07 1.24 1.17 0.98 1.96 0.75 
End-To-End Delay - - 7.5 46 0.75 31 40.8 

Average Jitter - - 20.75 21.3 0.5 36.75 32.5 
Total Packets Re-

ceived(103) 
1.16 1.16 0.53 1.13 0.08 0.61 0.41 

 
Table 7. Metric values for 75 nodes. 

Protocols/ 
Parameters 

DSDV AODV FSR LAR OLSR STAR ZRP 

Throughput(105) 3.14 3.14 1.87 1.76 3.04 1.28 0.38 
End-To-End Delay - - 13 78 1 67 42 

Average Jitter - - 16 96 5 50 25 
Total Packets 
Received (103) 

1.76 1.76 0.78 0.84 1.54 0.8 0.25 

 

 
 

Figure 6. Multi experimental comparison chart (15 nodes) for the metric: throughput. 
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Figure 7. Multi experimental comparison chart (15 nodes) for the metric: Average end-to-end delay.  
 
 

 

Figure 8. Multi experimental comparison chart (15 nodes) for the metric: Average jitter. 
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Figure 9. Multi experimental comparison chart (15 nodes) for the metric: Total packets received. 
 

5.4. Simulation Results and Analysis 
 
The simulation study has been done using the network 
simulator QualNet 4.0 for performance comparison of 
the protocols: DSDV, AODV, FSR, LAR, OLSR, STAR 
and ZRP. The all seven routing protocols result in impro- 
vements of the performance metrics that include through-
put, jitter, end-to-end delay and total packets received.  

It was observed from the simulation that DSDV and 
AODV gives nearly same and maximum throughput in 
small sized networks. Throughput of FSR, LAR, OLSR, 
and STAR is increasing as the network size is increasing, 
but OLSR performs well in large sized networks. Throu- 
ghput of ZRP is well and it is nearer for small and large 
networks, but for large sized networks it is decreasing. 
For end-to-end delay and average jitter, the performance 
of DSDV and AODV is better than FSR, LAR, OLSR, 
STAR and ZRP in case of small sized networks. In me-
dium and large sized networks, the end-to-end delay and 
average jitter of AODV and DSDV protocols are same.  

The improvements shown in LAR are gradually in-
creasing than others. Hence, it can be concluded that 
LAR is the best among the studied routing protocols.  

 
6. Conclusions 

 
In this article, the classifications of routing protocols for 
ad hoc wireless networks were discussed. In proactive 
protocols, each node maintains network connectivity and 
up-to-date routing information to all the nodes in the 
network. In reactive protocols, a node finds the route to a 

destination when it desires to send packets to the destina-
tion. In hybrid routing protocols, some of the characteris-
tics of proactive and some of the characteristics of reac-
tive are combined, by maintaining intra-zone information 
proactively and inter-zone information reactively, into 
one to get better solution for mobile ad hoc networks.  

Generally speaking, reactive protocols require fewer 
amounts of memory, processing power, and energy than 
that of the proactive protocols. The mobility and traffic 
pattern of the network must play the key role for choos-
ing an appropriate routing strategy for a particular net-
work. It is quite natural that one particular solution can-
not be applied for all sorts of situations and, even if ap-
plied, might not be optimal in all cases. Often it is more 
appropriate to apply a hybrid protocol rather than a 
strictly proactive or reactive protocol as hybrid protocols 
often possess the advantages of both types of protocols. 

DSDV and GSR uses destination sequence numbers to 
keep routes up-to-date and loop-free. HSR and ZHLS are 
hierarchical routing protocols. FSR reduces the size of 
tables to be exchanged by maintaining less accurate in-
formation about nodes farther away. CGSR and CBRP 
are cluster-based routing protocol where nodes are grouped 
into clusters. AODV is an on-demand version of DSDV 
routing protocol. ABR uses the degree of associativity to 
select routes and a localized broadcast query is initiated 
when a link goes down. WRP maintains the best-path 
information to a destination, avoids routing loops during 
route discovery process, and converges quickly after a 
link failure. In LAR, the route request packets propagate 
in the request zone only. DSR is a source routing proto-
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col where the route is in each packet. DSR had higher 
routing overhead as compared to AODV. ZHLS and 
SLURP are highly adaptable to changing topology, since 
only the node ID and zone ID of the destination is re-
quired for routing to occur. They do not use a clus-
ter-head to coordinate data transmission, which means that 
a single point of failure and performance bottlenecks can 
be avoided. The ZRP routing protocol is designed to in-
crease the scalability of mobile ad hoc networks. The 
advantage of this protocol is that it maintains strong net-
work connectivity (proactively) within the routing zones 
while determining remote route (outside the routing zone) 
quicker than flooding.  

The simulation study has been done using the network 
simulator QualNet 4.0 for performance comparison of 
the protocols: DSDV, AODV, FSR, LAR, OLSR, STAR 
and ZRP. The improvements shown in LAR are gradu-
ally increasing than others. Hence, it can be concluded 
that LAR is the best among the studied routing protocols. 
 
7
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Abstract 
 
This paper proposes two nonlinear blind equalizers: the nonlinear constant modulus algorithm (NCMA) and 
the nonlinear modified constant modulus algorithm (NCMA) by applying a nonlinear transfer function (NTF) 
into constant modulus algorithm (CMA) and modified constant modulus algorithm (MCMA), respectively. 
The effect of the NTF on CMA and MCMA is theoretically analyzed, which implies that the NTF can make 
their decision regions much sharper so that the proposed two nonlinear blind equalizers are more robust 
against the convergency error compared to their linear counterparts. The embedded single layer in NCMA 
and NMCMA simultaneously guarantees a comparably speedy convergency. On 16-quadrature amplitude 
modulation (QAM) symbols, computer simulations show that NCMA achieves an 8dB lower convergency 
mean square error (MSE) than CMA, and NMCMA achieves a 15dB lower convergency MSE than MCMA. 
 
Keywords: Nonlinear Blind Equalizer, Nonlinear Transfer Function (NTF), CMA, Nonlinear CMA 
         (NCMA), Nonlinear MCMA (NMCMA) 

1. Introduction 
 
Constant modulus algorithm (CMA) [1-6] is widely used 
for blind equalization [2,5,6,7-10] for constant modulus 
transmissions in communication systems in order to over-
come the propagation channel corruption, mitigate the in-
ter-symbol interference (ISI) and recover the transmitted 
symbols, which usually has a satisfied performance in 
common situations. However, under a complicated multi-
path channel, the transmitted symbols suffer from severe 
distortion and CMA will perform poor for multi-modulus 
symbols, i.e. for high-order quadrature amplitude modula-
tion (QAM) symbols, mainly due to the inability of CMA 
on phase error correction [11]. 

To suppress the convergence error and improve the 
equalization performance for multi-modulus symbols, 
[11-14] proposed a classical modified constant modulus 
algorithm (MCMA), in which the real component and the 
imaginary component of the equalizer output are respec-
tively considered to compress the phase error, leading to a 
better performance. However, its performance is not good 
enough in some severe cases, since its decision region is 
comparably smooth, which does not tolerate the conver-
gency error very much. 

The method for further improvement is to bring in non-
linearity instead of linearity, which can be realized by util-
izing multilayer architecture, nonlinear transfer function 

(NTF) [15] or neural network [16-18]. However, as a tra-
deoff, the complicated multiple architecture results in a 
slower convergency. As we all know, the speedy conver-
gency is significant for adaptive blind equalization. Con-
sequently, in this paper, we preferentially consider intro-
ducing a NTF into blind equalization to improve the per-
formance. A NTF, ( ) sin( )f x x x   , is proposed in 

[18] for blind equalizer according to its provided properties. 
However, there is a remaining unsolved question: in es-
sence, why can this NTF be helpful for equalization per-
formance? Or equivalently, what is the theoretical effect of 
NTF on equalization performance? This paper will answer 
this question via theoretical analysis. The following theo-
retical derivation provides that the NTF can make the deci-
sion region much sharper so that the proposed nonlinear 
blind equalizers are more robust against the convergency 
error. Based on this discovery, by applying the nonlinear 
transfer function (NTF) to CMA and MCMA, the non-  
linear CMA (NCMA) and nonlinear modified CMA 
(NMCMA) are thus proposed, and their adaptive learning 
rules are also theoretically derived in this paper. 

The remainder of this paper is organized as follows. Sec-
tion II theoretically analyzes the effect of the NTF on blind 
equalizers. Based on the analysis given in Section 2, the 
nonlinear blind equalizer, NCMA, is proposed in Section 
III. Moreover, another blind equalizer, NMCMA, is pro-
posed in Section 4. Simulation results of the proposed 
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nonlinear blind equalizers on 16-QAM symbols are re-
ported in Section 5, which are compared to their linear 
counterparts, followed by conclusion in Section 6.  

Notation:  E   represents expectation of a random va-

riable.   denotes the modulus of a complex number or 

the absolute value of a real number. The superscripts  *  

and  
Re

 denote the conjugate and derivative, respectively. 

Both  and    R


 
 denote the real component while 

both  and  Im
I
  denote the imaginary component. 

 
2. Effect of NTF 
 
2.1. CMA 
 
The cost function of CMA can be expressed as [1] 

    22

2

1

4CMAJ n E y n R
    

       (1) 

where  denotes the time index; n  y n

 
 represents the 

equalized symbol; assuming that s n  is the com-

plex-valued transmitted symbol, the constant modulus, 

, is given by 2R
 

 

4

2 2

E s n
R

E s n

 
 
 
  

. The 3D performance 

function of CMA, CMAJ , is shown versus  y n  in [1]. 

 
2.2. Performance Function without NTF 
 
Considering the case without a NTF in CMA [1], 

     
1

0

M
T

m
m

y n X n W x n m w




         (2) 

where,  is the 

corrupted signal at the receiver, which is also the input 

signal of the equalizer, and  is 

the adaptive weight vector. Assuming keeping all weights 
unchanged except 

       , 1 , , 1
T

X n x n x n x n M     

0 1, , , MW w w w   1

T

pw 0 1p M  , , (2) can be ex-

pressed as 

     

 

1

0,

M

m p
m m p

p

y n x n m w x n p

C x n p w



 

   
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 w

w

     (3) 

where  is a constant in this case. 

Using (3) together with (1), the 2D performance function, 

 
1

0,

M

m
m m p

C x n m


 

 

CMAJ , is shown versus Re pw  in Figure 1, similar as  

 

J
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 f 

Figure 1. Comparison of performance functions, J , versus 

 Re pw , where  f   represents the NTF,  and  

correspond to two stable minimum values and corre-

sponds to an unstable local maximum. 

1

1V

S 2S

 

 

( )x n

( 1)x n 

( 1)x n M 

0w

1w

1Mw

 

Re

Im

 f

 f

( )y n

( )Ry n

( )Iy n

( )net n

 

Figure 2. Architecture representation for the proposed non-
linear blind equalizers: NCMA and NMCMA, where it is 
noticed that the real component and the imaginary compo-
nent of the received symbols are separately considered. 
 

CMAJ  versus  y n  in [1]. In Figure 2, two stable 

points,  and , are given by1S 2S 1S   

 
2

jR e

x n



Re
C

p

   
   

 and 
 
2

2 Re
jR e C

S
x n p

      
, re-

spectively,  denotes an arbitrary phase; ReZ   

 
C

x n p

 
Z  is given by 

2
2

1 4

R
V .  

 
  

; and the value at 

 
2.3. Performance Function with NTF 
 
Let us consider the blind equalizer with a NTF, i.e. 
NCMA. Define its corresponding cost function by 

   NCMA CMAJ n J n , i.e. 

      22

2

1

4NCMA CMAJ n J n E y n R
     

 

  Without loss of generality, a NTF with the expression 
of ( ) sin(2 )f x x fx   , where   is a nonlinear 
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coefficient and f  denotes the frequency of the sine 

function, is considered in this paper for performance 
analysis. With this NTF, based on the proposed architec-
ture as shown in Figure 2, we have 

        
 

  
  

Im

sin Re

Im

T

p

p

p

y n f X n W jf X n W

C x n p w

f C x n p w

j f C x n p w 

 

  

  

  





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2

sin 2

 
 (4) 

  Since the performance function is symmetrical around 
the J axis , i.e. the cost function is independent with 
the phase of  y n  or pw , without loss of generality, 

let us consider the simplest case, i.e. pw  is real. In this 

case, (4) can be approximated as 
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(5) 
where, the approximation  is based on the fact that 

the closer the directions of two vectors with fixed mod-
ules, the bigger their summation, and the approximation 

 is true because  in (5) is a constant, same as that 

in (3) and the value of the sine function in (5) is deter-
mined by the item containing 

( )a

( )b C

pw . Furthermore, we have 

      sin 2p py n C x n p w f x n p w         

(6) 
  Based on (6) together with (1), the 2D performance 

function, NCMAJ , is shown versus  Re pw  in Figure 1, 

compared to that without NTF. One can see that using 
this NTF, its performance function becomes sharper than 
its previous linear counterpart. Once the convergency 
point is not exactly the minimum value but one of its 
surrounding points, namely, there is an estimation bias, 
i.e. W , its estimation error gets smaller after implant-
ing this NTF. In other words, NCMA is more robust 
against the convergency error than CMA. It is noticed 
that, the NTF will provide a good equalization perform-

ance under the constraint that  2
2

f x n p
   , i.e. 

2

1
0

4
f 

R
. Particularly, when 

2

1

4
f

R
 , the NTF 

exhibits the optimal equalization performance. 
 
2.4. Discussion and Extension 
 
As shown in Figure 1, where the cost function, J , is 

plotted versus the adaptive weights,  Re pw , NCMJ A  

looks similar with CMAJ  except that it has a sharper 

decision region than CMAJ . The resulting sharper deci-

sion region will lead to a better equalization performance 
in the end. On the other hand, denote by MCMAJ  and 

NMCMAJ  the cost functions for MCMA and NMCMA, 

respectively. Since MCMA is similar to CMA except 
that in NMCA, the real part and the imaginary part are 
separately considered, after adding a NTF into the linear 
equalizer, the relationship between NMCMAJ  and MCMAJ  

is the same with that between MCMAJ  and CMAJ . 

Therefore, one can know that NMCJ MA  also looks similar 

with MCMAJ  except that it has a sharper decision region 

than MCMAJ . 

 
3. Proposed NCMA 
 
In Figure 2,     , 1 , ,x n x n x n M 1  

1

, as men-

tioned, are the corrupted symbols at the receiver, 

0 1, , , Mw w w  , as mentioned, are the equalizer taps 

with the length of M , and the variable  is an in-
termediate variable for convenience. For a time index of 

, the input and its corresponding output can be formu-
lated as 

net

n

   Tnet n X n W                (7) 

  and 

     ,R I y n y n jy n              (8) 

where 

    R Ry n f net n              (9) 

  and 

    .I Iy n f net n              (10) 

  Furthermore, the real component and the imaginary 
component of  net n  can be obtained as 

     
1

, ,
0

M

R R m R I
m

net n x n m w x n m w



m I       (11) 

  and 

     
1

, ,
0

.
M

I R m I I
m

net n x n m w x n m w



m R       (12) 

Based on (1), using the statistic gradient descent (SGD) 
in terms of pw , we have 
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      

   

2

2

, ,

,

NCMA
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J n
y n R y n

w

y n y n
j

w w


 



  
     

     (13) 

where 

 
       

       
,

R R R
p R

I I I

y n
f net n f net n x n p

w

f net n f net n x n p


 



 

  (14) 

  and 

 
       

       
,

.

R R I
p I

I I R

y n
f net n f net n x n p

w

f net n f net n x n p






 


  (15) 

Assuming   is the learning rate, the weights update 

from the  step to the nth  1n t h  step can be ex-

pressed as 

       

            

          

*

2

2

2

2

1

R R

I I

W n W n e n X n

e n y n R y n f net n f net n

j y n R y n f net n f net n

  

 

 

 

(16) 
 
4. Proposed NMCMA 
 
The cost function of NMCMA is the same as MCMA 
shown in [11] and [12]. In order to derive the NMCMA 
using SGD, the expectation operation is removed and the 
resulting cost function, NMCMAJ , is given by 

    NMCMA R I J n J n J n           (17) 

where 

    22

2,

1

4R RJ n y n R
    

R        (18) 

  and 

    22

2,

1
.

4I IJ n y n R
    

I        (19) 

  Similar to the derivation in NCMA, considering pw , 

we have 

        

      

2

2,

2

2, ,

NMCMA R
R R R

p

I
I I I

p

p

J n
y n R y n

w

y n
y n R y n

w


 




 



y n

w




   (20) 

  Where 

     

         
, ,

R R R

p p R p I

R R R I

y n y n y n
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w w w

f net n x n p jf net n x n p

  
 

  

    

 

(21) 
and 

     

         
, ,

.

I I I

p p R p I

I I I R

y n y n y n
j

w w w

f net n x n p jf net n x n p

  
 

  

    

 (22) 
  Organizing (19)-(21), and assuming   as the learn-

ing rate, the weights update from the  step to the thn

 1n t h  step can be expressed as 

      *1 ,W n W n e n X n           (23) 

where 

     ,R Ie n e n je n               (24) 

where 

        2

2,R R R R Re n y n R y n f net n      (25) 

and 

        2

2, .I I I I Ie n y n R y n f net n      (26) 

 
5. Computer Simulations 
 
The proposed NCMA and NMCMA are demonstrated by 
using the 16-QAM symbols through a multipath channel. 
Their performances are compared to those of the pre- 
existing CMA and MCMA. A typical complex-valued 
10-path communication propagation channel, labeled 

( )H z  [18], is used in this simulation, which is given by 

   
  
   
  
  

1

2 3

4 5

6 7

8 9

( ) 0.0410 0.0109 0.0495 0.0123

0.0672 0.0170 0.0919 0.0235

0.7920 0.1281 0.3960 0.0871

0.2715 0.0498 0.2291 0.0414

0.1287 0.0154 0.1032 0.0119 .






H z j j

j z j z

j z j z

j z j z

j z j z

z

 

 

 

 

   

   

   

   

   

 

(27) 
  We set signal-to-noise ratio (SNR) to 30dB for all 
cases. For 16-QAM symbols, the constant modulus, 

2
, 

is equal to 13.2. The real component, 
R

2,RR , and the im-

aginary component, 2, IR , are both equal to 8.2. The 

length of NCMA, M , is set as 15, the same as CMA. 
The length of NMCMA, M , is set as 21, the same as 
MCMA. The adaptation step-size is set as 0.00001 for all. 
All initialized weights are set randomly with small val-
ues of approximately 510  except for the center weights, 
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which are set as 1.0 + j0. The NTF ( )f x x   

sin(2 )fx   is used, where the nonlinear coefficient 

 is set as 0.3 and the frequency of the sine function, f , 

is chosen as 
2

1

4 R
 for NCMA, and 

2,

1

4 RR
 or 

2,

1

4 IR
 for NMCMA. 

  After 12000 training symbols, the following 2000 re-
ceived symbols are tested for evaluating the equalization 
performance. The symbols’ constellation after CMA 
equalizer is illustrated in Figure 3, whose estimation 
error is comparatively large. For comparison, the sym-
bol's constellation after NCMA equalizer is shown in 
Figure 4, where the equalized symbols more concentrate 
on their supposed position and their bias are much 
smaller. To be clear, the MSEs of CMA and MCMA are 
plotted in Figure 5. One can see that, NCMA, with the 

 
Figure 3. Constellation of 16-QAM symbols after CMA 
equalizer. 

 
Figure 4. Constellation of 16-QAM symbols after the pro-
posed NCMA equalizer. 

 
Figure 5. Performance comparison of CMA and the pro-
posed NCMA in terms of MSE. 
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MSE of approximate –13 dB, performs better than CMA, 
with the MSE of approximately –7 dB. 
  Similarly, the symbols’ constellation after MCMA 
equalizer is illustrated in Figure 6, whose estimation 
error is comparatively large. For comparison, the sym-
bol's constellation after NMCMA equalizer is shown in 
Figure 7, where the equalized symbols much more con-
centrate on their supposed position and their bias are 
much smaller. To be clear, the MSEs of MCMA and 
NMCMA are plotted in Figure 8. One can see that, 
NMCMA, with the MSE of approximately –30 dB, per-
forms better than MCMA, with the MSE of approxi-
mately –15 dB. 
 
5. Conclusions 
 
Two Nonlinear blind equalizers: NCMA and NMCMA, 
were proposed in this paper by applying the NTF into the 
existing CMA and MCMA, respectively. The NTF effect  

 
Figure 6. Constellation of 16-QAM symbols after MCMA 
equalizer. 
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Figure 7. Constellation of 16-QAM symbols after the pro-
posed NMCMA equalizer. 
 

 
Figure 8. Performance comparison of MCMA and the pro-
posed NMCMA in terms of MSE. 
 
on linear blind equalizers was theoretically analyzed. It is 
shown that the NTF can make their decision regions 
sharper so that the proposed NCMA and NMCMA are 
more robust against the convergency error than CMA 
and MCMA, respectively. Computer simulations demon-
strate that, for 16-QAM symbols, NCMA can reach up to 
approximately –13 dB MSE compared with –7 dB by 
CMA, and NMCMA can reach up to approximately –30 
dB MSE compared with –15 dB by MCMA. 
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Abstract 
 
We propose a multi-objective Pareto-optimal technique using Genetic Algorithm (GA) for group communi-
cation, which determines a min-cost multicast tree satisfying end-to-end delay, jitter, packet loss rate and 
blocking probability constraints. The model incorporates a fuzzy-based selection technique for initialization 
of Quality of Service (QoS) parameter values at each instance of multicasting. The simulation results show 
that the proposed algorithm satisfies on-demand QoS requirements (like high availability, good load balanc-
ing and fault-tolerance) made by the hosts in varying topology and bursty data traffic in multimedia commu-
nication networks. 
 
Keywords: QoS, Fuzzy, Multicast, Real-Time, Multi-Objective 

1. Introduction 
 
Multicast services have been used for real-time multime- 
dia applications to transport audio-video frames, among 
a group of users. During real-time communication the 
related audio-video frames are required to be delivered at 
the end nodes in a synchronous manner [1]. Further, the 
frequent change of service types, session timings with 
QoS requirements by the group members increases the 
communication complexity of the network [2,3]. In a 
wireless medium the situation further deteriorates than 
fixed network due to unpredictable mobility of the host 
nodes as well as their variations in resource requirements. 
It is also important to keep the network live with all pos-
sible satisfactions to the users during that period. Such a 
scenario requires multi-objective optimizations with con-
straints satisfactions [4,5]. The situation becomes critical 
when the destination nodes require multi-rate multicast 
sessions [6]. Hence development of multi-objective op-
timization algorithm for multi-rate traffic during multi-
casting is a challenge for efficient allocation of resources 
in a dynamically changing network [7,8]. However, a 
Pareto optimal algorithm can provide better results by 
fulfilling users’ requirement, irrespective of irrelevant 
transformation of parameters [4].  

To fulfill the on-demand request of the users we use 
Pareto optimal GA, which guarantees for achieving bet-
ter QoS from a large search space. When the size of the 
network is large the situation demands optimization of 
QoS parameters such as: delay, jitter, path length (hops), 
packet loss rate and variation of load among the nodes 
involved, with high fault-tolerance from the network 
within acceptable cost. Most of the research works focus 
on multicasting to a group for near optimal, fast solution 
with multi-tree backups using GA [9-11].  

However, real-time multimedia applications require 
multi-rate data flow to the served nodes in an on-demand 
basis with optimized resource allocation and cost in-
curred. For addressing multi-objective optimization is-
sues GAs are suitable [9].  

In this paper, we propose a multi-objective evolution- 
ary algorithm supporting multi-rate data flow across the 
network using GA. The algorithm approximates Pareto 
front by generating a set of non-dominated solutions. 
Multiple services can be formulated as a multi-objective 
model [12]. Our model assumes that complete knowl-
edge about the network is available to all the nodes pre-
sent inside the region.  

The paper is organized as follows. In Section 2, we 
define the multi-objective optimization (MOO) and 
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Pareto-optimality concepts. Our proposed model, its en-
vironment setup procedure and implementation with GA 
are presented in Section 3. The performance evaluation 
and analysis of the model are elaborated in Section 4. 
Section 5 concludes the paper and discusses potential 
future work. 
 
2. Multi-Objective Quality of Service  
 
Multi-objective optimization is used to solve optimiza-
tion problems that have two or more number of conflict-
ing objectives, where there may not exist an unique op-
timal solution. Discovering and fixing optimal solutions 
in such scenarios is an open problem [6,11]. In general, 
almost all real-world problems are of multiple objectives, 
where each objective needs to be satisfied. For such type 
of problems a single best solution does not exist with 
simultaneous satisfaction of all objectives. In fact, we 
may have a set of optimal solutions in the entire search 
space, when all objectives are considered. These solu-
tions are known as Pareto-optimal solutions. None of the 
solutions in this set is absolutely better then any other. So, 
any one of the solution can be an acceptable solution. In 
this context, mathematically we can define our problem 
more precisely, and introduce some related definitions in 
order to explain our GA based proposed model. It is 
noted that all of the objectives are in a minimized form in 
the following discussion. 

Multi-Objective Optimization (MOO): Let Z1(X), 
Z2(X), …, Zn(X) are n number of objectives to be opti-
mized with gi(X) ≤ 0, i = 1, 2,…, k1 as inequality con-
straints and hi(X) = 0, i = 1, 2, …, k2, as equality con-
straints for the m-dimensional vector X = (x1, x2, …, xm) 
then MOO [13] can be defined as follows: 
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Pareto Dominance: If and 

 are two characteristic functions then 

 dominates V(u  v) if and only if the condition is 
satisfied for    and 

1 2( , , , )mU u u u 

i im u v {1,i
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Pareto Optimality: A solution is said to be 

Pareto Optimal if and only if 

X

: ( ) ( )X Z X Z X   

Pareto Optimality Set: A Pareto Optimality set P is 
defined as { | : ( ) (P X X Z X Z X    

Pareto Front: It is defined as . { ( )| }PF Z X X P 
 
3. Proposed Model 
 
In this section we introduce the multi-objective model 
with its attributes, and their mapping to GA with Pare-
to-optimal verification. 
 
3.1. Network Model 
 
The network consists of n number of similar mobile 
hosts moving within a three-dimensional space. The 
nodes can communicate among themselves either di-
rectly or indirectly via intermediate nodes. All nodes are 
capable of transreceiving as well as forwarding the re-
quest of their neighbors to its near by nodes with broad-
casting. For any instant of time the nodes along with 
their links can be represented as G = (V, E), where V and, 
E represent the set of nodes and edges in the network 
respectively. A multicast tree T = (VT, ET) in the graph G 
is rooted at source node s with destination nodes {d1, 
d2, …, dt} ( )t n  act as group members for the source 

node. A tree is having k number of branches and 

each branch is of r number of edges. The QoS parame-
ters considered for multi-objective optimization during 
multicasting from a single source to its group members 
are as follows:  

(k t )

)

)

)

Bandwidth (BW): The bandwidth of a tree is the av-
erage bandwidth of all its branches; whereas bandwidth 
of any branch of a tree is the minimum of all its edge 
bandwidths  from source to the corresponding 

destination node. Both branch bandwidth  and 

tree bandwidth are represented in Equations (2) 

and (3) as follows: 

( lBW

(BW

( bBW

T

 min , 1,2, ,b lBW BW l r            (2)
 

{ , 1, 2,..., }T bBW mean BW b k          (3)
 

Delay (DL): Delay between two corresponding node 
(branch delay: ) is the sum of the delay at the in-

termediate nodes (node delay: ) as well as the 

propagation delay through the links (link delay: ) 

from source to destination. For a multicast tree the tree 
delay is the maximum delay among all branch 

delays ( ). The two different delays can be shown as:  

bDL

vDL

eDL

( TDL

bDL

)

v

T T

b e
e E v V

DL DL DL
 

           (4) 

max{ , 1, 2,..., }T bDL DL b k          (5) 

Jitter (JT): It is defined as the average delay variation 
between any source and destination nodes during trans-
mission of data packets. It is due to processing delay 
variation at the intermediate nodes as well as the propa-

)}  where 

1 2( , , , )mX x x x  is any other element of. 
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gation delay variation during communication through the 
links. In a multicast tree the jitter for any branch ( )bJT is 

the sum of the jitter at the intermediate vertices 
( v )JT and in each edge ( e )JT ; whereas the jitter for a 

multicast tree is the maximum among all branches and 
are given in the following equations. 

T T

b e
e E v V

vJT JT J
 

   T         (6) 

max{ , 1, 2,..., }T bJT JT b  k

)

)

)

        (7) 

Packet Loss Rate (PLR): It is defined as a ratio of the 
number of lost packets to the total number of transmitted 
packets. PLR for a tree branch is the cumulative 

 along each edge of the path from root to the leaf 

node; where as the PLR for a multicast tree is 

the average loss rate of all branches present in the tree. 
Both can be represented mathematically as: 

( bPLR

e(PLR

( )TPLR

e1 (1
T

b
e E

PLR PLR


            (8) 

{ , 1,2,..., }T bPLR mean PLR b k         (9) 

Blocking Probability (BP): The ratio between num-
ber of blocked calls to the number of offered calls in a 
tree is considered as the blocking probability for that tree. 
In other words it is the ratio of unreached nodes to the 
total number of destination nodes available in a multicast 
tree. Mathematically it is represented as: 

T

number of destinations not reached
BP

total number of destinations
   (10) 

3.2. Formulation of Problem 

The Bandwidth (BW), end-to-end delay (DL), jitter (JT), 
packet loss rate (PLR) and blocking probability (BP) are 
the five QoS parameters as defined in Subsection 3.1 are 
considered for our model. All the five objectives are to 
be satisfied simultaneously within their desired accept-
able range for multi-objective optimization. Except BW 
all other objectives will be minimized, where as the for-
mer is to be maximized for optimal utilization. As de-
fined in Equation (1) our MOO problem can be formu-
lated as: 

1 2 3

( , , , , )

, , ,

,

0, 1, 2,3, 4i

Optimize Z Z BW DL JT PLR BP

subject to DL JT PLR BP

and BW

where i

and is some positive threshold value

4  




   

 
  




    (11) 

3.3. Simulation Model Using GA 

In our proposed model, we choose a heuristic based Ge-
netic Algorithm with binary crossover and Roulette 

Wheel Selection approach. The fitness/objective function 
is the multi-objective function defined in Equation (11). 
The different phases of GA for natural evolution through 
encoding, selection, crossover and mutation operations 
are discussed as below. 

Encoding: We use tree encoding for each chromo-
some to represent a multicast tree due to the 5 properties 
such as 1) all feasible trees can be represented; 2) the 
probability of representing all feasible tree is same; 3) 
only trees are represented; 4) low time complexity for 
encoding and decoding, and 5) no global effect on the 
tree, due to small change in representation, as proposed 
in [14]. 

The Genetic Operators: 
1) Selection: We have used an elitist model for selec-

tion of the individuals for the next generation of popula-
tion. 30 percent of the best fit individuals are selected at 
the first step for the next generation. Rest 70 percent of 
the population are selected using Roulette Wheel selec-
tion method. 

2) Crossover: Standard uniform crossover technique is 
used for the crossover of two parents selected randomly 
from the matting pool. 

3) Mutation: We observe that using the standard 
mutation technique we do not obtain the requisite level 
of performance. When the mutation probability is bit low 
it does not yield any result. In our model we have kept 
the mutation probability very high, i.e., 0.2 and slowly 
decrease it with the progress of the generations using the 
following method. 

(max min )
max

max
m m

m m

P P curGen
P P

Gen

 
    (12) 

where, : current mutation probability, : Maxi- mP max mP

mum mutation probability, : Minimum mutation 

probability, : current generation, and : 
maximum generation 

min mP

curGen max Gen

Fitness Test: The fitness of a tree is evaluated in two 
steps. In the first step, we evaluate Delay, Jitter, PLR and 
BP using Equations (5), (7), (9) and (10) respectively. 
Instead of bandwidth we evaluate deficiency from max-
imum bandwidth ( )sBW . So, and  repre-

sented in Equations (2) and (3) are modified as follows.  
bBW TBW

max{ , 1, 2,..., }s s
b lBW BW l r         (13) 

{ ,s s
T bBW mean BW b E }T          (14) 

At the time of evaluation, if we find an invalid node, 
which is not an intermediate node in the respective path, 
then a penalty value is added to the delay. If the BW, JT, 
PLR and BP values lie outside the desired range, for each 
case we add a small penalty to the delay. The values of 
DL, sBW and JT are rationalized within the range of 0 
and 1. Then in the second step the fitness value is evalu-
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ated as follows Table 1. Network Parameters. 

1 2 3 4 5
sf w DL w BW w JT w PLR w BP    

  
(15) Network Parameters Min Max 

Bandwidth 0 25 

Delay 200 1000 

Jitter 0 650 

Packet Loss Rate 0 1 

where , , , , and are user defined con-

stants in the range [0, 1]. The fit value i.e. 
1w 2w 3w 4w 5w

1 (1 )fit f in the range [0, 1] is maximized by using 

GA. 
 
3.4. Simulation Procedure 

  
Table 2. GA Parameters. 1) Scenario Generation: For our simulation purpose, we 

have considered a three dimensional (3D) space to simu-
late real life wireless scenarios. The 3D coordinates of a 
node are randomly generated. The Euclidean distance 
between each pair of nodes is measured. If the distance 
between any two nodes is found to be less then 250 me-
ters then a link is established between these two nodes 
and accordingly the adjacency matrix is formed. The 
scenario represented in Figure 1 is one of our network 
topology formed during simulation. 

GA Parameter Value 

Population Size 100 

Crossover Probability 0.6 

Mutation Probability 0.2 

 
good result. For the subsequent simulations, we take a 
high value such as 0.2 for the mutation probability to 
ensure a diversified search and slowly reduces as the Once the network is formed, the source and destina-

tions are generated randomly and GA is applied to find 
out the optimal multicast tree over a set of evolutions. 
Also we define different cut-off ranges for various net-
work parameters to fulfill the demands of multimedia 
applications. These cut-off values were considered in the 
algorithm while a tree is selected for optimality. 

network converges to an optimal solution to narrow 
down the search in the close proximity.  

In our model we have considered the nodes are of ho-
mogeneous with respect to their transmission range, proc-
essing capability and buffer length [15,16]. The wireless 
bandwidth is equally shared among the mobile entities. At 
any instance of the simulation the available bandwidth is 
optimized in consideration with the QoS required by the 
end nodes. To emulate the scenario the available band-
width for each node can be obtained randomly. However, 
random initialization of other QoS parameters like de- 

2) Simulation Parameters: The Network and GA 
parameter values considered for our simulation are given 
in the Table 1 and Table 2 respectively. During initial 
stage of our simulation, we have given a constant low 
value to the mutation probability, which did not yield  
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Figure 1. 3-D Network topology generation with 100 nodes (volume: 6000 × 5000 × 300 cubic meters).    
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lay(DL), jitter (JT) and packet loss rate (PLR) and 
blocking probability (BP) may results unpredictable net-
work performance. Although there is no established rela-
tionship among the parameters [7,17], we propose a 
sigmoidal fuzzy-logic based parameter initialization with 
error model for our GA approach in (17).  

1
( ; , )

1 exp( ( ))
sig x a c

a x c

  

        (16) 

0.2fs sig rand sig              (17) 

We establish the relationship between available band-
width and other parameters with the following formulae 
as given in Equations (18) to (21). 

( ) (( ); , )i i D DD nD XD nD fs xW x a c        (18) 

 ( ) (( ); , )i i J JJ nJ xJ nJ fs xW x a c       (19) 

( ) (( ); ,i iL nL xL nL fs xW x a c     )L L

i P P

  (20) 

( ) (( ); , )iP nP xP nP fs xW x a c       (21) 

where the triplets (xD, nD, Di), (xJ, nJ, Ji), (xL, nL, Li) 
and (xP, nP, Pi) represent maximum, minimum and cur-
rent values of DL, JT, PLR, and BP of the ith node re-
spectively. xW and xi represent maximum and allocated 
BW for the ith node respectively. The parame-
ters ( , )D Da c , ( , )J Ja c , ( , )L La c , and ( , )P Pa c used in 

evaluation of sigmoidal function are suitably selected 
constants which are obtained after a maximum number 
of testing. 
 
4. Simulation Results and Performance 

Analysis 
 
In this simulation our objective is to test if the proposed 
model is producing an optimal solution with multi-ob-
jective constraints. During simulation, the total number 
of nodes were varied from 10 to 100 by keeping density 
of the nodes in the space same by changing the space 
volume according to total number of nodes such that the 
maximum number of neighbors present for a node is lim-
ited to 6. The multicast group size was kept as one fourth 
of the total nodes. The maximum numbers of generations 
for evolution were fixed at 250. As the objectives are 
conflicting in nature, to obtain the Pareto-optimal solu-
tion we have considered different sets of randomly se-
lected weights in Equation (15) for each simulation. 
However, one may consider meta-heuristic approach for 
dynamic selection of those weights. The range of net-
work parameters and GA parameters considered for 
evaluating QoS parameters are represented in Table 1 
and Table 2 respectively. The simulation results of QoS 
parameters are shown in Table 3. 

Table 3. Average results of QoS parameters with different 
group size. 

Tot Gr HC DL PLR JT BW BP PP 

10 3 2.16 442.43 0.012 40.14 21.99 0 3.01E+07

20 5 2.76 413.36 0.013 46.39 22.52 0 2.88E+10

30 8 8.13 1545.4 0.033 53.9 20.44 0 6.13E+11

40 10 5.34 726.61 0.02 57.86 21.05 0 5.61E+12

50 13 7.9 3123.7 0.032 58.39 21.59 0 3.81E+13

60 15 9.48 3581.3 0.035 60.01 21.31 0 1.81E+14

70 18 5.93 1835.1 0.025 51.86 21.23 0 2.26E+14

80 20 6.81 1902.3 0.026 52.59 21.57 0 3.66E+14

90 23 7.6 2240.4 0.02 48.59 20.02 0 7.28E+14

100 25 8.44 2190.1 0.023 42.66 20.42 0 6.08E+14

 
4.1. A Study of QoS Parameters 
 
Hop Count (HC) represents the maximum number of hops 
required to reach any destination in the multicast tree.  

Delay (DL): is the maximum delay along any branch of 
the tree. A penalty is added if no link found between two 
nodes. 

Packet Loss Rate (PLR): is the average packet loss 
along the tree branches. The cut-off for PLR is set at 10%. 
If a branch having more than 10% packet loss then it is 
assigned a penalty, such that the model tries to search a 
path less then10% PLR. 

Jitter (JT): is the maximum delay variation along any 
branch of the tree. The cut-off is set at 20% otherwise a 
penalty is added. 

Bandwidth (BW): of the multicast tree is the average 
bandwidth requirement of all the tree branches. The 
cut-off BW is taken as 2 Mbps. 

Blocking Probability (BP): is the ratio of not getting a 
node to the total number of destination nodes in the mul-
ticast tree. 

Possible Paths (PP): in the tree are the average possi-
ble paths available for any destinations in the tree. The 
PP field gives an estimation of the search space and also  
proves the efficiency of our algorithm to find an optimal 
tree from such a huge search space. Also the BP field 
proves the definiteness of this algorithm to find a path 
from source node to destination node (if exists). 

The ‘Tot’ represents the total number of nodes con-
sidered for the simulation and ‘Gr’ represents the multi-
cast group size. In order to maintain node density, we ha- 
ve increased the volume of the search space proportion-
ately as the total number of nodes. The QoS parameter 
values were obtained by changing the total number of 
nodes and the respective multicast group size. 

The QoS parameter values presented in the table are 
the average values of 25 simulations. The multicast tar-
gets are randomly chosen for each simulation and QoS 
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work conditions is assumed to be constant, i.e. the adja-
cency matrix representing the links among the nodes is 
not altered. 

parameters are also reinitialized for each simulation. We 
have not considered HC as a parameter for optimization; 
as a result we obtained different results for different tar-
get size depending upon the availability connectivity. As 
we have considered a minimum delay of 200 ms per 
node, the delay affects with increase in the number of 
hops. However, this algorithm has ensured to find a path 
where the delay gets minimized. 

The results of QoS parameter values obtained from 
simulation show that our proposed model can adapt and 
scale well to large group members and capable of ob-
taining near optimal solution from a large search space. 
 

The robustness of our GA based approach is the inher-
ent capability of obtaining optimal solution after search-
ing from a large search space, which is shown in Figure 2. 

4.2. A Simulation Study 
 
The overall results from our simulation studies have been 
presented in Table 3. We now present the details of a sin- Further the increase in group size of a multicast envi-

ronment results in marginal elevation in the node density. 
The node density of a multicast tree is considered as the 
ratio between numbers of nodes in the tree to the size of 
the group. i.e. represented as  

gle simulation study to show the working of the algo-
rithm and the performance results that were obtained. In 
this simulation, we have considered 10 nodes as a net-
work from the environment consisting of 100 nodes. In 
the selected group, the node with index number 14 was 
taken as the source node and nodes with indices 5, 11, 15, 
17, 20 were considered as the target nodes. 

number of nodes in thetree
node density

sizeof the group
    (22) 

Table 4 presents the status of a typical simulation. The  While measuring intermediate node density, the net-  
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Figure 2. A subset of total search space representing average number of valid paths with 5 intermediate nodes. 
 

Table 4. Multicast Tree with QoS Parameter Values. 

Result obtained after generation  
25 50 75 100 125 150 

 
Multicast 
Tree 

14→11 
14→15 
14→5 
14→17 
14→6→20 

14→11 
14→15 
14→5 
14→12→17 
14→6→20 

14→11 
14→15 
14→5 
14→12→17 
14→6→20 

14→11 
14→15 
14→5 
14→12→17 
14→6→20 

14→11 
14→15 
14→5 
14→12→17 
14→6→20 

14→11 
14→15 
14→5 
14→12→17 
14→6→20 

HC 1.2 1.4 1.4 1.4 1.4 1.4 
DL 240.52 280.35 280.35 280.35 280.35 280.25 
PLR 0.097278 0.09291 0.09291 0.09291 0.09291 0.09016 
JIT 48.462 46.835 46.835 46.835 46.835 43.37 
BW 21.521 21.672 21.672 21.672 21.672 22.006 
BP 0.0 0.0 0.0 0.0 0.0 0.0   
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results obtained after every 25 simulations were recorded, 
the multicast tree obtained and the QoS parameter values 
at that instance have been represented in this table. From 
the table it can be observed that the multicast tree pro-
duced by this method does not change after 50 iterations 
and stabilizes. Please note that the values given in Table 
4 for HC, DL, PLR, JIT, BW, and BP are the mean val-
ues of the different multicast trees represented in the 
population for the respective generation. These values 
converge after 150 generations. 
 
4.3. Performance Analysis 

For the purpose of comparison, we have simulated the 
approach presented in [18] and the performance results 
have been represented as Model 1 results. The simulation 
results of the current study have been presented as Model 
2 results. In a typical simulation we have taken the total 
number of nodes in the network as 20, one source and 5 
destinations, with a population size 10, the GA was al-
lowed to run for 250 generations. The QoS metric values 
of the population are recorded after every 25 generations. 

The results of Model 1 are presented in Figures 3, 5, 7, 
9, 11 and that of Model 2 in Figures 4, 6, 8, 10 and 12. 
  The objective of this experimentation (given in Equa-
tion 11) is to maximize the bandwidth (BW) and to mi-
nimize all other parameters. From Figures 3 and 4, we 
can see that optimal bandwidth allocation in the current 
study is 22.01 Kbps as against 5.98 Kbps in Model 1, 
giving performance improvement of 267.99%. 

One of the objectives is to minimize the delay while 
optimizing all other parameters. The Pareto fronts for 
delay in Model 1 and Model 2 have been presented in 
Figures 5 and 6 respectively. The optimal delay was 
rounded to be 794.47 ms in Model 1 as against 280.25 ms 
in Model 2, which shows a performance improvement of 
64.72 % in delay parameter. 

The Pareto fronts for HC have been presented in Fig-
ures 7 and 8 respectively for Model 1 and Model 2. The 
Pareto fronts for jitter have been presented in Figures 9 
and 10 respectively. The optimal level of jitter was 
149.87 ms for Model 1 and 43.37 ms for Model 2, giving 
an improvement in performance of 71.06 %. The Pareto 
fronts for PLR have been presented as Figures 11 and 
12. 

The optimal level of PLR for Model 1 is 0.4368 and for 
Model 2 is 0.09016, giving an improvement of perform-
ance of 79.36%. 

The performance of this work is compared with the 
performance of the models suggested by other research-
ers. On comparing our results with that of Roy et al. [19], 
we find that our approach outperforms the approach pre-
sented in [19]. However, Roy et al. has considered only 
three parameters such as bandwidth requirement, band-
width utilization and end-to-end delay. The bandwidth 
requirement and bandwidth utilization possibly relates to 

one parameter, resulting multi-objective for two parame-
ters only as against 5 distinct parameters considered in 
our study. 

The non-dominated solution of bandwidth utilization 
and end-to-end delay converges almost in the same num-
ber of generations as pointed by Roy et al. [20]. The call 
blocking (BP) percentage was found to be 10% with 10 
requests per second in [20]. However in our study, we 
have obtained 0.0 BP with network size in the range of 
[10, 100] where the respective maximal group size is one 
fourth of the network size. 

In the following, we compare our work with some of 
the other related work. Gomathy et al. [11] have evaluated 
the packet delivery ratio and end-to-end delay of ODMRP, 
CAMP, and NTPMR multicast routing protocols after 
incorporation of a fuzzy based priority scheduler. Pinto 
et al. [21] has considered maximum end-to-end delay, 
average delay, maximum link utilization and cost of 
multicast tree as the four multi objective parameters for  
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Figure 3. Pareto front of bandwidth allocation in Model 1. 

 

0 50 100 150 200 250 300

8

10

12

14

16

18

20

22

Number of Iteration

B
an

dw
ith

 a
llo

ca
te

d

 

(K
pb

s)
 

Figure 4. Pareto front of bandwidth allocation in Model 2. 
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Figure 5. Pareto front of delay in Model 1. 
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Figure 6. Pareto front of delay in Model 2. 
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Figure 7. Pareto front of HC in Model 1. 
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Figure 8. Pareto front of HC in Model 2. 
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Figure 9. Pareto front of jitter in Model 1. 
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Figure 10. Pareto front of jitter in Model 2. 
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Figure 11. Pareto front of PLR in Model 1. 
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Figure 12. Pareto front of PLR in Model 2. 

 
optimization, where the maximum end-to-end delay and 
average delay may be considered as related features. 
Maximum delay, average delay, maximum link utilization, 
cost of the tree are the four multi objective features con-
sidered by Crichigno et al. [22]; where the first two ob-
jectives belong to one feature. Fabregat et al. [4] consid-
ered a static network and they have optimized maximal 
link utilization, hop count, average delay, and bandwidth 
consumption parameters. Marwaha et al. [23] have con-
sidered end-to-end delay, packet delivery ratio, packet 
loss ratio, routing load and route failure as the optimiza-
tion parameters for a mobile ad-hoc network with 900 
seconds as the network pause time, where the packet de-
livery ratio and the packet loss ratio are related features. 
Whereas in our work, we have considered 5 distinct pa-
rameters such as bandwidth allocation, end-to-end delay, 
jitter, packet loss rate, and blocking probability as our 
multi-objective optimization criterion. Further the simula-

tion environments considered by these researchers are not 
compatible to ours to make a meaningful performance 
comparison. 
 
5. Conclusions 
 
We have proposed a multi-objective multicast model for 
wireless ad-hoc network using GA. In this model we 
have considered five QoS parameters such as bandwidth, 
end-to-end delay, jitter, packet loss rate and blocking 
probability for multi-objective optimization. Simulation 
studies were carried out with a network of 100 nodes 
moving in a 3D space of volume: 5000 × 6000 × 300 
cubic meters with the number of multicast destination 
nodes varying in the range 5 to 30. Our model estab-
lished near optimal relationships among the QoS pa-
rameters to satisfy multi-objective optimization. Irre-
spective of increase in group size our model could opti-
mize path length between any sources to its group mem-
bers. Selection of min-cost paths from source to multiple 
destinations for multicasting is a NP-hard problem. Our 
approach could effectively obtain near optimal solution 
for QoS multicast applications in varying network condi-
tions. As per our knowledge no relationships among the 
QoS parameters have so far been established. We pro-
pose a fuzzy-based parameter setting approach which 
establishes a Sigmoidal relationship among the parame-
ters. Due to the dynamism of the network there is a pos-
sibility of sudden change of the network type and status 
of resources. The empirical results show superiority over 
the randomly selected resource values. As a future work, 
we plan to consider biological-inspired optimized tech-
niques for estimation of multicast cost arising from 
queuing delays and propagation error. 
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Abstract 
 
In CDMA communication systems, all the subscribers share the common channel. The limitation factor on 
the system’s capacity is not the bandwidth, but multiuser interference and the near far problem. This paper 
models CDMA system from the perspective of mobile radio channels corrupted by additive white noise gen-
erated by multipath and multiple access interferences. The system’s receiver is assisted using different com-
bining diversity techniques. Performance analysis of the system with these detection techniques is presented. 
The paper demonstrates that combining diversity techniques in the system’s receivers markedly improve the 
performance of CDMA systems. 
 
Keywords: CDMA, Multipath Diversity, Multiple Access Interference Cancellation, Rake Receiver, Parallel 

Interference Cancellation 

1. Introduction 

The mobile radio channel plays fundamental limitations 
on the performance of wireless communication systems. 
The transmission path between the transmitter and the 
receiver can vary from simple line-of-sight to one that is 
severely obstructed by buildings, mountains, and foliage. 
Unlike wired channels that are stationary and predictable, 
radio channels are extremely random and do not offer 
easy analysis. Even the speed of motion impacts how 
rapidly the signal level fades as mobile terminal moves 
in space. Modelling the radio channel has historically 
been one of the most difficult parts of mobile radio sys- 
tem design, and is typically done in a statistical fashion, 
based on measurements made specifically for intended 
communication system or spectrum allocation. Code 
Division Multiple Access (CDMA) is a multiple access 
technology that utilizes direct-sequence spread spectrum 
(DS-SS) techniques. With this technology comes a para- 
digm shift, including the use orthogonal or nearly or-
thogonal codes (so-called spreading sequences) to 
modulate the transmitted bits. Contrary to the conven- 
tional frequency division multiple access (FDMA) and 
time division multiple access (TDMA) systems where 
noise rejection deals, primarily with out-of-band noise, a 
CDMA system concerns mostly with inband noise. This  

noise may come from self-jamming (or self-noise), back- 
ground noise, man-made noise, inter-modulation, or 
noise generated in the receiver [1,2]. If one can reduce 
the unwanted in-band noise, such reduction translates 
directly into improved performance. Undesired noise 
comes from many different sources. This noise may 
come from natural or human sources. Naturally occur- 
ring noise includes atmospheric disturbances, back- 
ground noise, and thermal noise generated in the receiver 
itself. Through careful engineering, the effects of many 
unwanted signals can be reduced [3]. DS-CDMA is a 
multiple access system, where multiple users share a 
limited resource, the frequency. Conventional asynchro-
nous DS-CDMA systems allow each user to transmit and 
receive independently. Each receiver performs a simple 
correlation between the received baseband signal and the 
corresponding user’s spreading sequence. In a low-noise 
channel with orthogonal spreading sequence,this app- 
roach would be optimal. Due to the synchronicity of us- 
ers and the need to support numerous users, such ortho- 
gonality is impossible, even on a hypothetical AWGN 
(additive white Gaussian noise) channel [4]. Thus, sys- 
tem performance rendered multiple-access interference 
(MAI) limited, and channel utilization is correspondingly 
low.  

This paper models CDMA system from the perspective 
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

of mobile radio channels corrupted by additive white 
noise generated by multipath and multiple access inter- 
ferences. The system’s receiver is assisted using different 
combining diversity techniques. Performance analysis of 
the model with different detection techniques will be 
presented. 
 
1.1. Mobile Radio Channel Model 
 
Mobile radio channel is one of the most important ele- 
ments in the mobile communication systems. When the 
signals are transmitted through Mobile radio channel, it 
is affected by shadow or large scale fading. Mobile 
communication is affected by multipath fading in addi- 
tion to shadow fading. Multipath fading is caused by 
atmospheric, scattering, and reflection from building and 
other object. Multipath channel can be classified as dis- 
crete (consisting of resolvable multipath components) 
and diffuse (consisting of irresolvable multipath compo- 
nents) [5,6]. Consequently, the multipath fading could 
affect the transmitted signals in two ways: due to disper- 
sion (also called time spreading or frequency selectivity), 
and due to time variant behaviour of the channel (due to 
motion of the receiver or changing environment such as 
of foliage or movement of reflectors and scatter). This 
means that the impulse response  ,h t   of mobile radio 

channel is time variant [6,7], and if  , h t   has a zero 

mean, then the envelope h t,   has a Rayleigh distribu- 

tion with its probability density function described by  

 
2

2
exp

2

r r
p r

2 
 

 
 

              (1) 

where r is time dependent received signal (i.e., 
( )( ) | | j tr t r e  ,  is its arbitrary phase) whose line of 

sight (LOS), specular, and diffuse components are as- 

sumed bounded in narrowband form, and 2  is the 
total power in the multipath signal. In this case the total 
power is considered to have zero-mean, amplitude fading. 
Otherwise, if the impulse response has a non-zero mean, 
then the envelope mobile radio channel would have a 
Rician distribution with its probability density function 
expressed as: 

 
 2 2 2

2 2
exp

2 o

r sr
p r I

2

r

 

      
             (2) 

where 2s  is the power of the line-of-sight component, 
and oI  denotes the zeroth order Bessel function of the 

first kind argument (.). The Rayleigh distribution is a 
special case of Rician distribution when s = 0; i.e., where 
the LOS component is negligible.  

In most general case, the channel can be modelled as 

channel at time (t) to an impulse at time (t-τ). If x(t) 
represents the transmitted (or emitted) signal through 
noiseless mobile radio channels, the received signal, r(t) 
can be expressed as  

      
 

,r t h t x t d  


 


           (3) 

If the channel information is considered
ch

, its distributed 
annel impulse response may be expressed as 

1N

     
0

, j j
j

h t t    


 


          (4) 

In view of (4) in (3), we write modified channel re-
ceived signal: 

     
1

0

N

j j
j

r t x t j  




             (5) 

β (t) is complex amplitude, j is the path delay, and N 
is 

1.2. Rake Receiver  

onventional matched filters are single path detectors. In 

j

the number of multipath components. In the wideband 
channel where the delay-line model had a large number 
of taps, not all the multipath components are likely to 
fade simultaneously. This may be used as a multipath 
diversity to improve the received signal SINR (carrier to 
interference plus noise ratio). Rake receiver, for instance, 
can be used to mitigate the effect of fading if the trans- 
mitted signal bandwidth is larger than the coherence 
bandwidth; a practical example is in the wideband- 
CDMA (WCDMA). 

 
C
practice, when the transmitted signal passes through mo- 
bile radio channel, duplicates of the transmitted signal 
are generated by reflection, refraction, and diffraction, 
and the signal power is distributed in multipath. In 
CDMA system, the transmitted signal bandwidth is much 
larger than the coherent bandwidth of the channel, in 
which case the channel is frequency selective [4,8,9]. For 
the frequency-selective channels, the received signals are 
multiple copies of the transmitted signals with different 
channel delays and fading, combining the multipath 
components as multipath diversity. Thus, if one of the 
multipath components is attenuated by fading, some oth- 
ers may not be and the receiver could use unfaded com- 
ponents to make the decision. The idea behind the rake 
reception technique is that the signals propagating 
through different multipath are received in individual 
fingers of the rake receiver and the outputs from these 
fingers are then coherently combined to provide the input 
signal for the symbol decision. The received signal is 
chip matched and sampled at the chip rate. Figure 1, 
illustrates the structure of a typical rake receiver in which 

* ( )ks i  and *
, ( )k mc i  (k = 1, 2, ..., K; m = 1, 2, ..., M) rep- 

t, resp ly, the complex conjugate of chip- resen ective
channel matched sampled signature sequence of the user  linear time-variant system [2] giving the response of the 
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f interest and the complex conjugate estimate of the 

n on the transmitted information bit is 
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mate of the 

n on the transmitted information bit is 
ba

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
o
impulse response. 

Then, the decisio
impulse response. 

Then, the decisio
sed on the sum of the individual correlator’s outputs. 

In our study, the dimension of each correlator equals the 
system processing gain, and then the output of each fin- 
ger  

sed on the sum of the individual correlator’s outputs. 
In our study, the dimension of each correlator equals the 
system processing gain, and then the output of each fin- 
ger  y i  is given after channel is matched and corre- 

latin

 y

g: 

 for      * *
, ,

1 1 1

PG M K

k m k j k
j m k

i c i s i r i
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  1mw   

(where )         (6) 

where PG gain, 

pled sig

.2.1. Multistage Receivers  
r detector is the output of 

the conventional matched filters receiver for single user k 

In the case of multiple K active users, the received sig-
nal in the receiver is 

So, the modified output of the co
filter receiver yk for the kth user is  

   (9) 

Expression (9) consists of three terms. The first term is 
the desired information which gives the signal of the 
in

 1,2, ,m M        

is the processing *
, ( )k mc i is the complex 

conjugate estimate of the channe pulse response, 

)(*
, is jk  is the complex conjugate of chip-matched sam- 

nature sequence of the users of interest.  
 

l's im

1
The input signal of a multiuse
the matched filter bank, or rake receiver. Almost all 
modern multiuser detection techniques deal with the out- 
put of the matched filters bank and the cross-correlation 
information of all users in the system. Expressions (1) 
through (6) assumed noiseless cases, which is not valid 
in real life situation. If the time-dependent interference 
components,  n t , are assumed additive, the output of 

can be expressed as: 
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formation bit (which is exactly what is sought). The 
second term is the result of multiple access interference 
(MAI), and the last term is due to noise. The second term 
typically dominates the noise so that one would like to 
remove its influence. Its influence is felt through the 
cross-correlation between the chip sequences and the 
device-powers of users. If one knew the cross-correlations 
and the powers, then one would attempt to cancel the 

r(i) 

)(* is k  )(* is k  )(* is k  

c )(*
1, ik  )(*

2, ic k )(*
, ic Mk  

cT  cT  cT  

Correlator   
T

o
(.)  

w1 

Finger1 

Correlator  
T

o
(.)

w2 

Finger 2

Correlator   
T

o
(.)

Mw  

Finger M  

y(i)

Figure 1. Rake Receiver with M fingers. 

y1 y2 yM 
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in

front end, a SIC receiver (or decorrelator) can be used 
[1

on and Results 

erformed for different 

nce cancellation);  

ting Detector and 
M

is clearly stated. It is assumed that the system 
us

ta is obtained by passing the soft 
de

Simulations were performed for 10 active users sending 

to 100 total of 10000 symbols. The 

 in cance- 
lli

Similar parameters used in 1.3.1 are used in this analysis 

In add  are updated ran- 

. 
Th

ectively, while other 
pa

 performance is the 
sa

effect of one user upon another. This is, in fact, the 
intuitive motivation for interference cancellation scheme. 

The difference between multistage receivers and suc-
cesssive interference canceller (SIC) receivers is that

stead of using previous bit decisions to cancel interfer-
eence from desired user’s signal as in SIC, tentative de-
cisions on each user are used to improve signal quality 
[10]. Receiver structure is called multistage, since when 
decisions are made, they can be used to either make a 
final decision on data or to enhance the signal through 
cancellation. Reference signals are based on initial bit 
estimates, which are then subtracted from received signal 
to produce a cleaned spread signal for next stage. Since 
all signals are detected at each stage simultaneously, 
multistage receivers are also called parallel interference 
cancellers (PIC). A two-user multistage receiver is 
shown in Figure 2. The p-stage receiver outputs are 

 1,p p
ky t , where 1,2,p   . 

Instead of a conventional (matched filter) receiver 
 a 

1]. Performance of PIC is best when received signal 
powers are equal. Capacity of the system is limited by 
hardware. 

1.3. Simulati

Performance evaluations were p
scenarios using: 

1) Conventional matched filters receiver with PIC 
(parallel interfere

2) Rake receiver with PIC; 
3) Rake receiver with Decorrela
MSE; and 
4) Conventional matched filters receiver and rake re- 

ceiver. 
For each analysis, the number of users’ symbols tran- 

smitted 
es unencoded BPSK signal, as well as no pulse- 

shaping filter. Each transmitted MS within each loop 
sends a block of data bits of known length. The input of  
MUD (multi user detection) is the soft decision of either 
rake receiver or conventional matched filters. In the 
simulation, the sub-optimum linear MUD decorrelating 
detector, linear minimum mean squared error (LMMSE) 
detector, and nonlinear sub-optimum PIC were built for 
the multishot model. 

In relation to the decision operation, the hard decision 
output of received da

cision output through the design circuit, which repre-  
sents any sign function for BPSK. Also, we make the 
number of channel paths P equal the number of fingers M 
to make the rake receiver simpler in structure. In a less 
equivalent case, that is, when M < P or M > P, the system 
performance degrades. Therefore, the matched case pro- 
vides the optimally achievable performance reference. 

1.3.1. Performance of Conventional Matched Filters 
Receiver with PIC 

10 symbols within each loop. The maximum loop equals 
. The users send a 

data are then spread by Walsh code and scrambled by 
Gold code with processing gain of 32. The channel pa- 
rameters are updated randomly in each loop.  

Simulation results are shown in Figure 3, which de- 
monstrates progressive improvement in the system per- 
formance with diversity combining techniques

ng multiple access interferences.  

1.3.2. Performance of Conventional Matched Filters 
Receiver and Rake Receiver 

except the processing gain, PG, which is increased to 64. 
ition, the channel parameters

domly in each loop and the number of paths for each user 
changes randomly over (2-6). Two tests were carried out 
in this subsection: (i) to investigate the effect of rake 
receiver in the system for a single user and (ii) to inves- 
tigate the effect of rake receiver and conventional 
(matched filter) receiver with a range of channel paths. 

Figure 4 shows the performance with rake receiver 
and without rake receiver for a single user. In the re- 
ceiver, ‘equal gain combining’ method is used in rake

e analysis demonstrates that lowering the SNR does 
not improve the system when SNR equals 20 dB, the 
BER is 10–2.9 and 10–1.9 respectively for conventional 
matched filter receiver and rake receiver. In contrast, 
improvement in system performance can be achieved by 
increasing SNR in both schemes.  

In the case of test (ii), an AGWN is assumed in the 
channel paths. The number of users and the processing 
gain are decreased to 6 and 8 resp

rameters are the same as previous simulations. The 
channel parameters are updated randomly in each loop, 
and the simulation computes for the different values of 
channel path, as shown in Figure 5. 

Figure 5 shows the performance of the rake and con- 
ventional receivers for a number of multipath scenarios. 
In the case of one path, the system

me for matched filter (MF) and rake receiver. But in 
the case of multipaths; for example, (4-path) the system 
performance with conventional matched filter degrades, 
whereas the system performance with rake receiver im- 
proves. Also, for the case of (7-path) the performance of 
MF becomes very poor, but improves markedly with 
rake receiver. As a result, the system performance can be 
deduced as increasing when diversity scheme is em- 
ployed. Under Gaussian noise as interferer, the system 
performance improves with in creasing channel path with 
the rake receiver, which might not be optimal in real life 
situation. 
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Figure 2. A two-user multistage receiver. 
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Figure 3. CDMA system performance evaluation using conventional matched filter (MF), with different diversity techniques: 
decorrelating detector (DD), m mean squared error (MMSE), and three-stage parallel inter nce cancellation (PIC). minimu fere
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Figure 4. System performance of Rake receiver and conventional matched filters’ receiver. 
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Figure 5. System performance of Rake receiver and conventional matched filters’ receiver with different number of channel 
paths. 
 
1.3.3. Performance of RAKE Receiver with  

Decorrelating Detector and MMSE 
Similar parameters used in 1.3.1 are used in this analysis. 
In addition, the channel parameters are updated ran- 
domly in each loop, and the number of paths for each user 
changes randomly between 2 and 5. Figure 6 clearly 
shows the importance of multiuser detection (MUD). T eh  
figure shows that for one path, marginal improve- ment in 
system performance is gained whether conventional 
matched filters receivers are used or in combination with 
decorrelating detector (DD) or with minimum mean 
squared error (MMSE) schemes. Note that the correlation 
matrix only contains the information of multiple access 
interferences in the first path and treated the other paths 
as AWGN. On the other d, system performance im-

at of [11]. 

1.3.4. ith Parallel 

performance improved by using rake receiver instead of 
conventional matched filters. 
 
1.3.5. Performance with Variable Processing Gain 
In this simulation, 8 active users send 10 symbols re- 
spectively within each loop. The maximum loop is equal 
to 100, totalling 8000 symbols sent by the users. The 
data are then spread by Walsh code and scrambled by 
Gold code with performance gains of 16 and 64. The 
channel parameters are updated randomly in each loop, 
and the number of channel path change randomly be- 
tween 2 and 4. The received signal is processed with rake 
and conventional matched filters respectively. Decorre- 
lating detector is employed to cancel the multiple access 
interference. Figure 8 indicates the processing gain in- 

strate that large processing gains translate to high per- 

 CDMA system from the per- 
pective of mobile radio channels corrupted by additive 

interf ver was assisted with 

 han
proves markedly using rake receiver and MUD when 
taking the multipath into account; a finding consistent 

ith th

fluence to the system performance. The results demon- 

w
 

 Performance of RAKE Receiver w
Interference Cancellation 

For this simulation, 10 active users send 10 symbols re- 
spectively within each loop. The maximum loop is equal 
to 150, with a total of 15000 symbols sent. The data are 
then spread by Walsh code and scrambled by Gold code 
with performance gains, PGs, of 16 and 64. The channel 
parameters are updated randomly in each loop, and the 
number of channel path change randomly between 2 and 
4. The received signal is processed with rake and con- 
ventional matched filter respectively. Three-stage paral- 
lel interference cancellation is employed to cancel the 
multiple access interference. As shown in Figure 7, the 

formance gain of the system. 
 
1.4. Conclusions 

This paper has modelled a
s
white noise generated by multipath and multiple access 

erences. The system’s recei
different combining diversity schemes.The simulation is 
focused on the most important factors that will influence 
the performance of the CDMA systems using multi user 
detection method and interference cancellations scheme. 
Performance analysis of the system using the different 
detection techniques was presented. The paper estab- 
Lished that diversity-combining techniques markedly im-                     
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prove t
portant factor in reducing the multiple access interfere- 
ence, is the processing gain which the model employed. 
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Abstract 
 
Low-density parity-check (LDPC) codes are very efficient for communicating reliably through a noisy 
channel. N.Sourlas [1] showed that LDPC codes, which revolutionize the codes domain and used in many 
communications standards, can be mapped onto an Ising spin systems. Besides, it has been shown that the 
Belief-Propagation (BP) algorithm, the LDPC codes decoding algorithm, is equivalent to the Thouless- 
Anderson-Palmer (TAP) approach [2]. Unfortunately, no study has been made for the other decoding algo-
rithms. In this paper, we develop the Log-Likelihood Ratios-Belief Propagation (LLR-BP) algorithm and its 
simplifications the BP-Based algorithm and the λ-min algorithm with the TAP approach. We present the 
performance of these decoding algorithms using statistical physics argument i.e., we present the performance 
as function of the magnetization. 
 
Keywords: LDPC Codes, Ising Spin, LLR-BP Algorithm, BP-Based Algorithm, λ-Min Algorithm, TAP  

Approach 

1. Introduction 

Low-density parity-check (LDPC) codes were first dis-
covered by Gallager [3], in his thesis, in 1962 and have 
recently been rediscovered by Mackay and Neal [3,4]. 
These codes can get very close to the Shannon limit by 
mean of an iterative decoding algorithm called Belief- 
Propagation (BP) algorithm [5]. 

This performance combined with their relatively sim-
ple decoding algorithm makes these codes very attractive 
for the next generation of digital transmission systems. 
Indeed, these codes have been chosen as a standard for 
the second Satellite Digital Video Broadcasting normali-
zation (DVB-S2). So, the search for efficient implemen-
tations of decoding algorithms is being a challenge. 

The implementation of the BP algorithm is difficult. 
That’s why different simplifications of this algorithm were 
discovered. The BP algorithm can be simplified using the 
BP-Based algorithm [6] and the λ-min algorithm [7]. 

N. Sourlas [1] has shown in 1989 that there is a mathe-
matical equivalence of error-correcting codes to some 
theoretical spin-glass models. This analogy has contributed 
to the present proximity of the statistical physics and the 
information theory. Therefore, the methods of statistical 
physics developed in the study of disordered systems 

proved to be efficient for studying the properties of these 
codes. One of these methods is the Thouless-Anderson- 
Palmer (TAP) [2] approach which is shown equivalent to 
the BP algorithm by kabashima, et al. [8]. Unfortunately, 
no study has been made for the other decoding algorithms. 

In this paper, we develop the Log-Likelihood Ratios- 
Belief Propagation (LLR-BP), the BP-Based and the λ-min 
decoding algorithms with the TAP approach. Their per-
formance is evaluated as a function of a statistical physics 
parameter which is the magnetization. 

This paper is organized as follows. Section 2 corre-
sponds to a general description of the LDPC codes and 
their decoding algorithm. Section 3 describes the similar-
ity between the BP algorithm and the TAP approach. In 
Section 4, we develop the LLR-BP algorithm and its 
simplifications the BP-Based algorithm and the λ-min 
algorithm with the TAP approach. Finally and before 
concluding, simulation results as function of the mag-
netization are presented in Section 5. 

2. LDPC Codes and Decoding Algorithm  

2.1. Low-Density Parity Check Codes  

Binary LDPC codes, are linear block codes defined by a 
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sparse parity check matrix  A M N , where N denotes 

the codeword length and M  the number of parity- 
check equations. 

Using a notation similar to that in [4,6], let  L    

 / 1jj A   denote the set of bit j  that participate in 

check  . Similarly, we define the set of checks in which 

bit j  participates as    1/  jAjM  . We denote a 

set  L with bit j excluded by   jL \ , and a set 
 jM  with parity check   excluded by   \jM . 

Finally,  Nsss ,...,1  denotes the transmitted code-
word. 
 
2.2. Belief Propagation Algorithm 
 
This section summarizes according to [4,5], the iterative 
decoding of LDPC codes based on the BP algorithm. The 
likelihood of s  is given by

j

a
jf , with a

jf  P(sj = a). 

Let a
jq  denotes the probability that bit j  of s  is a , 

given the information obtained via checks other than 

check  . The quantity a
jr  is meant to be the probabil-

ity of check  is satisfied if bit j of s  is considered 

fixed at a  and the other bits have a separable distribu-
tion given by the probabilities   jLlq l \:    [6]. 

The standard iterative decoding algorithm based on the 
BP approach consists on the following main steps. 

 Initialization: The variables 0
jq and 1

jq are ini-

tialized to the values 0
jf  and 1

jf  respectively. 

 Iterative processing: 

1) Define 10
jjj qqq    and for each  , 

 Lj , and for  1,0a , compute  

  j
aa

j

jLl
lj

rr

qr










11
2

1
\)(



 
  

2) For each j  and  jM , and for  1,0a  

update 






 

\)( jM

a
j

a
jj

a
j rfq  





)( jM

a
j

a
jj

a
j rfq


  

where j and j are chosen such that  

110  jj qq   and .110  jj qq  

3) Create the word 1ˆ ˆ ˆ( ... )Ns s s  the detection of 

the transmitted codeword such that: 

0 if1ˆ

0 if0ˆ




jj

jj

qs

qs




 

If 0ˆ. TsH the decoding process ends. Otherwise, we 
pass to another iteration of BP. A failure is declared and 
the decoding process ends if the number of iterations 
exceeds the maximum number of iterations and ŝ  is not 
a valid codeword. 
 
3. Decoding Problem from Statistical Physics 

Point of View 
 
3.1. Statistical Physics Analogy 
 
In the previous section, we have described the LDPC 
codes using the additive Boolean group   ,1,0 . How-
ever, in order to apply methods of statistical physics, it is 
convenient to introduce an equivalent group, the multi-
plicative binary group    ,1,1 [1]. 

From a statistical physics point of view, the code can 
be regarded as a spin system. Each bit js

jS )1( is 
called a spin and takes values in  1  and the word 

    NssS 1,...,1 1   can be seen as a collection of N  
spins, called a configuration. The parity-check matrix 
gives rise to the interactions between the spins [1]. 
  The decoding problem depends on posteriori like 
 JSP \  where J  is the evidence (received message 

or syndrome vector). By applying Bayes’ theorem this 
posteriori can be written in the form [1]. 

     
   

    SPSJP
Z

SPSJP

SPSJP
JSP

S

ln\lnexp
1

\

\
\




    (1) 

In the statistical physics description, the probability (1) 
can be expressed as a Boltzmann distribution at the in-
verse temperature  [9]. 

   1
\ exp \P S J H S J

Z
             (2) 

where  JSH \  is the Hamiltonian of the system. 

In this Hamiltonian, we identify two components that 
are necessary for the analysis of LDPC codes. 
 A term that guarantees that all parity checks are sat-

isfied. It can be written with the Kronecker’s delta 
 [1]. 

 
 

 
  













M

Lj
jSJSJP

1

,\
 

  

According [9], the ’s can be replaced by a soft con-
straint. 

 
  











  

 

M

Lj
jSJconstSJP

1

exp\
 

  
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where  . 

 A prior term that provides some statistical informa-
tion on the dynamical variables S . It can be repre-
sented by the prior distribution 

 N

N

j
j

F

SF

SP
cosh2

exp

)(
1














  

where F  is the external field. It is determined by the 

flip rate f of channel noise as 
f

f
F




1
ln

2

1
. 

So, the Hamiltonian  JSH \  is written as follows: 

 
 

  
  


M

Lj

N

j
jj S

F
SJJSH

1 1

\
 

 
 

where J is the muti-spin coupling. 

 
3.2. Decoding in the Statistical Physics 
 
The decoding process corresponds to finding local 
magnetization at the inverse temperature  , 

jj Sm  and calculating estimates as [1]. 

 jj mS signˆ                  (3) 

The decoding performance in the statistical physics 
approach can be measured by the magnetization [1] 
defined by the overlap between the actual message and 
estimate: 





N

j
jj SS

N
m

1

ˆ1
 

Here the overage ...  is performed over the matri-

ces A . This value provides information about the 
typical performance of the code. 

The Magnetization is an order parameter which has a 
standard of judgment whether the whole system exhib-
its an ordered state or not. 
 If 1m the system is in an ordered phase called 

ferromagnetic phase. 
 If 0m the system is in a disordered phase called 

paramagnetic phase. 
Two main methods can be employed for calculating 

the value of the magnetization: the replica method for 
diluted systems [9] and the TAP approach [8]. In this 
paper, we are interested only on the TAP approach.  
 
3.3. TAP Approach 
 
Kabashima, et al. [8] have shown the similarity between 
equations derived from the TAP [2] approach and those 
obtained from BP. The fields a

jq correspond to the mean 
influence of sites other than the site j  and the fields 

a
jr  represent the influence of j back over the system 

(reaction fields) [10]. 
The similarity can be exposed by observing that the 

likelihood  SJP \  is proportional to the Boltzmann 

weight [11] 

   
  










 

 
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Lj
jjB SJLjSJ exp:\  

The conditional probability jS
jr  can be seen as a nor-

malized effective Boltzmann weight (effective Boltz-
mann probability) obtained by fixing the bit jS  [10] 

 
   

  
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Since spin variable jS  takes only two values 1 , it is 

convenient to express the BP/TAP algorithm using spin 

averages j

j

S
j

S
j qS 

 1

and j

j

S
j

S
j rS 

 1

 rather than the dis-

tributions jS
jq  and jS

jr themselves. We use 

jj mq   to denote j

j

S
j

S
j qS 

 1

. Similar notation 

jj mr  ˆ  is used for j

j

S
j

S
j rS 

 1

. Additionally, it was 

shown in [10] that the following statements hold 

 
 





jLl

lj mJm
\

tanhˆ


               (5) 

 
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
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
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 






 

\

1 ˆtanhtanh
jM

jj Fmm         (6) 

The pseudo-posteriori can then be calculated 

 
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






 





lM
jj Fmm


 ˆtanhtanh 1         (7) 

This provides a way for computing the Bayes optimal 
decoding as follows: 

   jjj mδqS signsignˆ              (8) 

The result that jj mq   is demonstrated as follows: 

  
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4. LLR-BP Algorithm and its Simplifications 
with TAP Approach 

 
4.1. LLR-BP Algorithm with TAP Approach 
 
In the LLR-BP algorithm instead of handling probabili-
ties as in [3,5] we are going to deal with the LLRs. In 
practice, using LLRs as messages offers implementation 
advantages over using probabilities or likelihood ratios 
because multiplications are replaced by additions and the 
normalization step is eliminated [11]. 

In this section, we try to develop the LLR-BP with the 
TAP approach. Let jx and jy  be the LLR of bit j  

which are sent from bit node j  to check node   and 

from the check node  to bit node j , respectively. From 

the statistical physics definition, the LLR is defined as 
follows [12]: 
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            (11) 

We need also the following results 

 

j

jj

jj

jj

j

j
j

m

qq

qq

qq

q

q
x
























































11

11

11

1

1

ln
2

1
tanhtanh

       (12) 

Like in (12), the variable jmˆ can be also written as: 

 jj ym  tanhˆ                (13) 

So, from Equations (5), (12) and (13) we have 
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Also, jy can be written as 
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Finally, the posteriori LLR of bit jS is 

 
Fyx

jM
jj  


             (16) 

It’s not easy to implement (15) which has the form of 
a product. Our idea is to decompose the check node up-
date into sign and magnitude processing like in [13]. We 
have from (15) 

     
 





jLl

lj xJy
\

tanhtanhtanh
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        (17) 

Replacing  J  by     JJ sign and  lx   

by   ll xx   sign in (17) yields 
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      (18) 
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Let  tf  be defined by 
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1
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Then, taking the logarithm of the inverse of both sides 
of (19) yields 
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The Equation (20) verifies 
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So the Equation (21) can be written 
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Using (10) and (11), the Equation (23) can be written 
as 
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From (18) and (24), the check node processing in the 
statistical physics is denoted by 
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      (25) 

 
4.2. BP-Based with TAP Approach 
 
In this section, we try to develop the approximation of 
the BP algorithm: the BP-Based [6] algorithm, with the 
TAP approach. The key idea of this algorithm is that 

   min
t

t

f t f t . The inequality is clear while de-

picting the function  tf  on the Figure 1. 

The Equation (24) is then approximated by 
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So, the extrinsic information in the BP-Based algo-
rithm written with the TAP equation is given by: 
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 (27) 

Therefore, there is an important simplification in the 
BP-Based algorithm with TAP approach since the check 
node update is replaced by a selection of the minimum 
input value. 
 
4.3. λ-min Algorithm with TAP Approach 
 
In this section, we try to develop the λ-min algorithm [7] 
with the TAP approach. In the check node update of (25), 
the magnitude processing is run using the function de-
fined by (20). While depicting this function on the Fig-
ure 1, it is clear that  

t

tf  can be approximated by 

the maximal values of  tf  which is obtained for the 

minimal values of t . 

So, like Guilloud, et al. [7] we propose to compute (24) 
with only the λ bits that participate in check   and 
which have the minimum magnitude. 
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Figure 1. Shape of the function f. 
 

With    10 ,...,    jjL  be the subset of  L  

which contains the λ bits that participate in check   

which lx have the smallest magnitude. 

The extrinsic information in the λ-min algorithm writ-
ten with the TAP equation is given by (29) 
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Two cases will occur: if the bit j  belongs to the sub-

set  L , then jy  are processed over  1  values 

of   jL \ , otherwise jy  are processed over the λ 

values of  L . Hence, for the second case, the com-

putations have to be performed only once [13]. 
 
5. Simulation Results 
  
Simulations have been performed using regular (3,6) 
LDPC code of length 1008N  and with 20 decoding 
iterations. We averaged the results over 10 codes. This 
ensemble of LDPC code is characterized by the same 
block length, the ones in each column and the ones in 
each row. For each run, a fixed code is used to generate 
1008 bit codeword from 504 bit message. Corrupted ver-
sions of the codeword are then decoded using LLR-BP, 
BP-Based and λ-min decoding algorithms. 

To observe the effect of the simplification in (27) and 
(29) on the performance from a statistical physics point 
of view, we have calculated the overlap between the ac-
tual message and the estimate (magnetization) for each 
fixed code and for each algorithm. After, we average the 
obtained results for the 10 different codes. Figure 2 de-
picts the magnetization performance of the LLR-BP, 
BP-Based and the λ-min algorithms. 

f(
t)

 

t   
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According the results of Figure 2, we can conclude 
the effectiveness of the λ-min algorithm. At a magnetiza-
tion of 0.9, the BP-Based algorithm introduces a degra-
dation of 0.5 dB with 20 iterations. The 2-min algorithm 
introduces a degradation of 0.3 dB. The performance of 
the 3-min algorithm is slightly worse than that of the 
LLR-BP algorithm, the degradation is only 0.08 dB. 

Another remark from Figure 2 is that at high signal to 
noise ratio the magnetization is concentrate at the 
value 1m . This value corresponds to the ferromagnetic 
state in the statistical physics and to the perfect decoding 
in the information theory. 

The analogy between the Bit Error Rate (BER) per-
formance and the magnetization performance can be exa- 
mined in [14].  
 
6. Conclusions 

In this paper, we have been interested in the decoding of 
LDPC codes from a statistical physics approach. First, 
we have examined the correspondence between LDPC 
codes and Ising spin systems. The relation between the 
BP algorithm and TAP approach is investigated. Then, 
we showed that LLR-BP algorithm and its simplification 
i.e. the BP-Based algorithm and the λ-min algorithm can 
be obtained using the TAP approach of Ising spin sys-
tems in statistical physics. Besides, we have presented 
the performance of the decoding algorithms using a sta-
tistical physics parameter which is the magnetization. 

Finally, we concluded that the BP-Based algorithm 
reduces the complexity for updating extrinsic informa-
tion but there is degradation in performance compared to 
the LLR-BP algorithm. The λ-min algorithm reduces the 
complexity for updating extrinsic information without 
degradation in performance compared to the LLR-BP 
algorithm especially when λ increases. These results con- 
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Figure 2. Magnetization performance of the LLR-BP, BP- 
Based and λ-min algorithms with λ = {2, 3}, for the (1008, 3, 
6) LDPC code ensemble and with 20 decoding iterations. 

firm with the results obtained in the information theory. 
As a perspective of our work, we propose to study the 

replica method. This is a method from the statistical 
physics applied to find the magnetization. Besides, we 
propose to simplify the equations of this method by the 
same approximation in the BP-Based algorithm and the 
λ-min algorithm in order to compare the analytic results 
with the experimental ones. 
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Abstract 
 
The number of Internet users has increased very rapidly due to the scalability of the network. The users de-
mand higher bandwidth and better throughput in the case of on demand video, or video conference or any 
real time distributed network system. Performance is a great issue in any distributed networks. In this paper 
we have shown the performance of the multicast groups or clusters in the distributed network system. In this 
paper we have shown the performance of different users or receivers belongs to the multicast group or cluster 
in the distributed network, transfer data from the source node with multirate multicast or unirate multicast by 
considering packet level forwarding procedure in different sessions. In this work we have shown that how 
the throughput was effected when the number of receiver increases. In this work we have considered the dif-
ferent types of queue such as RED, Fair queue at the junction node for maintaining the end to end packet 
transmission. In this work we have used various congestion control protocol at the sender nodes. This paper 
we have shown the performance of the distributed cluster network by multirate multicast. 
 
Keywords: Throughput, Performance, Distributed Network, Cluster, Multicast, Session, Multirate Multicast, 

Queue 

1. Introduction 

The users i.e. the receivers are connected to the source 
for transferring data or exchanging information. Here the 
source and the receivers are forming a network, that 
network is scalable i.e., in the network any new user or 
receiver can join. According to the real world scenario 
any number of existing user or receiver can leave from 
the cluster network can join different cluster or group.  
Each cluster be from a distributed network and well 
connected with other network. For any particular multi-
cast group in the distributed network, the consist mem-
bers of the group run different application program and 
required different packet size and data rate. 

The performance of the distributed network in hetero-
geneous system, obtained by markovian model [1] and 
the queuing processing delay at the junction node.  

Sending packets to the destination node with the 
minimum cost transmission delay, multicast session 
network coding techniques scheme used [2]. The end to 
end packet transmission in a set of active elastic sessions 
over a network, the session traffic [3] routed to the des-

tination node through different path. The collision free 
broadcasting technique used [4] to minimize the latency 
and the number of transmissions in the broadcast net-
work for end to end packet transmission in the distrib-
uted cluster network. The alternative ways for end to end 
packet forwarding used minimal congestion feed back 
signals from the router [5] and split the flow between 
each source destination pair. In end to end packet trans-
mission, the random delay and TCP–congestion control 
[6] in the network is a issue. Receiver adjusts the rate 
based on the congestion level in Multicast Network [7] to 
reduce the congestion. In the real life scenario multicast 
traffic can cause more packet loss than uncast traffic for 
example in internet. The resource allocation by the Max 
–min fairness [8,9] and proportional fairness can reduce 
the traffic load in the network. The control multicast in 
the Network by using TCP [10,11] reduce the traffic load 
in the network. The inverted tree structure implemented 
in IP based network with the multicast session [12,13] to 
achieve better performance. The TCP congestion and the 
effect of that on the throughput of Multicast Group have 
greater impact in the system network [14]. Since the data 
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packet be transferred between the source and receiver for 
end to end connection. The path between the source and 
receiver is not peer to peer, there be at least one junction 
node in between them .Due to limited bandwidth in the 
connecting paths, and queuing delay,  data packet may 
be loss. The packet processing delay at the junction node 
(it is random service time) and the propagation time in 
the link be consider, the packet transmission delay at the 
junction node be negligible. The different receivers take 
data packet from the source node via the junction node 
(there may be more than one junction nodes in the source 
to receiver link). Now different receivers taken data 
packet with different rate in the multicast group of the 
distributed network in a multicast session. It is called the 
multirate multicast .If all the receiver node taken data 
packet with same rate it is called unirate multicast. Each 
multicast session is the collection of virtual session 
[15,16]. 

1

n
j

j iS 
i

 where  is the jth multicast session, and 

n is the number of node ( receiver) clearly, cardinal-
ity(

s jS

jS )  n because in a particular session all receiver 

may not received data packet .  is the virtual session j
is

in the j-th multicast session for the ith receiver node in 
the multicast group. Different type of tree formed in the 
cluster of the distributed network like the Figures 1,2,3. 

In Figure 1 there is one multicast group and one junc-
tion node, In Figure 2 there are two multicast group and 
two junction node In Figure 3 three multicast group and 
three junction node. The receiver node takes data packet 
from the source node via the junction node through the 
source to receiver link path. The different types of queue 
like RED, FQ, SFQ attach at the junction node to capture 
the packet loss and measure the delay for the multicast 
group in the multirate multicast session. Figure 4 repre-
sent the junction node [17]. 

 

 
Figure 1. One multicast group. 

 

 

Figure 2. Two multicast group. 

 
Figure 3. Three multicast group. 

 

 
Figure 4. Junction node. 

 
Figure 4 represents the junction node of the network. 

The packets approach the junction node randomly and 
the queue stored the packets. The packets stored into the 
queue in the order n + 1, n, n – 1… i.e., the  ( 1)n th  

packet be forwarded to the processing unit after that the 
and ( )n th ( 1)n th  be forwarded to the processing unit. 

In side the queue there be waiting time for each packet 
and each packet have random service time or processing 
time according to the size of the packet and the destina-
tion multicast group. By using the packet level simula-
tion we check how the throughput, delay, packet loss 
how the throughput be effected by increasing the number 
of receiver in the multicast group. The paper is structured 
as follows Section 1 is introduction, Section 2 presents 
Proposed model Section 3 presents the algorithms for the 
mathematical models, Section 4 and 5 represents simula-
tion results and the conclusion.  

 
2. Proposed Model for Multirate Multicast 

Virtual Session  
 

2.1. Assumption 1  
 

Let L be the set of links and  be a particular link 
path. The maximum capacity of the link  is . Let 

 be the set of all session, such that  s   be the  

a particular session through link , where  be the set 

of session passing through the link l . Clearly 

 and 

l L

l

l

S

lS

cl

S



l

l lS   S sR  be the set of receiver at the particu-

lar session s for the multicast group. 

sV  be the set of virtual session that  using the link  

at the session s. If  be the rate at which the data 

be transferred at session s to the receiver r at the time (t).  

l

( )srp t

Then, { }
ls S sr cMax p l   briefly we can write 
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{ | }sr l cMax p s S l   means we consider the maximum 

flow through the link path  for the set of session  

within the threshold limit of the link capacity . Ac-

cording to the Figure 5, There were the two sessions for 
sending data packet from the source node A to the re-
ceiver node C and the source node D to the receiver node 
C . Now the maximum data packet be transferred 
through the junction node B to the receiver node C be 
within the capacity of the link for the set of sessions. 

l lS

cl

In the 1st

l lS S 

{ :
l

o
sr

s S

p R


 



 

 session data packet be transferred like 
A->B->C and A->B->D and in the 2  session data 
packet be transferred like D->B->C. Here nodes {D,B,C} 
forming a multicast group for the network of nodes 
{ A,B,C,D}. 

nd

Our objective is to maximize the flow within the con-
gestion threshold window size at the source end by con-
sider the multirate multicast. The basic objective goes to 
maximize the data flow from the source to the multicast 
group in presence of queue size and random service at 
the junction node or the random processing time at the 
junction node. 
 
2.2. Assumption 2 
 
Let . Where   be the set of all session 

passing through the link  at time (t). here a count-

able finite is set and  is the finite subset of . 

lS 

l lS

lSlS 

The total flow through the link at time t be  l

0 | ( )( )[ { ]s l sR R s S Max t ( )rp }r

l

 

The above expression is the sum of the set of values 
for all session through link  at time t. where srp  be a 

real valued function from the time domain to the real 
valued data rate where the suffix r and s are belongs to 
the set of receivers of the multicast group and s is the 
session through l link such that r and s belongs to sets 

sR lS and . 

Here we consider only the maximum data rate at dif-
ferent session at time t for the receiver r. 
 
 
 
 

 
 
 
 
 
 
 

Figure 5. Distributed nodes. 

3. Proposed Algorithm for the Packet Level 
Forwarding  
 

It is possible to store information of all packet for all the 
multirate multicast session through the link path (source 
to receiver). 

Here the proposed algorithms for selected single pack-
et forwarding time computation from source to a receiver 
(that belongs to multicast group) per session that belongs 
to multirate multicast session. 
 
Algorithm:  
// ps S , pS  be the set of all session passing through 

path p ( source to receiver) 
// k = cardinality ( )  pS

// m be any selected packet for any session  
// n be the number of nodes required for the link path 
source to receiver r. 
// n   dimension of network  
//  be the random service or processing time for the 

 packet at the  junction  

i
mS

thm thi
//   node. 
//  i

mS   A[1.. k,1…n]  in 2D space  

//  i
mX  be the forwarding time for the  packet at 

the  junction node  

thm
thi

//  [1.. ,1.. ]i
mX B k n  in 2D space. 

//   be the propagation time of the  packet be-

tween the junction nodes ( i – 1) and ( i ) 

i
mt

thm

//    in 2D space. [1.. ,1.. ]i
mt C k n

 
Var  

        ,i
mS i

mX ,  : float  i
mt

Var  
          pT , T: integer   // pT  be total propagation 

time one selected packet per session,   
                                   
 // source to receiver [1.. ,1]pT D k . k  

// numbers of rows and   1   column. 
//   T be the total time one packet per session  //  

[1.. ,1]T E k  

Var  
           sum = 0 : integer 
           2sum = 0 : integer  
 
function : f ( float a, float b) 
                {  if   ABS(a) > ABS(b)    
 //  ABS(a) is  || a ||  in normed space   
                           return (a) 
                    if    ABS(a) < ABS(b)  

C

B 
A 

D
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BS(b) 
       return(a) 

                }  

          end      // loop 2 

; 
nd // loop for j 

 = 1 to k do begin   

ces  ses

r the 

                            return(b) 
                    if     ABS(a) = = A
                     
 
 
for  i = 1  to k do begin  
for  j = 1  to n do begin  
             A[i, j] = 0 
             B[i, j] = 0 
             C[i, j] =0 
                             end      // loop 1 
                   
for  j=1 to n do begin 
            D[j, 1] = 0; 
            E[j, 1] = 0
      e
begin  
for j
   
 // repeat the pro s one packet per sion  

 //   selected thm  packet fo thj  session  

   n be node index for the  receiver for a session  

 ( i = = 1 )      // i = 1 is the source node  

for i=1 to n do begin       

// thr  
 
if
 
 1

mX  = 1
m 1X   + 1

mS ;         

// value of  1
1mX   is B[j–1,1] and B[1,1] is the // starting 

k time  cloc
   
B[j, 1] = 1

mX  ; 

   if ( i > 1 &&  i < r )    
 //   r is the receiver node index 
        {    

i
mX = f ( 1

i
mX   , 1i

mX   ) +  

 packet at   

unct d  
ket  junction node 

 B  = 

i
mS ;

// forwarding time of ( 1)thm  thi

// j ion node an
// thm  pac  at ( 1)thi 

[j, I] i
mX ; 

i
mt  = i

mX  – 1i
mX   – i

ms ;      // where   =0 

nd if block  
) 

   

1
mt

 as  

 the sample mean of size (n – 2) 

d  block 

 for i  
j, 1] 

 
, i]  

i  

 
nd     // Algorithm   

 

e co plexity of the proposed algo-
thms belongs to

. Experimental Result and Discussion  

roup as it is indicated in between 
th

Figure 7 shows the effect that on the 
th

nction nodes that connected to the two 
different clusters. 

//
 
       } // en  if
sum = sum + n

mt  

end     // loop
 sum = D[
2sum = 0 
for  i = 1 to n do begin 
2sum = 2sum + B [j
end  // loop for 
2sum = E [j, 1] 
end      //  loop for  j 
e

By solving the number of computation of the proposed 
algorithm, the tim m

2( )O n . ri

 
4
 
The Figure 6 shows the result corresponding to the dia-
gram Figure 1 where the data transferred from the 
source node through the junction node in a session. The 
receivers build a single cluster with a cluster head. The 
cluster has n–numbers of receiver nodes. The cluster 
members gradually connected to the source node i.e. it is 
gradually expands  from the time 0.25 second (in a ses-
sion ) and gradually release resources i.e. the size of the 
cluster reduce from the 0.32 second (in other session). It 
shown from the Figure 6 that when the number of nodes 
(receivers) increase in the cluster, the throughput de-
creases as in the receiver side, the packet loss increase i.e. 
packet delay increase. When the number of nodes in 
cluster decrease, i.e., the member node leaves the group, 
the packet receive rate increase. As well as the through-
put increases for the g

e time (0.32, 0.35). 
The Figure 7 shows the result corresponds to the dia-

gram Figure 2, initially the Network have two cluster of 
two different size. In a session up to 0.31 second member 
connected to the source node via the junction nodes and 
the receive packets After 0.31 second in the new session 
one group leave from the network, i.e. release the re-
sources the sum = sum + i

mt ; 
roughput. 
In Figure 8 and Figure 9 the effect on the overall 

throughput when the one cluster leaves the network 
(smaller in number of nodes) and a comparatively bigger 
cluster connect to the network in other session. Figure 
10 and Figure 11 represent how the load increased in 
junction nodes that connected to the two clusters. Figure 
12 and Figure 13 represent the traffic pattern that pass 
through the two ju

     }  // e
if ( i = = n 

   { 
r
mX  =  1r

mX   + n
mt ;   

// r is the sin de, no further fok no rward is  
// required. 1r

mX    = B [j, r–1] 

B[ j, r]  = m
rX ;    

 // Approximate value of  is nt  
1

2

1
2

n
j

m
j

t
n



 m
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 <....Time (sec).…>
Figure 6. Packet received—Time. 

 
 

 

Figure 7. Throughput—Decrease cluster number time. 
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Figure 8. Packet receive. 
<....Time (sec).…>

 
 

 

Figure 9. Throughput two different size clusters. 
<....Time (sec).…>
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Figure 10. Traffic load in side the small cluster. 
<....Time (sec).…>

 

 

 

Figure 11. Traffic load in side big cluster. 
<....Time (sec).…>
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Figure 12. Packet received at receiver small cluster. 
<....Time (sec).…>

 
 

 

Figure 13. Packet received at receiver big cluster. 
<....Time (sec).…>
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5. Concluding Remarks 
 

In this paper we develop the novel algorithms, the packet 
level forwarding in multicast session and on the basis of 
that we simulate the real problem in the lab environment. 
When the cluster size increases the throughput decreases. 
We consider a single cluster that expands in a session 
and reduces in other session as some nodes join in the 
cluster in a session and some node leaves as in other ses-
sion. 

We also study when the network is composed of mul-
tiple cluster and some cluster expands in number and 
some cluster reduces in number in different sessions. We 
experiment that with respect to real scenarios. 

The work can be further extended for the problem 
arise in the next generation Network (NGN). In the case 
of IP based video on demand problem. In that case in 
spite of bandwidth limited constraint the number of re-
ceiver connected to the main video server as getting the 
clips Video –on-demand as IP data packets (datagram), 
the receiver forms single or more than one multicast 
groups .The receiver get the data packet as in the multi-
cast session to the receiver as for the views particular 
(channel) that is related channel to a particular fre-
quency. 
 
6
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Abstract 
 
In this paper we propose a new architectural switching nodes consisting of two processing nodes that follow 
Erlang B and Erlang C traffic respectively. The developed model is used to best utilize the given number of 
output channels to achieve the least blocking probability. An appropriate mathematical model has been fur-
ther devised and its call blocking probability has been enunciated. Performance of the model has been evalu-
ated for different values of blocking probabilities. It has been observed that the performance of the network 
is satisfying for different design parameters. 
 
Keywords: WDM Networks, Erlang Traffic, Optical Node, Blocking Probability, Traffic Fraction  

1. Introduction 
 
Wavelength division multiplexing (WDM) is a promis-
ing technology which, in conjunction with wavelength 
routing, enables the optical networks to provide a through-
put of the order of Gbs/sec and to handle hundreds of 
nodes simultaneously. This is possible because of all op-
tical wavelength routed networks exploit wavelength 
reuse and removes the electro-optic bottleneck from the 
networks [1-3]. Tremendous traffic demand in all optical 
networks needs an appropriate optical control layer sup-
ported with configurability, restorability, bandwidth utili-
zation and node accessibility [4-8]. Various application 
based traffic to support quality of service in the wavelength 
division-multiplexed (WDM) system needs effective con-
trol protocols and efficient algorithms [9-10]. Several ap-
proaches have been proposed to manage the optical traf-
fic through WDM network involving optical circuit switch-
ing, optical packet switching or optical burst switching with 
appropriate routing algorithms [11-13]. WDM technol-
ogy along with optical packet switching has changed the 
static usage of WDM network into an intelligent optical 
network capable of efficient routing and switching [14-15]. 
The performance of packet switched optical networks is 
characterized by evaluating the blocking probability and 
optimum management of available channels. This traffic 
management requires optical logic processing and data 
buffering [16]. In optical wavelength-division multi-
plexing (WDM) networks, traffic can be very bursty in 
nature. The instantaneous characterization of such traffic 

shows that the irregular oscillation of the traffic load and 
the occurrence of blockings in a light-loaded network are 
highly correlated. Specifically, most blockings occur con-
centratively at the peaks of the instantaneous load. In some 
other time, network resources may not be sufficiently util-
ized. To make better utilization of network resources, a 
novel and intelligent channel assignment scheme is neces-
sary. By releasing a portion of available channel resources 
under light loading and recapturing them when the load 
goes up, a number of blockings brought by the irregular 
oscillation of the traffic load can be reduced [17].  

In the present paper we propose an appropriate model 
of WDM optical switch having two processing nodes 
(node B, node C) with fixed number of output channels. 
In the node architectural design the processing node B is 
assumed to follow Erlang B traffic model while the node 
C serves with Erlang C traffic model. Further it is also 
assumed Poisson arrivals of traffic from the source to the 
intermediate router which then arbitrarily routes the in-
coming traffic to the nodes. The flow of traffic to node B 
and node C is highly irregular i.e., at any instant of time 
one node may be heavily loaded and other one is lightly 
loaded. This may cause a rise in blocking probability of 
the heavily loaded node to increase beyond the desired 
value but at the same time other node may be left with 
some unused channels and thus the available channels of 
the nodes are not always best utilized. Here we have in-
troduced one controller unit which will reallocate (re-
serve or release) the available output channels of the 
nodes depending on the traffic load of the respective 
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node. In the present model if the traffic flows to a par-
ticular node becomes high then the traffic flow through 
the other node falls due to sharing of the incoming traffic 
by the two nodes. In this situation the heavily loaded 
node will not be able to maintain the desired blocking 
probability with its own output channels where as the 
lightly loaded node has unused channels which can be 
shared by the busy node and vice-versa. Traffic flow 
through the nodes are purely random but can be meas-
ured. From this measured value of traffic the controller 
unit with the help of some empirical formula will con-
tinuously calculate the number of output channels re-
quired to meeting the desired blocking probability and 
hence the necessary action will be taken. 

Evaluation of these channel shifting properties and the 
corresponding blocking probability is of utmost impor-
tance and in this paper an attempt has been made to de-
velop a simple analytical model and mathematical ex-
pressions for an optical switching network capable to 
implement different blocking probabilities and to provide 
best channels utilization. The performance of the switch 
has been evaluated to show their qualitative proximity 
with existing result. 

 
2. Modeling of Optical Network 
 
Here we have assumed that source is generating maxi-
mum ρ amount of traffic and sending them to the traffic 
router. The traffic router will route a fraction ‘k’ of the 
incoming traffic to node B, Erlang B traffic and the rest 
of the traffic i.e., (1 – k) fraction to node C, Erlang C 
traffic. The value of traffic fraction ‘k’ may vary from 
zero to one. Value of k equal to zero means the entire 
incoming traffic is routed to node C and k equal to one 
means the entire traffic is routed to node B. Figure 1 
depicts the switch architecture showing N and M output 
channels for node B and node C respectively, to support 
a critical value of traffic fraction k to be processed through 
B for a particular blocking probability at the node. If the  

value of ‘k’ goes beyond that value then blocking prob-
ability in Node B will start to increase and that in Node 
C will decrease and vice-versa. In the next section a 
mathematical model has been developed to estimate the 
critical value of ‘k’ to ensure a desired blocking prob-
ability. The traffic router will continuously check the 
value of ‘k’ and will send a corresponding control signal 
to the channel shifter as shown in the Figure 1. Here the 
function of the channel shifter is to shift some channels 
between node B and node C as and when required. The 
number of channels required to be shifted (n) to keep the 
blocking probability unchanged has also been developed 
through the simulation results in the next section. If re-
quired number of channels to meet the desired blocking 
probability is not available for the other lightly loaded 
node, then the shifter may shift the instantaneous avail-
able free channels to reduce the blocking probability of 
the heavily loaded node to some extent. Three different 
types of control signals will be generated by the traffic 
router and will be transmitted to the channel shifter so 
that it can take proper actions, viz. no action is necessary, 
shift maximum ‘n’ number of channels from node C to 
node B or reverse. This proposed model may be used to 
best utilize the given number of output channels for least 
blocking probability. The complete functional behavior 
of the proposed switching network has been described by 
the flowchart as shown in the Figure 2. 
 
3. Mathematical Model 
 
In order to evaluate the performance of the proposed 
WDM optical network we need to derive the probabilis-
tic evaluation of Node B and Node C. The Node B and 
Node C of the present WDM network contain N and M 
number of output channels respectively. The well known 
Erlang B formula is derived from the assumption that 
node B has no queue so an arriving call is either served 
or rejected. Blocking probability of Erlang B formula is 
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Figure 1. Node Architecture. 
 



M. K. DUTTA  ET  AL. 565 
 

 

Traffic ρ at 
the router 

Set Pb , PC, k, N and  
M 

 k ρ  traffic to B  
(1-k) ρ traffic to C 

Is ‘k’ equal 
to set value? 

Yes 
no action  
required   

Is ‘k’ 
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No 
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No 

Channel Shifter
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Figure 2. Flow chart of the proposed switching node. 
 
given by  
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where,   is the incoming traffic. In our model the traf-

fic through the nodes are purely random in nature. The 
traffic router will route ‘ k’ amount of the incoming  

traffic to node B, and  (1 – k) amount of traffic to node 

C. So in this case the above Erlang B blocking probabil-
ity will be modified and  
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Erlang C formula is derived from assumption that a 
queue is used a queue is used to hold all request calls 
which cannot be immediately assigned a channel. The 
Erlang C formula is given by 
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and the blocking probability is given by  
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where, t is the delay time and H is the average duration 
of the call. But in our network the equation will be modi-
fied and 
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The above equations have been used to find out the 
critical value of ‘k’ to ensure a desired blocking probability 
and the result is shown in the table below. From the 
simulation results which have been listed in Table 1, the 
following empirical formula has been developed to find 
out the required number of output channels to maintain 
the desired blocking probability for different values of 
traffic fraction ‘k’. n = [a (1.6k) – N], where ‘a’ is some 
constant and whose value will depend on node parame-
ters. 

These equations have been used in blocking probabil-
ity calculation in the MATLAB environment under the 
appropriate node and traffic assumptions. 

 
Table 1. Call blocking probability for various traffic fraction. 

 k=.1 k=.15 k=.2 k=.25 k=.3 k=.35 k=.4 k=.45 k=.5 k=.55 k=.6 k=.65 k==.7 k=.75 k=.8 k=.85

No 
de B

6.0× 
10-8 

1.25×
10-6 

.9 × 
10-5 

4.1× 
10-5 

1.4× 
10-4 

4× 
10-4 

.8× 
10-3 

1.75×
10-3 

3× 
10-3 

5.1× 
10-3 

.008 .0125 1.75×
10-2 

.024 .03 .04 

No 
de C

2.1× 
10-4 
 

1.25×
10-4 

7× 
10-5 

4× 
10-5 

2.1×
10-5 

1.2× 
10-5 

6× 
10-6

3× 
10-6 

1.4×
10-6 

6× 
10-7 

2.5×
10-7 

0.9× 
10-7 

2.8× 
10-8 

7× 
10-9 

1.4× 
10-9

1.7× 
10-10 
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4. Simulation and Results 
 
The simulations are carried out for the proposed optical 
switching node for a generic traffic with variable traffic 
routing factor. Case 1 presents the dependence of routed 
incoming traffic on the required number of output chan-
nels at processing nodes for different blocking probabili-
ties considering   as 5 Earlang. In case 2 the depend-

ency of blocking probability on the number of output 
channels for three different values of incoming traffic 
fraction have been evaluated and the corresponding 
curves have been drawn in Figures 5 and 6. 

It is inferred from Figures 3 and 4 that a higher traffic 
needs a larger number of output channels to maintain a 
required value of blocking probability. Similarly it is also 
clear from the graph that, addition of output channels 
decreases the blocking probability for both types of 
nodes. It is found from the figures that the number of 
channels required to maintain same blocking probability 
is significantly higher in case of node B as compared to 
node C for the same circumstances. It may also be noted 
that to maintain a blocking of 4.1 × 10-5 at 4.5 Erlang load, 
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Figure 3. No of channels vs incoming traffic for different. 
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Figure 4. No of channels vs incoming traffic for different. 
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Figure 5. Blocking probability vs no of channels for differ-
ent values of traffic fraction in nod B. 
 

No. of Channels vs Blocking Probability(Node C)

0

0.0008

0.0016

0.0024

0.0032

0.004

5 6 7 8 9 10 11

No. of Channels

B
lo

ck
in

g
 p

ro
b

ab
il

it
y

'A' for value of k =.25
'B' for value of k =.5
'C' for value of k = .75

12

A

B

C

 
Figure 6. Blocking probability vs no of channels for differ-
ent values of traffic fraction in node C. 
 
the desired output channels for node B to process alone 
will be 15, however this number get reduced to 9 in case 
of traffic to be processed by node C alone. This observa-
tion is quite obvious due to different traffic handling ca-
pacities of the nodes. For a given number of available 
output channels Erlang C model is superior to Erlang B 
model but implementation of previous adds cost and the 
network complexity. Therefore in our proposed switch-
ing node we have used the combination of both types of 
traffic models. This approach may lead to a compromise 
between cost and complexity with the node throughput. 

Figure 3, curve ‘A’ indicates that, for 8 available 
output channels node B can process upto 0.5 Erlang of 
incoming traffic to maintain a blocking probability of 6 × 
10-8. Similarly the channel requirement graph for a larger 
allowed blocking probability has been depicted by curves 
B and C, showing a lower channel requirement implying 
a compromise with the throughput. The channel re-
quirement increases almost linearly with the amount in-
coming traffic for a fixed blocking probability but the 
slope of curve becomes steeper to yield low blocking 
probability. On the other hand the node C with 8 output 
channels can process upto 2.5 Erlang of traffic even after 
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maintaining blocking probabilities of 1.4 × 10-5 as is 
evident by curve ‘A’ in Figure 4. Node C shows the 
similar behavior as in case of node B, but with smaller 
quantitative difference. It is interesting to note that as the 
incoming traffic is distributed between the two nodes 
unevenly, one of the nodes gets highly loaded leaving the 
other with a lesser load. At this condition the lightly loaded 
node is left with few unused channels but the highly loaded 
node suffers from scarcity of output channels, leading to 
poor performance. In this situation if the unused channels 
of lightly loaded node are available to the heavily loaded 
node then blocking probability of the entire switching 
node will improve significantly.  

The variation of blocking probability with number of 
output channels has shown in Figures 5 and 6 for both 
the cases. Three different values of incoming traffic frac-
tion ‘k’ have been considered to execute the blocking 
probability with the number of output channels for both 
of the processing nodes. It can be inferred from the 
curves of Figures 5 and 6 that blocking probability re-
duces as the number of output channel increases for both 
types of nodes. This change is more prominent in node C; 
showing a significant improvement in the blocking 
probability. This improvement may be attributed to the 
efficient traffic model applicable to node C.  

These observations can be used to employ channel 
shifting property of the proposed node architecture to 
obtain a satisfactory reduction in blocking probability at 
high traffic flow. Thus present analysis is useful for the 
node designer to optimize the available channels for the 
minimum blocking probability through switching node 
utilizing channel shifter effectively. 
 
5. Conclusions 
 
This paper presents an analytical approach to investigate 
the performance of an optical WDM switching node un-
der variable Erlang traffic condition. A new architectural 
model with two different types of processing nodes has 
been proposed for the switching action. Mathematical 
model also been developed to evaluate the blocking 
probability of the switching node for variable incoming 
traffic. The proposed architecture may be used to utilize 
the given number of output channels for least blocking 
probability. The approach adopted is quite simple and 
involves basic node system behavior but still provides a 
well acceptable performance. The results are validated 
by MATLAB simulations and show a distinct influence 
of the incoming traffic over usable channel and blocking 
probability of the switching node as well. 
 
6
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Abstract 
 
In this study, a novel procedure is presented for control and analysis of a group of autonomous agents with 
point mass dynamics achieving flocking motion by using a fuzzy-logic-based attractive/repulsive function. 
Two cooperative control laws are proposed for a group of autonomous agents to achieve flocking formations 
related to two different centers (mass center and geometric center) of the flock. The first one is designed for 
flocking motion guided at mass center and the other for geometric center. A virtual agent is introduced to 
represent a group objective for tracking purposes. Smooth graph Laplacian is introduced to overcome the 
difficulties in theoretical analysis. A new fuzzy-logic-based attractive/repulsive function is proposed for 
separation and cohesion control among agents. The theoretical results are presented to indicate the stability 
(separation, collision avoidance and velocity matching) of the control systems. Finally, simulation example 
is demonstrated to validate the theoretical results. 
 
Keywords: Flocking, Cooperative Control, Multi-Agent System, Fuzzy Logic 

1. Introduction 

A special behavior of large number of interacting dynamic 
agents called “flocking” has attracted many researchers 
from diverse fields of scientific and engineering disciplines. 
Examples of this behavior in the nature include flocks of 
birds, schools of fish, herds of animals, and colonies of 
bacteria. 

In 1986, Reynolds introduced three heuristic rules that 
leads to the creation of the first computer animation model 
of flocking [1]. It should be noticed that these rules are also 
known as cohesion, separation, and alignment rules respec-
tively in the literature. Similar problems have become a 
major thrust in systems and control theory, in the context of 
cooperative control, distributed control of multiple vehicles 
and formation control. A research field which is tightly 
related to the theme of this paper is that of consensus seek-
ing of autonomous multi-agent. In this case, multi-agent 
achieve consensus if their associated state variables con-
verge to a common value [2-5]. In the meantime, an im-
portant progression has been achieved on synchronous 
and/or asynchronous swarm stability analysis [6-8]. Pio-
neering works [9-11] on flocking motion of particle sys-
tems have properly explained the heuristic rules embedded 
in Reynolds model. One of the important works in [9-11] is 
the design of attractive/repulsive potential function. In [12], 

Gu and Hu proposed a flocking control algorithm for fixed 
and switching network of multi-agent respectively, in 
which the attractive/repulsive potential was designed using 
fuzzy logic. Stability is analyzed using the classical Lya- 
punov theory in fixed network and non-smooth analysis in 
dynamical network, respectively. 

In this study, the flocking behaviors of multi-agent sys-
tems with point mass dynamics and dynamical network 
topology are investigated. The major difference or contri-
bution compared with previous works, for example [9-12], 
can be outlined as follows. First of all, the new results are 
based on more general particle model and the flocking mo-
tion is centered at different centers, e.g., mass center and 
geometric center. Secondly, two new cooperative control 
laws are proposed such that desired collective behaviors 
(separation, collision avoidance and velocity matching) can 
be achieved. Finally, smooth graph Laplacian and smooth 
attractive/repulsive potential based on fuzzy logic are pro-
posed to overcome the difficulties in theoretical analysis 
and for separation and cohesion control between agents, 
respectively. In contrast to [12], owing to the design of 
smooth attractive/repulsive potential based on fuzzy logic 
and application of smooth graph Laplacian, stability analy-
sis both in fixed and dynamical networks can easily con-
ducted using classical Lyapunov theory. 

The rest of the paper is organized as follows. In Section 
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2, the problems are formulated based on algebraic graph 
theory, preliminaries about smooth collective potential 
function and fuzzy control function are provided. In Sec-
tion 3, two flocking control laws based on fuzzy logic are 
proposed. Stability analysis is given in Section 4. Simula-
tion results are provided in Section 5. Finally, concluding 
remarks are made in Section 6. 
 
2. Problem Formulation and Preliminaries 
 
2.1. System Dynamics 
 
Consider a group of N  agents (or particles) moving in 
an n -dimensional Euclidean space, each has point mass 
dynamics described by 

1 ,, ,2,
i i

i i i i i

x v
m u k v iv N

=
 = − = & L
&

         (1) 

where 1 2( , , , )n T n
i i i ix x x x= ∈L ¡  is the position vector 

of agent i , 1 2( , , , )n T n
i i i iv v v v= ∈L ¡ is its velocity 

vector, 0im >  is its mass, 1 2( , , , )n T n
i i i iu u u u= ∈L ¡  

is the control input acting on agent i , 0ik >  is the 
velocity damping gain, and i ik v−  is the velocity damp-
ing term. 

For flocking motion of a group of agents, the control 
objectives are to design flocking control laws such that: 

a) The distances j ix x−‖ ‖ between any two neighbor 
agents are asymptotically convergent to a desired con-
stant value d ; 

b) The velocity vectors iv  reach consensus, i.e., 

1 2 N c rv v v v v= = = = =L , where cv  is the velocity 
vector of the center of a group of agents and rv  is the 
velocity vector of a virtual agent; 

c) No collision between agents occurs during the 
flocking. 

The theoretical framework presented in this paper for 
creation of flocking behavior relies on a number of fun-
damental concepts in algebraic graph theory [13] that are 
described below. 

A weighted undirected graph will be used to model the 
interaction topology among agents. An undirected graph 
G  consists of a set of vertices {1, 2, , }N= LV  and a 
set of edges V V= ×E , where an edge is an unordered 
pair of distinct vertices in V . In graphG , the i th node 
represents agent i  and a edge denoted as ije  or ( , )i j  
represents an information exchange link between 
agent i and j . The adjacency matrix ( ) [ ]ija=A G  of a 
graph G  is a matrix with nonzero elements satisfying 
the property 0 ( , )ija i j≠ ⇔ ∈E . Throughout the paper, 

for simplicity of notation, we assume 0iia =  for all i  
(or the graphs have no loops). The graph is called 
weighted whenever the elements of its adjacency matrix 
are other than just 0 1−  elements. Here, weighted un-
directed graph is used in this paper. The degree matrix of 
G  is a diagonal matrix ( )∆ G  with diagonal elements 

1
N
j ija=Σ  that are row-sums of ( )A G . The graph Laplacian 

is defined as ( ) ( ) ( )= ∆ −L G G A G . The Laplacian matrix 

( )L G  always has a right eigenvector 1 (1,1, ,1)T
N = L  

associated with eigenvalue 1 0λ = . A graph G  is called 
undirected if and only if the adjacency matrix ( )A G  is 
symmetric. The set of neighbors of node i  is defined 
by 

{ : 0} { : ( , ) }i ijj a j i j= ∈ ≠ = ∈ ∈N V V E     (2) 

In fixed network topology, agent i  can range or 
communication with a fixed set of neighbors. Therefore, 
the set iN  is time invariant. However, in dynamical or 
switching network topology, the set of neighbors of 
agent i  is time-varying due to limited communication. 
 
2.2. Smooth Collective Potential Function 
 
Smooth collective potential function is originally pro-
posed in [11]. The following is a brief introduction about 
it. For more detailed information, the reader is referred to 
[11]. 

In order to construct smooth collective potential func-
tion, a map 0· : n

σ ≥→¡ ¡‖‖  is defined as  

21 ( 1 1)z zσ ε
ε

= + −‖‖ ‖‖  

with a parameter 0ε > . Note that z σ‖‖  is differenti-
able everywhere, but z‖‖ is not differentiable at 0z = . 

Smooth adjacency matrix elements are constructed by 
using a scalar function ( )h zρ  that smoothly varies be-
tween 0  and 1 . One possible choice is as follows: 

( )
[0, )

cos [ ,1]
1

1
1( ) 1
2

0

h

h

z h

z

z z

otherwise

h
h

πρ


  = +  

∈


∈

−
−



       (3) 

where (0,1)h∈ . Using this function, a position-depen- 
dent adjacency matrix ( )xA  can be defined 
as ( ) [ ( )]ijx a x=A  with  

( ) ( / ) [0,1],ij h j ia x x x r j iσ σρ= − ∈ ≠‖ ‖     (4) 

and position-dependent Laplacian matrix as ( )x =L  

( ( )) ( )x x∆ −A A , where 1 2( , , , )T T T T
Nx x x x= L , r rσ σ=‖‖ , 
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0r >  denote the interaction range between two agents. 
The set of neighbors of agent i  is defined by 

( ) { : }i j ix j x x r= ∈ − <‖ ‖N V . 

By the definition of z σ‖‖ , the control objective (1) can 
be expressed as following algebraic constraint: 

, ( )j i ix x d j xσ σ− = ∀ ∈‖ ‖ N           (5) 

where d dσ σ=‖‖ . 
Given a interaction range 0r > , a neighboring graph 
( )xG  can be specified by V  and the set of 

edges ( ) {( , ) : , }j ix i j x x r j i= ∈ × − < ≠‖ ‖E V V , that 
clearly depends on x . 

A smooth collective potential function has the form: 

1
1( ) ( )
2 j i

i j i
V x x x σψ

≠

= −∑∑ ‖ ‖  

where ( )zψ  is a smooth pairwise attractive/repulsive 
potential with a finite cut-off at z rσ=  and a global 
minimum at z dσ= . In order to construct a smooth po-
tential function ( )zψ , denote ( ) ( )zz zφ ψ= ∇  and define 
this function as: 

( ) ( ) ( / ) ( )z hz z z r zσφ ψ ρ ϕ= ∇ =         (6) 

where ( )zϕ  is some function to be designed. Obviously, 
function ( )zφ  should vanish for all z rσ≥ . 

In the next section, the function ( )zφ  is implemented 
using fuzzy logic. 

 
2.3. Preliminaries of Fuzzy Control Function 
 
To the best of our knowledge, for flocking control, [12] 
is the first paper in which attractive/repulsive function is 
designed using fuzzy logic. In this section, we provide a 
brief introduction about fuzzy control function [12]. 

A set of fuzzy logic rules performs a mapping from an 
input PRζ ∈  to a deterministic control ( )g ζ , i.e., 
fuzzy control function. For the kth dimension state 

( 1,2, , ; 1,2, , )k
ix k n i N= =L L , agent i  uses states 

( , )i jx x to build a P-dimension vector ζ =  

1 2( , , , )Pζ ζ ζL  as fuzzy input. The corresponding fuzzy 
input set is 1 2, , , PF F FL . A fuzzy rule between agent i  
and agent j  can be expressed as: 

1

,

1

: IF is AND, L, AND is ,

THEN

l l l
I P P

P
k l l l
ij O P P

P

R F F

g

ζ ζ

θ θ ζ
=

= + ∑
 

where 1,2, , ; 1, 2, ,k n l L= =L L , L  is the number of 
fuzzy rules. 

Use the Gaussian function to define the membership 

function of fuzzy set l
pF : 22( )

exp[ ]
l

p p
l l
p p

a

F

ζ

σ
µ

−
= − , where 

, ( 1,2, , )l l
p pa p Pσ = L  are the mean and variance, re-

spectively. The activation degree of rule lR  is calcu-
lated by product operation: 

2
11

exp[ ].
2( )

lP P
p pl

l
pp p

aζ
ξ

σ==

−
= −∑∏  

The crisp output ( ), 1,2, , ,k
ijg k nζ = L  is calculated 

by center of area method: 
,

1 1
( ) .

L L
k l k l l
ij ij

l l
g gζ ξ ξ

= =

= ∑ ∑  

 
3. Flocking Motion Guided at Mass Center  
  and/or Geometric Center 
 
In this section, two cooperative control algorithms are 
developed for flocking guided at mass center and geo-
metric center respectively. In flocking motion, each 
agent applies a control input that consists of four terms: 

f c
i i i i i iu u u u k vγ= + + +             (7) 

where 1( )
i

f
i xu V x= −∇  is a gradient-based term and will 

be designed using fuzzy logic, c
iu  is a velocity consen-

sus/alignment term, iuγ  is a navigation term due to a 
group objective and i ik v  is the velocity damping term. 

Similar to [9-11], the velocity consensus/alignment 
term c

iu  is in the form 

( )
( )( )

i

c
i ij j i

j N x
u a x v v

∈

= −∑            (8) 

and 

( )
( )( )

i

c
i i ij j i

j N x
u m a x v v

∈

= −∑           (9) 

for flocking motion guided at mass center and geometric 
center, respectively. The navigation term iuγ  is de-
signed in the following form 

1 2

1 2

( ) ( )

       ( , ), , 0.

i i i r i i r

i
r r

r

u k m x x k m v v
m

f x v k k
m

γ = − − − −

+ >
       (10) 

The pair ( , ) n n
r rx v ∈ ×¡ ¡  is the desired state vec-

tor of the group center (mass center or geometric cen-
ter). The desired state of the group center can be de-
scribed by 

( , )
r r

rr r r

x
m v

v
f x v

=
 =

&
&

             (11) 
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3.1. Fuzzy Attractive/Repulsive Control 
 
For state vector ix , the fuzzy input ζ  consists of 

, ( )j ix x d j xσ σ− − ∈‖ ‖ N  and ( ) , ( )k
ij ija x n j x∈ N , 

where 
21

k k
j i

j i

k
ij

x xn
x xε
−

−
=

+ ‖ ‖
, i.e., 2P =  and 1 2( , )ζ ζ ζ=  

( , ( ) )k
j i ij ijx x d a x nσ σ= − −‖ ‖ . The fuzzy output is defined 

as 
,

2 ( ) , 1, 2, , .k l l k
ij ij ijg a x n k nθ= = L  

which implies 0 1 0l lθ θ= = . A fuzzy rule lR  is then 
defined as: 

,
2IF is THEN ( )l k l l k

Ij i ij ij ij- d F gx nx a xσσ
θ− =  

Therefore, 

2
1

1

( ) ( ) .

L l l

k kl
ij ij ijM l

m

g a x n
ξ θ

ζ
ξ

=

=

∑
=

∑
 

The fuzzy output vector between agent i  and j  is 

2
1 2 1

1

( ) ( , , , ) ( ) ,

L l l

n l
ij ij ij ij ij ijM l

m

g g g g a x n
ξ θ

ζ
ξ

=

=

∑
= =

∑

TL  

where 1 2
2

( , , , ) .
1

j in
ij ij ij ij

j i

x x
n n n n

x xε

−
= =

+ −

TL
‖ ‖

 

Denote the gradient of the attractive/repulsive poten-
tial ( )j ix x σψ −‖ ‖  as: 

1

2
1

1

( ) ( )

L l l

l
j i ij L l

l

x x a xζ σ

ξ θ
ψ

ξ

=

=

∑
∇ − =

∑
‖ ‖  

and denote 
2

1

1

( )

L l l

l
j i L l

l

x x σ

ξ θ
ϕ

ξ

=

=

∑
− =

∑
‖ ‖ , we have 

 
1

1 1

( ) ( ) ( )

( )

( )

( )
i

i

ij ij j i ij

j i ij

j i x

x j i

g a x x x n

x x n

x x

x x

σ

ζ σ

ζ

σ

ζ ϕ

ψ

ψ ζ

ψ

= −

∇ −

−∇ − ∇

−∇

=

=

= −

‖ ‖

‖ ‖

‖ ‖

‖ ‖

         (12) 

Therefore, gradient-based control term can be de-
signed as 

( ) ( )

( )

( ) ( )

( ) ( )

i
i i

i

f
i x j i ij

j x j x

ij j i ij
j x

u x x g

a x x x n

σ

σ

ψ ζ

ϕ
∈ ∈

∈

= − ∇ − =

= −

∑ ∑

∑

‖ ‖

‖ ‖

N N

N

 (1) 

3.2. Flocking Control guided at Group Centers 
 
Consider the multi-agent motion relative to the group 
center cx (the mass center mcx or geometric center gcx ). 
The position and velocity vectors of agent i relative 
to cx is denoted by i i cx x x= −% and i i cv v v= −% , the collec-
tive state vectors of all agents relative to cx by 

1N cx x x= − ⊗% and 1N cv v v= − ⊗% , where c mcx x= or 

gcx , c cv x= & , ⊗ is kronecker product. 
The mass center of all agents is defined as 

1 1

N N

mc i i i
i i

x m x m
= =

= ∑ ∑               (14) 

Note that 

1 2

1 2 1

2

( ) ( ) ( , )

( )

( ) ( , )

i
i i i r i i r r r

r

i i i i i mc r

i
i mc r r r

r

m
u k m x x k m v v f x v

m
k m x k m v k m x x

m
k m v v f x v

m

γ = − − − − +

= − − − −

− − +

% %  (15) 

and due to 
1 1

0, 0
N N

f c
i i

i i
u u

= =

= =∑ ∑ , 
1

0
N

i i
i

m x
=

=∑ % , 

1
0

N

i i
i

m v
=

=∑ % , we have 

1 1

1 2
1( ) ( ) ( , )

N N

mc i i i
i i

mc r mc r r r
r

v m v m

k x x k v v f x v
m

= =

=

= − − − − +

∑ ∑& &
 

Then, the dynamic of mass center is given by 

1 2
1( ) ( ) ( )

=

,

 mc mc

mc mc r mc r r r
r

x

v k x x k x

v

v v f v
m

= − − − − +







&

&  (16) 

Denote ( , )T T T T T
mc mc r mc re x x v v= − − , the relative dy-

namic of center of mass is given by 

mc mce Ke= %&                  (17) 

where 
1 2

0 1
, .nK K I K

k k
 

= ⊗ =  − − 
%  

We can choose proper control parameters 1 0k >  and 

2 0k >  such that matrix K  is Hurwitz stable, and from 
Lyapunov theory, for given positive matrix 2 2Q ×∈ ¡ , 

there exists a positive definite matrix 2 2P ×∈ ¡ , such 
that: 

.TK P PK Q+ = −              (18) 

For creation of flocking motion relative to mass center, 
we propose following control laws: 
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( )

1
( )

2

( ) ( )

( )( ) ( )

( ) ( , )

i

i

mc
i i

ij j i ij
j x

ij j i i i r
j x

i
i i r r r i i

r

u u
a x x x n

a x v v k m x x

m
k m v v f x v k v

m

σϕ
∈

∈

=

= −

+ − −

− − + +

∑

∑

‖ ‖
N

N

     (19) 

where ,2

1 1
( )

M M
m m m

j i ij i ij
m m

x x σϕ ξ θ ξ
= =

− = ∑ ∑‖ ‖ . 

The geometric center of all agents is defined as 

1

1( )
N

gc i
i

x x x
N =

= = ∑ave            (20) 

Similarly, for geometric center, we propose following 
control law: 

( )

( )

1 2

( ) ( )

( ) ( )

( ) ( ) ( , )

i

i

gc
i i

ij i j i ij
j x

ij i j i
j x

i
i i r i i r r r i i

r

u u
a x m x x n

a x m v v

m
k m x x k m v v f x v k v

m

σϕ
∈

∈

=

= −

+ −

− − − − + +

∑

∑

‖ ‖
N

N

(21) 

 
4. Analysis of Stability 
 
In this section, we present our main results for flocking 
in multi-agent networks with dynamical topology, and 
conduct stability analysis based on classical Lyapunov 
theory and LaSalle's invariance principle. In [12], owing 
to the discontinuity of collective potential function in the 
case of dynamical topology, stability analysis is done 
using classical Lyapunov theory in fixed networks and 
nonsmooth analysis theory, which is difficult to under-
stand for engineers in real applications, in dynamical 
networks, respectively. In our paper, due to the design of 
smooth collective potential function, in both cases of 
fixed network and dynamical network, stability analysis 
can be conducted based on classical Lyapunov theory 
and LaSalle's invariance principle. 

For the collective motion relative to mass center mcx , 
define energy function 

1 2 3 4( , ) ( ) ( ) ( ) ( , )V x v V x V x V v V x v= + + +     (22) 

where, 

1
1( ) ( )
2
1 ( ),
2

j i
i j i

j i
i j i

V x x x

x x

σ

σ

ψ

ψ

≠

≠

= −

= −

∑∑

∑∑ % %

‖ ‖

‖ ‖

 

2 1 3
1 1

4

1 1( ) , ( ) ,
2 2

( , ) ( ) ,

N N
T T

i i i i i i
i i

T
mc n mc

V x k m x x V v m v v

V x v e P I e
= =

= =

= ⊗

∑ ∑% % % %
 

1 0k >  is the parameter of the navigation term. 
Applying control law (19) to system (1), following 

theorem is held to explain the emergence of flocking 
behaviors of agents guided at center of mass mcx . 

Theorem 1 Consider a group of agents applying con-
trol law (19) with proper selected parameters 1 2, 0k k >  
satisfying (18) to system (1). Assume that the initial 
value ( (0), (0))V x v  is finite. Then, the following state-
ments hold. 

(i) The solution of system (1) asymptotically con-
verges to an equilibrium point *( , )mcx v  where *x a 
local minima of is 1 2( ) ( )V x V x+ . 

(ii) The velocities of all agents asymptotically con-
verge to the velocity of mass center mcv , and the velocity 
of mass center mcv  asymptotically converge to the de-
sired velocity rv , i.e., , 1, 2, , ,i mc mc rv v i N v v→ = →L . 

(iii) No collision between agents occurs during the 
flocking. 

Proof: First of all, we explain the fact that the energy 
function ( , )V x v  is positive definite. 

Obviously, 2 3( ), ( )V x V v  and 4 ( , )V x v  is positive. 
Therefore, the positive definiteness of energy function 

( , )V x v  is equivalent to that of 1( )V x . By similar analy-
sis to theorem 1 of [12], ( )j ix x σψ −% %‖ ‖  can be designed 

positive definite by using proper fuzzy rules, i.e., 1( )V x  
can be designed positive definite. 

Secondly, the derivative of the energy function 
( , )V x v  is seminegative definite. 

1
1 ( ) 1

( ) ( )
i

i

N N
T T f
i x j i i i

i j N x i
V x v x x v uσψ

= ∈ =

= ∇ − = −∑ ∑ ∑& ‖ ‖  (23) 

2 1
1

( )
N

T
i i i

i
V x k m v x

=

= ∑& % %             (24) 

Due to
1

0
N

i i
i

m v
=

=∑ % , we have 

3 1
1

( ) ( ) ( ) .
N

T T
n i i

i
V v V x v I v v uγ

=

= − − ⊗ + ∑& & % % %L  

From (15) and note that 

1 2
1

[ ( ) ( )

( , )] 0,

N
T
i i mc r i mc r

i

i
r r

r

v k m x x k m v v

m
f x v

m

=

− − − −

+ =

∑ %
 

We have 

1 2
1 1 1

.
N N N

T T T
i i i i i i i i

i i i
v u k m v x k m v vγ

= = =

= − −∑ ∑ ∑% % % % %  

Then, 
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3 1

2 2

( ) ( ) ( )

( ) ( )

T
n

T
n

V v V x v I v

V x k v M I v

= − − ⊗

− − ⊗

& & % %
& % %

L
       (25) 

where 1 2( , , , )NM diag m m m= L . 
From (17), we have 

4 ( , ) ( )T
mc n mcV x v e Q I e= − ⊗&            (26) 

From (23) to (26), we have 

1 2 3 4

2

( , ) ( ) ( ) ( ) ( , )

( ) ( )

( ) 0.

T T
n n

T
mc n mc

V x v V x V x V v V x v

v I v k v M I v

e Q I e

= + + +

= − ⊗ − ⊗

− ⊗ ≤

&

% % % %L       (27) 

Part (i) and part (ii) follow from LaSalle's invariance 
principle. As ( , )V x v&  is seminegative definite, given 

{( , ) : ( , ) }c x v V x v cΩ = ≤ , cΩ  is an invariant set. From 

( , )V x v c≤ , we have 
min

2
( )n

c
mc P Ie λ ⊗≤‖ ‖ . Therefore, 

both mc rx x−‖ ‖ and mc rv v−‖ ‖  are bounded. Given 
the desired state ( , )r rx v  is bounded and from the defi-
nition of mcx  and mcv , we know ( , )x v  is bounded. 

From LaSalle's invariance principle, all states starting 
in cΩ converge to the largest invariant set 

{( , ) : ( , ) 0}cS x v V x v= ∈Ω =& . Hence, all states converge 
to the largest invariant set {( , ) :c iS x v v= ∈Ω =  

, }mc r mc rv v x x= =  asymptotically, i.e., all agent veloci-
ties iv  converge to the velocity of center of mass, mcv , 
and the position and velocity vectors of center of mass, 

,mc mcx v , converge to the desired states, ,r rx v , asymp-
totically. 

Furthermore, in stable state, 1 2( , ) ( ) ( )V x v V x V x→ + . 

There is a equilibrium point at *( , )mcx v  where *x  is a 
local minima of 1 2( ) ( )V x V x+ . 

Finally, we prove part (iii) by contradiction. Assume 
there exists a time 1 0t t= >  when two distinct agents 

,k l  collide, i.e., 1 1( ) ( )k lx t x t= . For all 0t > , we have 

1
1( ( )) ( )
2 j i

i j i
V x t x x σψ

≠

= −∑∑ ‖ ‖  

\{ , } \{ , , }

( ( ) ( ) )
1 ( )
2

( ( ) ( ) )

k l

i k l j i k l j i

k l

x t x t

x x

x t x t

σ

σ

σ

ψ

ψ

ψ

∈ ∈

= −

+ −

≥ −

∑ ∑

‖ ‖

‖ ‖

‖ ‖

V V  

At 1t t= , defining (0)ψ  larger than c  leads to 

1 1( ( ))V x t c≥ , which is in contradiction with the invariant 
set cΩ . Therefore, no two agents collide at any time 

0t ≥ .  

Remark: From theorem 1, control objective a) and b) 
are achieved, but the geometric characterization of local 
minima *x of 1 2( ) ( )V x V x+  is not possible satisfying 
the algebraic constraint (5). In [11], the authors pose two 
conjectures that establish the close relationship between 
geometric and graph theoretic properties of any local 
minima of 1 2( ) ( )V x V x+  and features of flocks. Based 
on the conjectures in [11], we can conclude that the local 
minima *x  of 1 2( ) ( )V x V x+  is a so-called 
quasi- α -lattice [11], i.e., ,j ix x dσδ δ− ≤ − − ≤‖ ‖  

0 , ( , ) ( )d i j xσδ≤ ∀ ∈= E . Obviously, it is very close to 
the conformation satisfying algebraic constraint (5). 

When control laws (21) applied to system (1), similar 
theorem is established to explain the emergence of 
flocking behavior of agents guided at geometric center. 

For the collective motion relative to geometric cen-
ter gcx , define energy function 

1 2 3 4( , ) ( ) ( ) ( ) ( , )U x v V x U x U v V x v= + + +  

Where 

  1 2 1
1

1 1( ) ( ), ( ) ,
2 2

N
T

j i i i
i j i i

V x x x U x k x xσψ
≠ =

= − =∑∑ ∑ % %‖ ‖  

3 4
1

1( ) , ( , ) ( )
2

N
T T
i i gc n gc

i
U v v v V x v e P I e

=

= = ⊗∑ % % , 1 0k >  is 

the parameter of the navigation term, 
( , )T T T T T

gc gc r gc re x x v v= − − . 
We have following theorem. 
Theorem 2 Consider a group of agents applying con-

trol law (21) with proper selected parameters 1 2, 0k k >  
satisfying (18) to system (1). Assume that the initial 
value ( (0), (0))U x v  is finite. Then, the following state-
ments hold. 

1) The solution of system (1) asymptotically con-
verges to an equilibrium point *( , )gcx v  where *x a 

local minima of is 1 2( ) ( )V x U x+ . 
2) The velocities of all agents asymptotically converge 

to the velocity of geometric center gcv , and the velocity 

of geometric center gcv  asymptotically converge to the 

desired velocity rv , i.e., ,i gcv v→  1, 2, , ,i N= L  

gc rv v→ . 
3) No collision between agents occurs during the 

flocking. 
Proof: The proof of this theorem is similar to that of 

theorem 1.  
 
5. Simulation 
 
In this section, mass center guided flocking motion is 
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simulated in 2-dimentional space. The following pa-
rameters were fixed throughout the simulation: 

2, 1.2 , 0.5d r d ε= = = , and 0.3h =  for ( )h zρ . Eight 
fuzzy sets are designed for the fuzzy control in-
put j ix x dσ− −‖ ‖ . They are LN, N, SN, Z, SP, P, LP, 
and PP as shown in Figure 1. Eight fuzzy rules are de-
signed as follows: 

IF j ix x dσ σ− −‖ ‖  is LN THEN 
,1 90 ( / )k k

ij h j i ijg x x r nσ σρ= − −‖ ‖ ; 
IF j ix x dσ σ− −‖ ‖  is N THEN 

,2 80 ( / )k k
ij h j i ijg x x r nσ σρ= − −‖ ‖ ; 

IF j ix x dσ σ− −‖ ‖  is SN THEN 
,3 50 ( / )k k

ij h j i ijg x x r nσ σρ= − −‖ ‖ ; 

IF j ix x dσ σ− −‖ ‖  is Z THEN ,4 0k
ijg = ; 

IF j ix x dσ σ− −‖ ‖  is SP THEN 
,5 0.5 ( / )k k

ij h j i ijg x x r nσ σρ= −‖ ‖ ; 
IF j ix x dσ σ− −‖ ‖  is P THEN 

,6 ( / )k k
ij h j i ijg x x r nσ σρ= −‖ ‖ ; 

IF j ix x dσ σ− −‖ ‖  is LP THEN 
,7 1.5 ( / )k k

ij h j i ijg x x r nσ σρ= −‖ ‖ ; 
IF j ix x dσ σ− −‖ ‖  is PP THEN 

,8 2 ( / )k k
ij h j i ijg x x r nσ σρ= −‖ ‖ . 

Control parameters 1 2,k k  are selected to be 1k =  

2 1k = . The two eigenvalues of matrix 
0 1
1 1

K  
=  − − 

 

are 05000 08660i− +  and 05000 08660i− − . Therefore, 
matrix K  is Hurwitzstable. Let 2Q I= , using Matlab 
command lyap(K,Q), we obtain positive definite matrix 

1.5 0.5
0.5 1

P
− 

=  − 
. 

 

 
Figure 1. Fuzzy membership function. 

Simulation is calculated within 20 seconds time by 
using Matlab Simulink. In addition, the position of each 
agent is marked with a right triangle sign. 

Figures 2 to 5 show the simulation results within 2-D 
flocking using control law (19) for 50 agents. Figures 2 to 
4 show snapshots of 2-D flocking at time 0,4.3495t = , 
and 20 (sec). The initial position and initial velocity 
coordinates were uniformly chosen in the random do-
main of [0,3] [0,3]×  and[0,1] [0,1]× , respectively. The 
mass of each agent was also uniformly chosen in a random 
domain of [0.5, 1.5]. A steady configuration was formed  
 

 
Figure 2. Initial positions of 50 agents. 

 

 
Figure 3. Configuration of 50 agents at t = 4.3495 (sec). 

 

 
Figure 4. Final configuration of 50 agents at t = 20 (sec). 
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Figure 5. Position-dependent neighboring graph at t = 20 
(sec). 
 

 
Figure 6. Velocities of 50 agents along x-axis and y-axis 
respectively. 
 

 
Figure 7. Trajectories of all agents within 20 (sec) time. 

 
as shown in Figure 4 and maintained thereafter. A vir-
tual agent 

( ) (10sin(03 ),10cos(03 )) ,T
rx t t t=

( ) (3cos(03 ), 3sin(03 ))T
rv t t t= −  

was used for this example. For highly disconnected 
neighboring graph ( )xG  in initial state, Figure 5 shows 
the connected neighboring graph ( )xG corresponding to 
the final configuration. Figure 6 shows velocity match-
ing is achieved along x-axis and y-axis respectively. 
Figure 7 shows the trajectories of all agents within 
20(sec) simulation time and the cohesive behaviors. The  
simulation demonstration with control law (21) was 
similar to that conducted by control laws (19), and 
therefore is not necessarily repeated here. 
 
6. Conclusions 
 
This paper establishes a theoretical framework for design 
and analysis of flocking control algorithms using a 
fuzzy-logic-based attractive/repulsive potential function 
for multiple agent networks with dynamical topology. 
Two cooperative control laws have been proposed for a 
group of autonomous agents to achieve flocking motion 
relative to different centers (mass center and geometric 
center). A virtual agent is introduced to represent a group 
objective for tracking purposes. Smooth Laplacian and 
smooth fuzzy-logic-based attractive/repulsive potential 
are proposed to overcome the difficulties in stability 
analysis. Simulation results validated the theoretical re-
sults. 
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