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Abstract

A system using microgripper for gluing and adhesive bonding in automatic microassembly was designed,
implemented, and tested. The development of system is guided by axiomatic design principle. With a com-
pliant PU microgripper, regional-edge-statistics (RES) algorithm, and PD controller, a visual-servoing system
was implemented for gripping micro object, gluing adhesive, and operating adhesive bonding. The RES al-
gorithm estimated and tracked a gripper’s centroid to implement a visual-servoing control in the microas-
sembly operation. The main specifications of the system are: gripping range of 60~80um, working space of
7mmx5.74mmx 15mm, system bandwidth of 15Hz. In the performance test, a copper rod with diameter 60pum
was automatically gripped and transported for transferring glue and bonding. The 60um copper rod was dipped
into a glue container and moved, pressed and bonding to a copper rod of 380um. The amount of binding glue

was estimated about 5.7nl.

Keywords: Micro Gripper, Adhesive Bonding, Microassembly, Visual Servo

1. Introduction

In the manufacturing cycle of microsystems, assembly
is a crucia operation in production [1]. The assembly
tasks are varied according to the areas and methods of
microproducts in manufacturing. There are several
methods such as anodic bonding, eutectic bonding,
welding bonding and adhesive bonding which can be
utilized for micro joining [1,2]. Anodic bonding, eutectic
bonding, and wel ding bonding usually are achieved under
some critical conditions, such as high temperature and
pressure. In comparing with other methods, adhesive
bonding has the advantages of free heating, cleanness,
speediness and no influence on parts.

In the application of adhesive bonding, a traditiona
method isto use a glue dispenser [3] for the injection of a
micro drop on the binding surface of a component. Then,
another component isapplied and pressed for bonding. By
using adispenser, itisvery difficult to apply small amount
of glue on a specific small surface of a micro component
[3]. The limitation of injection of dispenser and opera-
tional working space makes the technique of micro join-
ing most severe in the production of Microelectrome-
chanical System (MEMS). Ingead of using a dispenser,

Copyright © 2010 SciRes.

an effective technique for micro adhesive bonding is to
transfer glue by holding and dipping a dender tool into a
glue container and applying it to the surface for bonding
[2]. However, adirect approach by utilizing a manipulator
to grasp and hold a component ingead of using atool can
be applied for transferring glue in the micro adhesive
bonding. By utilizing a manipulator for the adhesive
bonding operation, it is most effective to hold and dip the
surface of a component into a glue container and to move
the component touching, pressing, and bonding to another
component.

Recently, the automation of microassembly has be-
come an important technology which attracts many in-
vestigators [4-10]. Although there are several different
designs in the microassembly system, a systematic engi-
neering approach from conceptual design to realization is
still not proposed. Actudly, in the development of an
automatic microassembly system, the stringent engi-
neering requirements such as small size, high rdiability,
clean operation, fast response, and high accuracy usually
make a conventional engineering scheme ineffective in
the process from design to manufacturing. Systematic
tools in realization concerning the relationship between
design and manufacturing are most useful to assure ef-

ENGINEERING



2 R.J. CHANG ET AL.

fective devel opment of the systems [11,12].

In redlizing an automatic microassembly system, a
visual control through microscope has been a challenging
task. Actually, visual servo has been a viable method in
industry for assembly and material handling jobs. Since
the early contribution of Shirai and Inoue, considerable
efforts have been devoted to develop visual control ma-
nipulators in manufacturing [13]. There are many visual
estimation algorithms devel oped for tracking control [14].
These algorithms mainly include optica flow method,
sum of square difference (SSD) method, model-based
method, motion energy method, and template matching
method. Although template matching method is widely
employed in automatic microassembly system [6-9],
different algorithms usually have their advantages and
disadvantages in different applications. The issues of
robustness, resolution, and efficiency have been identified
for further improvement of algorithms in the visua
tracking applications [15].

In the present research, a visual-servoing automatic
system with microgripper for adhesive bonding is de-
veloped and tested. By employing the precision design
axioms on system design, a visual-servoing automatic
microassembly system is developed to achieve the re-
quirements of adhesive bonding in micro manipulations.
For achieving the operation of precise and accurate grip-
ping and transportation of micro objectsin assembly task,
a compliant microgripper actuated by piezoelectric ac-
tuator is designed and fabricated. In order to provide an
efficient, robust and accurate estimation for the auto-
mation of microassembly operation, an algorithm of
regiona edge statistics (RES) is developed and imple-
mented. For implementing a closed-loop control, the
system model will be identified and the controller is
synthesized. The performance of a prototype microas
sembly system is tested. Finally, the research on the de-
velopment of the visual-servoing microassembly system
is concluded.

2. Preliminary Design Consideration

The major steps in system development consist of
conceptual design, preliminary design, and detail de-
sign [11]. Conceptual design forms the fundamental
step in the whole devel opment process and a physical
realization should capture the essence of the conceptual
design. Because of the lack of detailed information in
the early development process, a prescriptive model to
aid decision making is most useful in system devel-
opment [16]. For the effective devel opment of amicro-
assembly system under the stringent engineering con-
straints such as small size, high reliability, clean op-
eration, fast response, and high accuracy, a precision
design method guided by axiomatic design principleis
employed to aid decision making in the system devel-
opment [12].

Copyright © 2010 SciRes.

2.1. Design Objective and Constraints

In the area of microassembly, there are numerous func-
tional principles which can be applied for the manipula-
tion of micro objects [1,17]. In the present design, the
objective is to develop an automatic microassembly sys-
tem utilizing mechanical micro gripper to handle bonding
of micro partsin the clean room of MEMS industries. For
the microassembly operation, a reliable automatic opera-
tion of picking, gluing, attaching, and binding isrequired.
No lubrication and no wear are essential constraints for
the clean room operations. The objects or tools to be
picked up, glued, and transported for assembly are dlender
hard componentswith diameter or width around 60~80um.
The bonding of micro parts is to be operated in room
temperature around 25 °C. Under the constraints of lim-
ited working space, micro fabrication technology, geo-
metrical configuration of gripper, and the sze of micro
object, the planar size of gripper mechanism with width
about 500pm and length about 700um isrequired.

2.2. Design Principle

For the development of a microassembly system, the
optimal design of the microassembly system isto achieve
two design axioms in the mappings from Functional Re-
quirements (FRs) to Design Parameters (DPs) and from
DPs to Process Variables (PVs). The two design axioms
are stated as follows [12,18]:

Axiom 1 (Functional Independence). An optimal de-
sign of a micro assembly system must maintain the in-
dependence of functional requirements of subsystems.

Axiom 2 (Information Minimization). The best design
of a micro assembly system is a design of functionally
independent subsystems with minimum information con-
tent. Here, the information content is a measure of un-
certainties in physical realization of the design specifica-
tions of a system and subsystems.

The microassembly system is to be realized under the
guidance of precision design axioms. By employing the
axiom of Functiona Independence, a micro assembly
system can be designed and realized with the merits of
independent module design, independent functiona test-
ing, and degrees-of-freedom in controller implementation.
With the axiom of Information Minimization in the
processes of design, assembly, and manufacturing, a mi-
cro assembly system can be effectively realized to satisfy
the stringent requirements in assembly operations.

2.3. Conceptual Design

For realizing an adhesive-bonding operation by using a
micro gripper, a conceptual design on the microassembly
system is described. The configuration of the microm
assembly system is designed by following the axiomatic
design principle. The highest FRs of the microassembly
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system is identified as independent functions FR1=
Gripping and releasing of object, FR2= Carrying gripper
and components in assembly operation, and FR3= Ac-
quiring working states during bonding process. The cor-
responding DPs of the microassembly system isidentified
as DP1= Micro Gripper System, DP2= Working Stages,
and DP3= Visual System. The functiona mapping be-
tween the FRs and DPsin thefirst level can be formulated
as(1):

éFRL 2311 0 Ogerl
eFRz I=day ay 0 eDP2

EFR3 ) %3HeDP3U

where the matrix by [a;] is to be characterized in the
physical realization of the microassembly system. The
mapping between FRs and DPs in (1) satisfies a decoup-
led module design. In addition, the micro gripper system
can be uniquely designed without considering the effects
of other modules. By following the axiom of Functional
Independence, the functional mapping between the FRs
and DPs can be redlized by utilizing sensor, actuator,
mechanism, and controller. The decomposition of FRs is
to be unique and independent and will be used asthe basis
for formulating DPs which are corresponding to FRs,
respectively. In the decomposition and mapping, the
branches of FRs are mapped into physical domain to
develop lower levels of DPs as:

(1) Micro Gripper System

FR1-1: Gripper opening to fit object size

FR1-2: Gripper closing and releasing

FR1-3: Afford gripping force

DP1-1: Gripper Mechanism

DP1-2: Gripper Controller

DP1-3: Gripper Actuator

(2) Working Stages

FR2-1: Carry object or tool for transferring glue

FR2-2: Moving gripper

FR2-3: Carry glue container and assembly part for
bonding

DP2-1: Object/Tool Stage

DP2-2: Gripper Carrier Stage

DP2-3: Glue Container and Assembly Part Stage

DP2-4: Controller

(3) Visual System

FR3-1: Monitor and control gripper working states

FR3-2: Automatic control the motion of gripper stage

FR3-3: Acquire image for tracking

DP3-1: User Interface

DP3-2: Tracking Algorithm

DP3-3: CCD Subsystem
A system structure of the microassembly system to satisfy
the FRs by synthesizing the corresponding DPs is de-

D)

N CNC/
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Gripper Mechanism
Gripper Actuator

Micro Gripper
System
Gripper Controller
Object/Tool Stage
Assembly - - -
System —% Working Stages ‘— Gripper Carrier Stage
Glue Container and
Assembly Part Stage
User Interface

Visual System Tracking Algorithm|
CCD Subsystem

Figure 1. System structure.

picted as Figure 1. From Figure 1, the subsystem consists
of three modules as Micro Gripper System, Working
Stages, and Visual System.

2.4. Design Procedur e and Constraints on Design
Parameters

For the development of a microassembly system, the
design procedurein genera can be obtained from (1). The
mapping between FRs and DPs in (1) can be decoupled
and redized garting from  ay;. From the mapping by a1,
the Micro Gripper System will be first realized. With the
Micro Gripper System and ay, the ay is obtained by
realizing Working Stages to satisfy the functional re-
quirement. With the mapping set up by a1, @1, ax, asi,
and agy, the ag; is obtained finally by redlizing Visua
System to satisfy the functional requirement. As aresult,
the design procedure is given by

FR1—-DP1 - FR2 —DP2 — FR3 — DP3

By following above design procedure, the design con-
straints in implementing DPs will be analysed. The DP1
as Micro Gripper System is constructed by Gripper
Mechanism, Gripper Controller and Gripper Actuator. In
the design and realization of a Micro Gripper System, the
selections of material, manufacturing processes, system
configuration, and components assembly are crosdy re-
lated. From the requirement of design objective, the con-
straints of DPsin the design of Micro Gripper System can
be identified as clean environment, precision dimension,
micron operation, and gripper size. In the process domain,
the PVs are stated as material selection, fabrication
method, configuration, and assembly works. The func-
tional mapping between the constraints and PV's can be
formulated as (2):

éClean environment U éMaterial selection
1 é " 1
ePreusuon dlmensmnl:I &) gFabrlcatlon method@
g\/llcron operation U €U &onfiguration a
gGripper size H gAswnblyworks H
)
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The B;j in (2) in generd is not independent and con-
straintsin (2) are to be considered in the physical rediza-
tion of the Micro Gripper System.

2.5. Design Featur es by Employing Axiomatic
Design

The design axioms are employed first for the design of a
Micro Gripper System. For the micron scale of a Gripper
Mechanism to be operated in a clean room, a one-piece
compliant gripper, without assembly works, is selected
and designed to provide accurate tip motion and gripping
force transmission. The design of the Gripper Mechanism
satisfies the axiom of Information Minimization. In the
redization of assembling Gripper Mechanism and Grip-
per Actuator, physical uncertainties are to be minimized
by the axiom of Information Minimization. A packed
piezoel ectric actuator with very rigid stedl caseis selected
since the case can be employed as a structural frame to
align and ingtall Gripper Mechanism. The design feature
of independent Gripper Mechanism and Gripper Actuator
satisfies the axiom of Functional Independence.

For the design consideration of Working Stages, the
precision of Working Stages for microassembly is re-
quired to be one micron since the working range of grip-
per belongs to micron scale. The selection of three inde-
pendent stages in industrial use satisfies the axioms of
Functiona Independence and Information Minimization.

A Visual System is composed of User Interface,
Tracking Algorithm, and CCD Subsystem. The CCD
Subsystem consists of CCD, Illumination Light, Micro-
scopic Lenses, and Image Processing Card. The selection
of Visual System satisfies the design axioms of Func-
tional Independence and Information Minimization.

In the final consideration of control hardware and
software, a friendly software tool isto be selected to im-
plement a User Interface on Display for system monitor-
ing and control. For the consideration of real-time and
precise processing of image signal and piezoel ectric con-
trol signa, a functional independent PC with Digital
Signal Processor (DSP), and interface cards are selected.

3. Gluing-Adhesive Microassembly System

Based on the conceptua design, a system structure of
image-based automatic gluing-adhesive system to redize
the DPsis shown in Figure 1. The detail design of micro
gripper system, working stages, and visual system is de-
scribed in the following sections.

3.1. Micro Gripper System
Micro Gripper System consists of Gripper Mechanism

(DP1-1), Gripper Actuator (DP1-3), and Gripper Con-
troller (DP1-2). At firdt, the design of Micro Gripper

Copyright © 2010 SciRes.

system will be considered to satisfy FR1-1 to FR1-3. The
Micro Gripper System is expected to grip adender object
with diameter or width around 60~80um. For the object
with dendernessratio, characteristic length to width ratio,
above 2 and in dry condition, the micro sticking force will
not be an issue in object releasing operation. Therefore,
the design and fabrication of the Micro Gripper System is
expected to provide the operating functions of precise and
accurate gripping of micro objects.

Compliant polymer micro grippers have been designed
to provide accurate tip motion and sufficient gripping
force in a clean room operation [18-20]. The selection of
a lumped-compliant gripper mechanism is to minimize
the effects of creeping, relaxation, and hysteresis|oop due
to polymer materia [18]. A lumped-compliant gripper
mechanism is composed of pseudo linkages and compli-
ant joints. By following the axiom of Information Mini-
mization, the topological structure of the Gripper mecha-
nism is designed to be symmetric with minimum number
of compliant joints. The micro compliant gripper mecha-
nism and itsassociated PLM (Pseudo linkages model) [20]
is designed as shown in Figure 2. In Figure 2, the contour
line shows a geometrica shape of the Gripper Mechanism
and its structural frame. The PLM is modeled as a
six-linkage mechanism for providing one degree of
freedom in input-output motion. When an actuating force
F is applied, the actuator will drive link 4 to produce
displacement. Due to the congtraints of structure frame 1,
both link 3 and 5 will rotate and trandate to cause the
gripping operation by tips Cand C’.

The assumption of small deformation is used in the
following derivation. From Figure 2, the horizontal and
vertical displacement gains can be derived as the ratio
between the tip displacement Dx , Dy and input displace-

ment Di of dider 4, respectively as
_Dx _L,cosb ©)
* Di L

1

Figure2. PLM of kinematic relation of microgripper.

ENGINEERING
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and

G :E:Lzsinb 4
YD L

where L, = AB, L, =AC andSis the angle between a

vertical line and AC . The ratio between the horizontal
and vertica displacementsis
Dx cotb (5)
Dy
From (3) to (5), there are two important parameters
G, and B to be designed. For achieving the function of

stable operation, the horizontal displacement is required
to be much larger than the vertical displacement in grip-
ping. Therefore, it is expected to have smaller g from (5).
For the compliant gripper, the lateral siffness of gripper

arms againg pay load needsto be taken into consideration.

It isessential when agripper isfabricated by using elastic
polymer material. The lateral stiffness depends on the
material and geometry of agripper. Theratioof LotoL; in
(3) and (4) gives a measure of the lateral stiffness for a
fixed thickness in gripper. Theratio is smaller for higher
lateral stiffness.

The formulation from input force F to output horizontal
displacement can be derived by employing the conserva-
tion of energy. In closing operation, ideally, the input
work is equal to the strain energy stored by the compliant
jointsto give

F7Di=2 (kDY + kDI +-kDI) (@

Since De:% and Ds, = L,sin(DO) = Di . then

FDi=2 (G 00"+ Sk (4 k” ()

L,
- (lekls LIZ(A + kB)DIZ
()
Equation (7) can be expressed to give
F =K Di (8)
where K, isthe equivalent stiffness as
K :L1k15+|2(A+kB (9)

eq
L
The optimal shape and size of the microgripper is syn-
thesized based on the following considerations. The size
of gripping object is of primary consideration. The
maximum size of outlines and the minimum size of the
compliant joints are constrained by the capability of mi-
cro fabrication. The design objective is to trade off the
paralle gripping and maximum horizontal displacement

Copyright © 2010 SciRes.

Figure 3. Mask designed for fabricating microgripper (Unit:
mm).

gain under the geometrical constraints. For gripping a
hard object with size 60um, the present design isto trade
off the lateral giffness and horizontal gripping to
giveG, =4, andb =21°. The selection of thickness of the

Gripper Mechanism is congtrained by the fabrication
material, micro fabrication techniques, and the lateral
stiffness of the gripper. After synthesizing the geometri-
cal size of the gripper, the shape and size of the opening
of gripping surfaces can be further modified. For helping
the gripping object fed into the opening of gripping sur-
faces and maintaining parallel gripping, an opening with
2° in dope and round tips are designed. With the con-
straint of the geometrical size 500umx700um, the fina
geometrical shape of the Gripper Mechanism is designed
and to be fabricated to give one tenth of a mask as shown
in Figure 3.

The detail design of a Gripper Mechanism based on the
axiomatic design principle satisfies the FRs of the con-
ceptual design. By employing axiomatic design as a tool
of robust design in consdering the relationship between
design and manufacturing, the stringent functiond re-
guirements of amicro gripper mechanismisto beredized
effectively. The design performance of the Gripper Me-
chanism will be further analysed. The Gripper Mecha-
nismisto be fabricated by using a Polyurethane (PU) film
of thickness 0.2mm. The Young’s modulus of the PU is
E=7.775x10'N/m. By employing finite element analysis
through Ansys with planar linear elagic model, the
stress-strain behavior of the gripper isanalysed. From the
results by Ansys and through the equivalent model by
PLM, the horizontal gain is obtained as 3.85 and the
equivalent giffness is 62.2N/m. The error of horizontal
gain and equivalent gtiffness between the Ansys results
and PLM design is 3.75% and 5%, respectively. These

ENGINEERING
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results support the validity of utilizing PLM in design.

The fabrication of the micro Gripper System is con-
sidered by following the axiom of Information Minimi-
zation. The PU micro Gripper Mechanism isfabricated by
employing a mask projection method instead of a direct
write method. By employing an excimer laser, Exitech
2000, the fabricated micro Gripper Mechanism through
mask isreduced by the optical lens of 10x. The fabricated
Gripper Mechanism with Gripper Actuator is assembled
through ametal coupler by utilizing s mple hand tools and
with adhesive glue. The Gripper Actuator with Gripper
Controller can provide 10um linear displacement. With
much higher giffness of Gripper Actuator to drive the
lower stiffness of Gripper Mechanism, the gripper as
sembly can provide sufficient gripping force in the grip-
ping range 60um to 80um by input O to 80 valts from the
Gripper Contraller.

3.2. Working Stages

Working Stages include Object/Tool Stage (DP2-1),
Gripper Carrier Stage (DP2-2), and Glue Container and
Assembly Part Stage (DP2-3). By following the guidance
of design axioms, these stages are implemented by se-
lecting industrial productsto satisfy FR2-1 to FR2-3. Two
three-axes stages for Object/Tool Stage and Glue Con-
tainer and Assembly Part Stage are obtained from New-
port. The three-axes sages are driven by stepping motors
and can provide 1.3um resolution with 15mm stroke.
Gripper Carrier Stage obtained from Physik Instrumente
is implemented to give 0.5um resolution with 15mm
stroke for planar X-Y motion.

3.3. Visual System

Visual System consists of User Interface (DP3-1),
Tracking Algorithm (DP3-2), and CCD Subsystem
(DP3-3). By fdllowing the guidance of Information
Minimization in implementing an image acquisition sys-
tem for visual servo, theingdlation of Visual Systemisto
adopt Endpoint Closed Loop (ECL) scheme and the
structure of visual servo is to adopt the Dynamic Im-
age-Based Look-and-Move (DIBLM) scheme.

For image acquisition to satisfy FR3-3, hardware is set
up to include JAI CVS3200 CCD with lens, Tl vDB im-
age grabber card, and TI DSP320C6711 DSK board. The
imaging model adopts affine projection. In this case, a
point with coordinates as °P, expressed with respect to
the Cartesian coordinate frame of a camera, will project

onto an image plane as [x y]T by
2X3=A°P+C (20)
eyu

where A and c are calibrated 2x3 and 2x1 matrix, respec-
tively. Themodel is purely linear. The A and c are easily

Copyright © 2010 SciRes.

computed by using linear regression techniques. Since
affine projection does not correspond to any specific
imaging sSituation, the issue of camera calibration is
greatly simplified. The affine projection can be smpli-
fied to a scaled orthographic projection if A isreduced to
ascalar and ciszero.

The DIBLM scheme provides several advantages. Firdt,
the system with DIBLM structure doesn’t need coordinate
transformation and consequently, the control performance
is independent of the calibration. Second, it is more €ffi-
cient in computation. Thus, the computational load on
control structureisnot stringent in implementation. Third,
it is suitable for the present realization of a planar vis-
ual-servoing microassembly operation.

The design axioms provide an efficient and effective
tool to help logical reasoning and decision making in
obtaining an optimal design of the microassembly system.
The system framework of hardware installation is shown
in Figure 4. The image-based automatic operation of
gluing-adhesive bonding is to implement control software
on a PC and through a motion control card, NI-3744 and
communication interface, RS-232. LabView is selected to
implement control windows for DP3-1. The sdection of
LabView for implementing control windows to satisfy
FR3-1 is based on the guidance of Minimum Information.
For the microassembly system, al the assembly worksare
operated under the field of view of a visual system by
DP3-1 to DP3-3. The detail designs of DP3-1 and DP3-3
were described in this section. A tracking agorithm to
realize DP3-2 will be devel oped in next section.

4. Tracking Algorithm

The performance of an agorithm which tracks an object
from the features of its image plays a key role to imple-
ment a visua-servoing system. In general, edges are most
essential features of an object employed in image tracking.
If the shape of an object has clear edge features in the
image, the geometric features such as length, width, area,
and centroid, depending on the representative of these
edge features, can be fully or partially determined to
construct a feature space of the object. An object with
symmetrical geometry inimageisatypical object that the
edge is representative of its centroid. For estimating the
geometric centroid of an object from the edge features of
theimage, it isrequired that theimageisunder conditions:

1) The edge of an object is representative of its cen-
troid.

2) There is no high frequency spatial noise in back-
ground.

By employing the concepts of interesting region and
edge feature, a dynamic image tracking algorithm, Re-
giona Edge Statistics (RES), is developed. In the initia
timeingant Kk, theinitia center of a tracking region was
defined as the centroid of the micro gripper and repre-
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Figure4. System framework of har dware installation.

sented as (X.(K),Y:(K)) in RES algorithm. The height and
the width of the tracking region are determined by the
height L, and width W, of the microgripper, the maximum
velocities (W, Vi) of the microgripper, and the sampling
period T in moving one step. The height L and the width
W of the tracking region are given as (11) and (12), re-
spectively,

L=L, +V,T (12)

W=W +V,T (12)

The limits of boundary of the tracking region in height

ae X, (k) and X, (k) as shown in (13) and (14),
respectively,

Xnax (K) = X (K) +(L/2) (13)

(14)

The limits of boundary of the tracking region in width
ae Y, (k) and Y, (k) asshown in (15) and (16), re-
spectively,

Xin (K) = X (K) - (L/2)

min

Yo (K) =Y, (K) + (W/2) (15)

Yin (K) =Y (K) - W/2) (16)

The present algorithm utilizes a 2-D mask to extract

the edge features of the target on an image. For a 2-D

mask with height 2a and width2b, the image response

G(x,y,k) with a mask W(st) on an origina image
F(x y,k) can be expressed as

a b
G(xY,K)= 8 a W(st)F(x+s,y+t,K)

s=-at=-b
The horizontal and vertical Sobel masks (W, (S,1),
Wy, (S,1)) With given appropriate threshold values

(17)

Copyright © 2010 SciRes.

(Vae, Vane,) @€ Utilized, respectively, to extract the

horizontal and vertica edge features of the microgripper.
The vertical edge features extracted is given by (18) or
(19),

16,0 [G(X Y, K) >Vap @

E,(K) =1 X (K) < X< X (K. Yoy (18)
L) <y <Y, (K) [
E() =1 e & 8 W (SOF(XHS Y +LK) >V,
| s=-at=-b
X (K) < X< X (), Yo (K) < Y < Vi (k)g
(19)

The horizontal edge features extracted is given by (20)
as

Eq(k)!ieh(kn

a b
o

A A Wags, (SHF (X+8,y+1,K) >V, |

s=-at=-b
X (K) < X< X, (K), Yo (K) < Y <Y (k)g

(20)
From (19) and (20), the set of edge features of the mi-
crogripper is extracted to give E(k) as

E(k) ={e(k) |e(k)T E, (k) UE,(K)} (21)

The RES agorithm finaly utilizes the set of edge fea-
tures to estimate the centroid of an object (X, (k),Y,(k))
as given by the following two equations,

M N .
ax —ax,
1 ; i=1

i=1 +
(MC" N

c) (22)
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Y

1

- Qyoz
Qo=

YRS S L -
° _cv+ch M “ N

In (22) and (23), the (X}, ¥y), and(X; . ¥y, ) are the

ith and jth image coordinates of elements in the vertical
and horizontal edge features, respectively. The C,, C,

which are between 0 and 1 are given as the dtatistical
weighting coefficients of vertical and horizonta features,
respectively. The numbers of elements of vertical and
horizontal edge features, respectively, as M and N are
counted in the procedure of edge extraction. When the
object is moving one step, the center of tracking region
in next timeinstant k+1 is replaced by the centroid which
was estimated in time instant k as (24) and (25),

X (k+1D =X, (k) (29

Ch) (23)

Y. (k+D) =Y, (K) (25

The application of RES algorithm for tracking the mo-
tion of a microgripper isillustrated. For the present mi-
croassembly system, the microgripper for RES agorithm
satisfies two conditions described above. The images of a
microgripper under RES are shown in Figure 5. Figure
5(a) is an original image of the microgripper. In Figure
5(b), the gray region is shown as a tracking region. The
horizontal edge features are extracted with C,=0 as
shown in white. In Figure 5(c), the bright white spot is
the centroid extracted. Figure 5 reveals that the centroid
of the microgripper as a tracking target can be estimated
accurately by employing the RES a gorithm.

The RES method is compared with other methods.
Since atemplate matching method has good performance
in robustness and resolution, it is selected for the com-
parisons. The smulated results of RES, Gray-Scale Cor-
relation (GSC), Normalized Gray-Scale Correlation
(NGSC), and Normalized Gray-Scale Correlation with
Image Pyramid (NGSC-1P) methods are shown in Table,
1. From Table 1, it is observed that the RES method can
provide high resolution as those of GSC and NGSC.
However, the computational efficiency is much im-
proved compared with GSC related methods.

A template matching method utilized GSC related
methods to find out a position which gives maximum cor-
relation between atemplate and image. The position isthen

(a) Original image  (b) Edgefeatures (c) Centroid extracted

Figure 5. Images of microgripper under RES.

Copyright © 2010 SciRes.

y()
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RES -

A

Disturbance

Figure 6. Block diagram with ideal Smith predictor.

Table 1. Comparison of RES and template matching related
methods.

Terr_1p| ate Resolution Computation | Tracking
size (pixel) load area
(pixel) P (second) (pixel)
RES 51x45 1 0.01 11x11
GSC 51x45 1 0.03 11x11
NGSC 51x45 1 0.06 11x11
NGSC-IP 51x45 2 0.11 31x31

used to track any target through the known template. If
the selected template has no apparent feature or template
has noisy feature on the image, the GSC related methods
may fail to find out the correct position of the selected
template. However, the RES algorithm can statistically
collocate weighting coefficients to improve the robust-
ness and computational 1oad. The positioning accuracy is
improved by the high resolution in image tracking. Actu-
ally, if a tracking region aways covers the target on an
image, the feature-based RES algorithm is expected to
track the centroid of the target fast and precisely.

5. System M odeling and Controller Design

A visual-based automatic microassembly system utiliz-
ing the architecture of DIBLM isimplemented. The pre-
sent system utilizes the RES algorithm to estimate and
track the microgripper for assembly task. The size of the
tracking region by the RES algorithm is 51x45 pixels.
The modeling and controller design for the system will
be described.

5.1. System Modeling

In the DIBLM architecture, the stage controller, Pl
C-843.20, and the sub-micron stage, M1-111.DG, are
considered as a plant. Two axes of the sub-micron stage
are orthogonal and can be modeled independently. The
image controller is denoted asC(s) . In the preiminary
step-response tests of both axes withC(s) =3, the re-
sponses showed dead-time delays and overshoots. By
employing an ideal mode of Smith predictor [21], the
system architecture is simplified as shown in Figure 6.
For the X-axis, the step-response test with C (s)=3
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Figure 7. Normalized step response of X-axis servo.

Figure 8. Normalized step response of X-axis servo without
employing PD and then with PD controller after 40 seconds.

is shown in Figure 7 by a solid line. The overshoot is
about 7.68% and the delay time is 0.695 seconds. The
peak time is about 3.125 seconds. By assuming the

transfer function of a plant as G (s)e*™ and utilizing a

second-order model to approach the step response, one
derives damping ratio v=0633 and natura fre-

guencyw, =1.299 . The closed-loop transfer function of
X-axisis presented asT (s)e = by (26),

1.687 o 062s

T (s)g "™ = 26
() s* +1.644s+1.687 (26)

The plant is derived to giveG, (e ™ as(27),
G, (s)e ™ = 0-562__ o (27)

s(s+1.644)

A closed-loop step response of the model is compared
with that of experimental test as shown in Figure 7. From
Figure 7, the simulated result does not fit very well with
the experimental one. A higher order model may be util-
ized to improve the modelling error. However, the iden-

Copyright © 2010 SciRes.

tified model fits experimental result accurately in delay
time, peak time, and overshoot. These specifications are
actually concerned in the present gluing and assembly
operations.

By following the same procedure as the X-axis for
modeling and testing of the Y-axis in the sub-micron
stage, the closed-loop transfer function is obtained to
give

. 4.071
T s)e sTy - e 0.81s 28
/(9 s? +2.381s+4.071 (28)
The plant is derived to give
G,(s)e ™" = _ 1018 ou (29)
s(s+2.381)

5.2. Controller Design

In the present microassembly operation, the task isto use
a microgripper gripping an object, gluing adhesive, and
bonding with another object automatically. Organic glue
which can be hardened in room temperature around 25°C
is utilized for the assembly task. For the assembly opera-
tion, the desired control performance is described in the
following:

1) The overshoot in response is minimized since it will
cause collision to make the assembly fail.

2) Response must be fast enough to avoid the glue
hardening.

In order to reduce the overshoot, a PD controller is se-
lected. For the servo in the X-axis, the closed-loop trans-
fer function with PD controller becomes

0.562(D,s+P,) @ 06925

T)( (S)e- o = 2
* +(1.644+0.562D, )s +0.562P,

(30)

The PD controller is finally designed as C (s)=

4+1.21s to minimize the overshoot and increase the
response speed as shown in Figure 8. For the Y-axis
servo, the PD controller is designed asC, (s) =1.9+ 0.367s

to satisfy the control objective.

The stability robustness due to modelling error DG
needs to be investigated. Since the plants of both axesare
type 1, the gain margins should be infinite if the time
delays are zero. The phase margins of the servo system
due to delay time in both axes are analyzed. If both axes
have no delay time, these X-axis and Y-axis servos can
provide phase margins of 78.5 and 80 degrees, respec-
tively. Therefore, for the two axes of a servo system op-
erated with natural frequency of 1.5rad/second, the sys-
tem is stable with sufficient margin.

By the present servo design on both axes, thereis no
overshoot in response and the settling time is less than 5
seconds. The PD controller satisfies the control objective
and can be implemented for the microassembly task.
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6. Gluing and Adhesive Bonding Tests

Automatic gluing and adhesive bonding test by the micro
assembly system is to implement an automatic operation
for a microgripper gripping a copper rod with diameter
60um, gluing adhesive, and bonding to another copper rod
with diameter 380um. The copper rod grasped by micro-
gripper can be considered as a glue transfer tool or a cy-
lindrical component. The whole system except PC and
controllers are enclosed in an acrylic case to maintain a
constant temperature about 25 “C. In the following per-
formance test, an automatic operation takes seven stepsto
compl ete a visual-servoing microassembly task.

Firgt, the system will estimate both centroids of the
microgripper and the copper rod with diameter 60pm.
Also, the system will define the centroid of the micro-
gripper as the origin of system. Second, the system will
drive the microgripper to grip the copper rod and go back
tothe origin as defined in the first step. Third, the system
estimates the centroid of glue in a container and the tip
position of another copper rod with diameter 380um.
Fourth, the system estimates the pose and the tip position
of the copper rod which has been gripped by the micro-
gripper. The pose of the copper rod, which was held by
the microgripper, provides information for the system to
avoid collision. A copper rod gripped by the microgrip-
per is shown in the left of Figure 9. Fifth, the system
initiates RES algorithm to estimate the centroid of the
microgripper with gripping copper rod. The microgripper
gripping the copper rod is to glue adhesive for three
times. The copper rod gluing adhesive on the tip is
shown in the middle of Figure 9. Sixth, the microgripper
gripping the 60um copper rod is bonding to a 380um
copper rod. The microgripper stays and waits for ten
minutes for glue hardening. Finally, the microgripper
releases the 60um copper rod as shown in the right of
Figure 9 and goes back to the origin as defined before.

In the present system, the seady-state error in visua
tracking is less than 1 pixd. The bandwidths of system in
X-axisand Y -axis are about 16Hz, and 19Hz, respectively.

The microassembly system takes about 3 minutes to
finish one operation and 10 minutes to wait for glue
hardening in room temperature. The volume of glue in
assembly can be estimated from the image of Figure 9.

Figure 9. Microassembly procedure from gripping (l€ft),
gluing (middle), to bonding and releasing (right).

Copyright © 2010 SciRes.

Since the image resolution is 22um/ pixel and the thick-
ness of glue in system is about 1 pixd, the thickness of
glue is egtimated as 22um. Therefore, the volume of
binding glue is about 5.7nl in the microassembly opera-
tion.

7. Conclusions

A PC-based visual-servoing automatic microassembly
system was devel oped and tested. By employing the pre-
cison design axioms, a visua-servoing automatic mi-
croassembly system isrealized efficiently and effectively
to achieve the requirements of adhesive bonding in micro
manipulations. The micro adhesive bonding by a PU
microgripper is highly reliable without failure in the
compliant joints during more than a hundred of opera-
tional tests. The system utilized the RES algorithm to
track the microgripper and achieve the task of adhesive
bonding. The present RES algorithm can accurately track
and estimate the microgripper in a rea-time operation.
The steady-state error in visual tracking is less than 1
pixel. The system bandwidth is about 15 Hz. The per-
formance was tested for gripping a copper rod with 60um
in diameter, gluing adhesive, and bonding to another
copper rod with 380um in diameter. The volume of
binding glue in the microassembly operation is about
5.7nl.The system took about 3 minutes to finish one as-
sembly operation if the waiting time for glue hardening
was ignored.
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Abstract

An optimal load shedding strategy for power systems with optimum location and quantity of load to be shed
is presented in this paper. The problem of load shedding for avoiding the existence of voltage instability in
power systems is taken as a remedial action during emergency state in transmission and distribution sec-
tor.Optimum location of loads to be shed is found together with their optimum required quantity. L-Indicator
index is in used for this purpose with a modified new technique. Applications to be standard 6 bus
Ward-Hale test system and IEEE — 14 bus system are presented to validate the applicability of the proposed

technique to any system of any size.

Keywords: Load Shedding, Voltage Instability, Power systems, Transmission and Distribution Power system

1. Introduction

The major objective of power systems is to supply elec-
tricity to its customers. During emergency state of the
power system, it may shed partial loads to ensure the
power supply to important loads, as the last resort to
maintain system integrity. Load shedding in bulk power
system has been studied many years [1-6].

In electric power systems heavy loading may lead to
voltage instabilities or collapses or in the extreme to
complete blackouts. One technique of avoiding voltage
instability is to shed some consumer’s loads in Order to
draw the operating point for away from the critical volt-
age value.

Many techniques have been developed [7-13] to mini-
mize the load curtailment without violating the system
security constraints. The emergency state in the power
System with distributed generations has been formulated
the load shedding is solved as an optimization problem
[14]. Ying Lu et al. [15] has proposed a load shedding
scheme, working with various load models, such as sin-
gle-motor model, two-motor model, and composite
model. Armanda et al. [16] have adopted a Distributed
Interruptible Load Shedding (DILS) program instead of
the traditional methodologies based on the separation of
some users and/or entire distribution feeders, according
to programmed plans of emergency. Andrzej Wiszn-
iewski [17] have formulated a new method for estimating

Copyright © 2010 SciRes.

the voltage stability margin, which utilizes local meas-
urements and applied criterion is based on the very defi-
nition of the voltage stability. Zhiping Ding et al. [18]
have developed an expert-system-based load shedding
scheme (LSS) for ship power systems. Emmanuel J.
Thalassinakis et al. [19] have built an efficient computa-
tional methodology that can be used for calculating the
appropriate strategy for load shedding protection in
autonomous power systems.

In this paper a fast method for determining the loca-
tion and quantity of the load to be shed in order to avoid
risk of voltage instability is presented. The method de-
fines clearly the bus where load shedding should make.
A relation between voltage stability indicator changes
and load power to be shed is developed. Using the rela-
tion the amount of load to be shed is determined. An
algorithm has been developed for determining the loca-
tion and quality of load to be shed and tested with tbe
standard 6 buses Ward-Hale test system and IEEE — 14
bus system. The proposed method is valid for any system
of any size at any loading conditions.

2. Mathematical Calculation for Load
Shedding Using Voltage Stability
Indicator- METHOD |

From the indicator proposed in [3] voltage stability indi-
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cator at bus j can determine by
'z C J-iVi
1-— icaG

Vi

B =

J jeal )

where
a, : Setof load buses.

ag - Setof generator buses.
V; :Voltage of generator bus i.
V. :Voltage of load bus j.

C.. :Elements of matrix C determined by

[C] =" [BLL]-l [BLG] 2
[B,_,_]'1 is the imaginary part of the matrix [Y,_,_]f1
[B.g | is the imaginary part of the matrix [Yg |

[B ] and [B.g] are susceptance matrices.

[Y. ] and [Y,c] are submatrices for the Y-Bus

matrix.
The indicator at bus j, determined by equation (1) can

be separated into real and imaginary parts (BJR B ):

ZCJ. Vi[5
B =143 3)

J |V||_
GZCH Vi [8i-j

Bf+jBj=1-=L | | 4)
L © C |V cos(si - 5))
BJF*_l— L V] )
oG
D" Cji|Vi[sin (5i-3))
I — =t
Bj = |VJ-| (6)

i, 8 : voltage angles at buses i and j
|Vi| ,|Vj| :voltage magnitudes at buses i and j

The voltage stability indicator at each bus is a function
of voltage angle and magnitude. The real imaginary part

of indicator can be expressed as:
o/ (1) o
B =F, (3,|V|)

The partial derivative of Equations (5) and (6) with
respect to voltage angle and magnitude changes can be
determined as:

Copyright © 2010 SciRes.

aB' oB'
® a|v]

m Calical M HM ®
15, 6|\/]

Matrix [T] is sensitivity matrix between indicator
changes and voltage angle and magnitude changes
Coefficient of matrix [T] can be determined as
! C. [Vi|cos(si-5j . .
aBJ_:— it cos j) ieagi#=s (9)
adi |vj| ’

(S indicates the swing bus)

B! Z C;i | Vi[cos (5i-5j)

8_8; e M :-(BJ.R -1)f (10)
0B Cji|Vi[sin(3i-3) 1)
i |vj|

- :_i;@ C;i [Vi[sin(3i-5)) N o

5] vy !

- :ieza(;cji |V, sin(3i-5)) g s

o Vi M

: zcji |V[cos(3i-5j) BR.1
i _icoG . —__ (14)
MM v

From conventional Newton-Raphson load flow we
obtain a linear relation between changes in voltage
phases/magnitudes and active/reactive power injections

Bl e

Sub (15) in (8) we get a relationship between real and
imaginary part indicators and injected power as:

LBR} [TILT { } (16)

A relationship between changes in indicators at load
bus j and power injections at all load buses can be ob-
tained:

AB}=S;,AP;+S},AQ, 17)
ABJ =S, AP;+5,,AQ; (18)
ENGINEERING
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The active and reactive loads are not independent; one
cannot shed active load, without curtailing reactive loads.
Usually, a relation between active and reactive load at
bus j can be obtained as follows. Here the load power
factor is assumed to be constant at each load bus.

Qj .
Pf.=—1 ea
j Pl J L
AO.
o, %
AP,

Sub (19) in (17and18) we get a relationship between
changes of the indicator at bus j and changes in active
power injected at the same bus can be obtained as

AB}=S,,AP;+S,,Pf,AP, (20)
ABF =S, AP, +5,,Pf;AP, (21)
ABj =S,AP; (22)
ABR =S,AP; (23)
where
S1=5;1+51,Pf;
S,=S,,+S,Pf;
We know

ABj=(AB})?+(ABY )2 (24)
AB;=\[S2AP2+5,7AP? (25)
AB;=[(57+5,2)AP] s

AB;=AP,\[(S7+S,2) (26)

AB:
AP = —21 27
bs2es2) n
AQ;=Pf AP, (28)

Using Equation (28) reactive power to be shed at bus j
can be obtained if the active power to be shed at bus j is
known.

3. Improved Method for Load Shedding By
Voltage Stability Indicator

There are several methods for improving the voltage

conditions in a power system as suggested in various
articles.

Copyright © 2010 SciRes.

In the improved method, the voltage profile is en-
hanced by determining the location and quantity of load
to be shed, such that voltage instability can be avoided.

This method is based on the indicators of risk of volt-
age instability suggested by P. Kessel and H. Glavitsch
[3]. The improved technique is a modification of the
technique for previous section. It defines clearly the bus
where the load shedding should be made. A relation be-
tween indicator changes and load powers to be shed is
developed here. Using this relation, the amount of load to
be shed is determined, for any operational situation.

4. Mathematical Calculation for Load
Shedding Using Improved Voltage
Stability Indicator- METHOD 11

Kessel and Glavitsch [3] have developed a voltage sta-
bility indicator at load bus j

z FiiVi

Li=|1- =& Jeal (29
j v, (29)
where
o : Set of load buses.
og : Set of generator buses.
V, : Voltage of generator bus i.
V;: Voltage of load bus j.
Yee Y,
[Y]:|: GG GL:| (30)
YLG YLL
[F] =LY ]_l[YLG] (31)

Yec s YL Yig s Yo - Elements of system admittance
matrix

A global voltage stability indicator of a power system
isgivenby L, 0<L< 1

0: far away from voltage instability point.

1: at voltage instability point.

The indicator at bus j determined by Equation (29) can

be separated into real and imaginary part (L} ,L')

z IR V4] 65 +8; -5,

Roil = q__icaG
LT +jL)=1-1=e v (32)
Z |Fji||Vi|cos 0, +5;-;
L] =1-1scC (33)
g
ENGINEERING



P. AJAY-D-VIMAL RAJ ET AL 15

| ||Vi|sin 8;+5,-5,;
LIJ_ _ __ieaG |V | (34)
i

The voltage stability indicator at each bus is a function
of voltage angles and magnitudes. The real and imagi-
nary parts of indicators can be expressed as:

L'=Rd(3,V|) (35)
L*=F, (5,V|) (36)

The partial derivative of Equations (33) & (34) with
respect to voltage angle and magnitude changes can be

determined as
[i;} ;Z\_ﬂ L\d [ ]Lw:' (37)
& oM

Matrix [T] is the sensitivity matrix between indicator
changes and voltage angle and magnitude changes
Coefficient of matrix [T] can be determined as

aal

oy FalMleosttita3) g s g
i |vj|
(S indicates the swing bus)
2 J{Mlox(g%5-5)
%ZI@G M =51 (39)
]
AR |Fji||\/i|sin(c9ji+6i-6j)
55: - v (40)
ar 2 [RlMlsin(6+53)
glz oot v =L (41)
i i
al Z‘ |Mfsin(g455) 1
e I = (42)
M i M
2. [f|Maz{ g3
a‘? icoG : J — L?_l (43)

MV v

Form conventional Newton-Raphson Load flow we
obtain a linear relation between changes in voltage
phase/magnitudes and active/reactive power injections

Copyright © 2010 SciRes.

as:

] e

Sub (44) in (37) we get a relationship between real and
imaginary parts of indicators and injected power as:

AL 41| AP
[0 e )
AL AQ
A relationship between changes in indicators at load

bus j and power injections at all load buses can be ob-
tained:

AL, =S, AP, +S,AQ;. (46)
ALE =S, AP, +S,,AQ; (47)

The active and reactive loads are not independent: one
cannot shed active loads without reducing reactive loads.
Usually a relation between active and reactive load can
be obtained as follows. Here the load power factor is
assumed to be constant at each load bus.

Pf; —& jea,
I:)J
AQO.
AP,

Sub (48) in (46and47) we get a relationship between
changes of the indicator at bus j and changes in active
power injected at the same bus can be obtained as

AL'=S;,AP,+S,,Pf,AP, (49)
ALR =S, AP;+S,,Pf,AP, (50)
ALY, =S/AP, (51)
AL} =S,AP, (52)

where
S;=5;1+51,Pf;

S, =Sy, +S5,Pf;
ALj= ALy +(aLR Y (53)
AL;=,[S°AP/ +8,AP? (54)
AL;=, /(sf+322)Asz
AL, :APJ.J(Sl2 +5,%) (55)

ENGINEERING
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AL
AP = —31 (56)
J
VS +8,7)
AQ,=Pf;AP, (57)

Using Equation (57) reactive power to be shed at bus j
can be obtained if the active power to be shed at bus j is
know.

5. Algorithm for Calculation Load to
Be Shed

The step by step procedure of load shedding algorithm is
given as follows

Step 1

Carry out load flow by Newton Raphson Method.

Step 2

Calculate voltage stability indicator for all load buses
and find Lmax.

Step 3

Check Lmax = Lecritical, if exceeds we have to shed
a part of load at that bus with

maximum value of L, goto next step. Else there is no
need to shed the load stop.

Step 4

Using Equations (56 and 57), calculate the required
load to be shed.

Step 5

Remove this load and goto step (1)

i.e. (subtract this AP, and AQ),from the j "load
bus).

6. Numerical Examples, Simulation Results
and Analysis

The study has been conducted on test cases with stan-
dard 6 bus Ward-Hale test system and IEEE-14 bus test
system. The voltage stability indicator for all load buses
are computed by two methods for various load patterns
and results are tabulated.

To verify the feasibility of the improved method, two
different power systems were tested, under various base
cases. The solutions were compared by their solution
quality and computation efficiency. From the experi-
ences of many experiments the optimum load shedding
algorithms have been used to solve the above test cases
and are results are tabulated. For implementing the above
algorithm, the simulation studies were carried out on
P-1V, 2.4 GHz, 512 MBDDR RAM systems in MAT-
LAB environment. The load shedding results for the first
test case with the corresponding base cases are tabulated
in Tables 1-6.

Copyright © 2010 SciRes.

V.o I ]

0.79 7
6 7 8 9 1O 1T L2 RS L4

BUSES

=—f— Before Load shedding e After Load Shedding

Figure 1. Voltage profile for standard 6 bus ward-hale test
system.

BUSES

=g Before Load shedding === After Load Shedding

Figure 2. Voltage profile for IEEE-14 bus test system.

Table 1 illustrates the results of load flow solution of

1.5 times the base power; the maximum value of the B
indicator is 0.572051 at bus 5. Therefore it is the bus at
which load must be shed. Using the proposed method,

ENGINEERING
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the quantity of load to be shed is found and shown in the
same table. The B indicator after shedding and the bus
voltage magnitude after each load shed is given in the
same Table 1.

In case study | using method 1 the maximum value of
indicators occur at bus 3, 5 and 6. Using the improved
method the impact of maximum value of indicators occurred
at bus 3, 5 and 6 got reduced and illustrated in Table 2.

The successive load shedding and improvement in
voltage magnitude with the maximum value of B indica-
tor less than the B critical value for load flow solution
1.1 times and 1.0 times the base power is illustrated for
both the methods were illustrated in Tables 3,4,5 and 6
for 6 bus Ward-Hale test system.

The results from the improved method is compared
with the method proposed by T. Quoc Taun et al. [4-5]
in Tables 7,8,9,10,11,and 12 for IEEE-14 bus system for
different loading conditions respectively. Analysis of

Test case 1: 6 bus ward-hale test system

these tables shows that shedding of selected loads at se-
lected buses improves the voltage magnitude at all buses.
In addition, the stability of the system is improved.

The computation time of these two methods for dif-
ferent loading conditions are tabulated in Tables 13 and
14. From these tables, it is very clear that the computa-
tion time of the proposed method is slightly higher than
method-1 .The various results obtained by the two meth-
ods show that both the methods are quite effective. But,
in the proposed method both resistance and reactance are
taken into account hence this method is more accurate
and yields more computation time. Figure 1 and Figure 2
show the improved voltage profile of the proposed algo-
rithm for standard 6 bus ward-hale test system and
IEEE-14 bus test system The figure shows that the algo-
rithm is capable of obtaining a faster convergence for the
three unit thermal system in a very few generations and
the solution is consistent.

Case study i
Method —i
Table 1. Load flow solution 1.5 times the base power.
Bus ?1:]; \;](;,I[Bac?: B indicator B indicator Bus voltage
d (before load Sheddable load (after load magnitude(after load
number (before load shedding) shedding) shedding)
shedding)
3 0.792526 0.552319 -0.278049-j0.065721 0.299996 0.907653
4 0.821274 0.421552 0.00 0.230428 0.933661
5 0.761915 0.572051 -0.196304-j0.117783 0.299993 0.889731
6 0.788985 0.535638 -0.123482-j0.012348 0.294669 0.917190
Alpha: 1.5 Beri: 0.3
Method -11
Table 2. Load flow solution 1.5 times the base power.
T S 4 R ideaor  Ble
number (before load - (after load shedding) g :
. shedding) shedding)
shedding)
3 0.792526 0.565819 -0.272274-j0.064356 0.299995 0.905982
4 0.821274 0.427228 0.00 0.230818 0.931995
5 0.761915 0.589754 -0.190293-j0.114176 0.299906 0.887288
6 0.788985 0.537283 -0.121310-j0.012131 0.296168 0.915063

Alpha: 1.5 Beri: 0.3

Case Study 2
Method |
Table 3. Load flow solution 1.1 times the base power.
Bus Bue VOI:ZI%Z megnt B indicator B indicator Bus voltage magnitude
(before Sheddable load (after load shed- ge magni
number (before load shed- load sheddi di (after load shedding)
ding) oad shedding) ing)

3 0.910748 0.309107 -0.013415-j0.003171 0.299995 0.915424

4 0.929561 0.239028 0.00 0.231807 0.934368

5 0.891220 0.312879 -0.019480-j0.011688 0.298756 0.898976

6 0.911773 0.296007 0.00 0.286505 0.918155
Alpha: 1.1 Beri: 0.3
Copyright © 2010 SciRes. ENGINEERING
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Method 11
Table 4. Load flow solution 1.1 times the base power.
Bus Br‘#; \;(;LL‘?: B indicator B indicator Bus voltage
number (befgre load (before load shed- Sheddable load (after load magnitude(after
shedding) ding) shedding) load shedding)
3 0.910748 0.313655 -0.019744-j0.004430 0.299995 0.917204
4 0.929561 0.240298 0.00 0.229818 0.936187
5 0.891220 0.318878 -0.026911-j0.016146 0.298020 0.901871
6 0.911773 0.295298 0.00 0.281989 0.920540
Alpha: 1.1 Bcri: 0.3
Case Study 3
Method |
Table 5. Load flow solution 1.0 times the base power.
Bus ?#as \;?{Ea(?ee B indicator B indicator Bus voltage
number (befgre load (before load Sheddable load (after load magnitude(after
shedding) shedding) shedding) load shedding)
3 0.931663 0.268746 0.00 - -
4 0.948248 0.208422 0.00 - -
5 0.914858 0.270784 0.00 - -
6 0.933040 0.257166 0.00 - -
Alpha: 1.0 Beri: 0.3
Method 11
Table 6. Load flow solution 1.0 times the base power.
Bus ?#; Y]?{La(?: B indicator B indicator Bus voltage
number (befgre load (before load Sheddable load (after load magnitude(after
shedding) shedding) shedding) load shedding)
3 0.931663 0.272399 0.00 - -
4 0.948248 0.209258 0.00 - -
5 0.914858 0.275604 0.00 - -
6 0.933040 0.256247 0.00 - -

Alpha: 1.0 Beri: 0.3

Test Case 2: IEEE 14 Bus System

Case Study 1
Method |
Table 7. Load flow solution 1.75 times the base power.
Bus vo_Itage - - Bus voltage
Bus number magnitude B indicator . Sheddable load B indicator . magnitude
(before load (before load shedding) (after load shedding) 9 .
shedding) (after load shedding)
6 0.885987 0.076577 0.00 0.065605 0.926245
7 0.861489 0.103337 0.00 0.068974 0.935048
8 0.903179 0.052732 0.00 0.045991 0.939599
9 0.826483 0.188466 -0.117981-j0.066389 0.116584 0.915637
10 0.817095 0.181116 0.00 0.116787 0.904157
11 0.835082 0.101553 0.00 0.068160 0.912634
12 0.832003 0.065987 0.00 0.046524 0.909214
13 0.825003 0.090781 0.00 0.056859 0.906149
14 0.797535 0.225521 -0.22901-j0.076913 0.100380 0.910447

Alpha: 1.75 Bcri : 0.12

Copyright © 2010 SciRes. ENGINEERING
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Method 11
Table 8. Load flow solution 1.75 times the base power.
Bus voltage B indicator B indicator Bus voltage
Bus number magnitude (before load shedding) Sheddable load (after load shed- magnitude
(before load shedding) g ding) (after load shedding)
6 0.885987 0.071513 0.00 0.060637 0.919887
7 0.861489 0.101100 0.00 0.068528 0.923378
8 0.903179 0.048410 0.00 0.041661 0.933292
9 0.826483 0.187316 -0.112015-j0.063032 0.119214 0.901171
10 0.817095 0.18039 _0'001460i10'000094 0.119999 0.888367
11 0.835082 0.101179 0.00 0.070317 0.894098
12 0.832003 0.067257 0.00 0.049879 0.887929
13 0.825003 0.090801 0.00 0.059871 0.885136
14 0.797535 0.225110 -0.220811-j0.074098 0.105331 0.892381
Alpha: 1.75 Lcri : 0.12
Case study 11
Method |
Table 9. Load flow solution 1.5 times the base power.
Bus voltage B indicator B indicator Bus Vo':ﬁ%i magni-
Bus number magnitude . Sheddable load (after load shed-
. (before load shedding) - (after load shed-
( before load shedding) ding) ding)
6 0.965883 0.056862 0.00 0.054954 0.968854
7 0.961972 0.071512 0.00 0.066872 0.965849
8 0.975622 0.039895 0.00 0.038464 0.978367
9 0.939840 0.126675 0.00 0117218 0.946047
10 0.932435 0.121099 0.00 0.113175 0.937631
11 0.944580 0.068419 0.00 0.064546 0.947266
12 0.944571 0.044103 0.00 0.041059 0.946053
13 0.937257 0.060500 0.00 0.054197 0.940925
14 0.918004 0.148539 -0.092214-j0.030944 0.119998 0.932353

Alpha: 1.5Bcri: 0.12

Method 11
Table 10. Load flow solution 1.5 times the base power.
Bus Bus voltage magnitude B indicator B indicator o VOI:ZI%% egnt
number ( before load shedding) (before_load Sheddable load (after !oad (after load shed-
shedding) shedding) ding)
6 0.965883 0.051551 0.00 0.050210 0.968655
7 0.961972 0.069175 0.00 0.064798 0.965592
8 0.975622 0.035267 0.00 0.034432 0.978183
9 0.939840 0.124902 0.00 0.115731 0.945636
10 0.932435 0.119784 0.00 0.112075 0.937287
11 0.944580 0.067704 0.00 0.063903 0.947088
12 0.944571 0.044896 0.00 0.041999 0.945956
13 0.937257 0.060239 0.00 0.054229 0.940652
14 0.918004 0.147165 -0.085875-j0.028817 0.119997 0.931398
Alpha: 1.5 Lcri:0.12
Copyright © 2010 SciRes. ENGINEERING
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Case Study I
Method I
Table 11. Load flow solution 1.25 times the base power.
Bus voltage - - Bus voltage
nu?#;er Magnituge . (beforlz :Qg(licsartlg(rjding) Sheddable load (afte:3 Igz]a((jjlzﬁte%rding) magnitut?e .
(before load shedding) (after load shedding)
6 0.991775 0.045028 0.00 - -
7 0.984258 0.056165 0.00 - -
8 1.000579 0.031853 0.00 - -
9 0.972796 0.098070 0.00 - -
10 0.967549 0.093527 0.00 - -
11 0.978900 0.052892 0.00 - -
12 0.980368 0.034090 0.00 - -
13 0.974269 0046519 0.00 - -
14 0.956955 0.113685 0.00 - -

Alpha: 1.25Bcri: 0.1

Method 11
Table 12. Load flow solution 1.25 times the base power.
Bus voltage N R~ Bus voltage
nui:ts)er (befor'e\:/lligrc]iltsﬁg ding) (befor% :ggéc;tlggding) Sheddable load (afte:3 Ig;(gilgﬁte%rding) (aﬁerwggglgtﬁgg ding)
6 0.991775 0.040850 0.00 - -
7 0.984258 0.054596 0.00 - -
8 1.000579 0.027980 0.00 - -
9 0.972796 0.097214 0.00 - -
10 0.967549 0.092971 0.00 - -
11 0.978900 0.052608 0.00 - -
12 0.980368 0.034715 0.00 - -
13 0.974269 0.046498 0.00 - -
14 0.956955 0.113325 0.00 - -

Alpha: 1.25 Lcri: 0.12

Table 13. Computation time in sec for 6 bus Ward-Hale test system.

Computation time (secs.)

Cases Method | Method 1
Case 1 0.66 0.82
Case 2 0.61 0.66
Case 3 0.22 0.27
Table 14. Computation time in sec for IEEE-14 bus system.
Computation time (secs.)
Cases Method | Method I1
Case 1 121 1.42
Case 2 0.88 1.15
Case 3 0.49 0.55

7. Conclusions

A simple new method is developed to determine the op-
timum location and the optimum quantity of load to be
shed in order to prevent the system voltage from going to
the unstable. This method is based on indicators of risk
of voltage instability. It can be implemented for large
power system to estimate voltage instability. Successive

Copyright © 2010 SciRes.

load flow runs are required to accomplish this method.
The proposed method can be used for real time applica-
tions in power systems. The computation speed of these
indicators is fast compared to other methods.
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Abstract

This article introduces a new type of magnetic sealing mechanism that reduces the lubrication oil pollution
and media gaseous leakage in general reciprocating machinery including air compressors and refrigerators.
The feasible function and reliable performance of this new sealing mechanism are introduced and analyzed
in this paper. The computer aided design, modeling and analysis are being used to study this new sealing
mechanism, and the prototype of this sealing mechanism is being tested. The study indicated the proper
function of this sealing mechanism. The major advantages of this sealing mechanism include: improved
sealing capacity to prevent the gaseous leakage and oil leakage, simple and compact in structure, lower pre-
cision requirement on surfaces of reciprocating pistons and shafts in production and manufacturing, and
longer services in sealing life span. Also there is almost no frictional loss during the reciprocating motion of

piston or shaft.

Keywords: Magnetic Sealing, Magnetic Flux, Reciprocating Machinery, Self-Lubricated System

1. Introduction

The gaseous leakage and oil pollution in reciprocating
machines including compressors and refrigerators are
common problems that have not been well resolved and
it directly affects the machinery performance [1-4]. The
design and development of new sealing mechanism are
continued in these years [5-8].

In this research, a new magnetic sealing mechanism
using rare-earth magnet as permanent magnet is devel-
oped to solve these problems based on theoretic analysis,
computational modeling simulation, and prototype tests.
The permanent magnet is made from the materials that
stay magnetized. Materials that can be magnetized are
called ferromagnetic including rare earth magnets. The
current research and development of rare earth perma-
nent magnets have brought the renovation in the field of
magnetic separation and provided the magnetic products
that are an order of magnitude stronger than that of con-
ventional ferrite magnets. This leads to the development
of high-intensity magnetic circuits that operated energy
free and surpasses the electromagnets in strength and
effectiveness. Common applications of rare-earth mag-
nets include: computer hard drives, audio speakers, bicy-

Copyright © 2010 SciRes.

cle dynamos, fishing reel brakes, mag-lev wind turbines,
and LED throwies.

The prototype testing of this new magnetic sealing
mechanism indicated that this sealing mechanism can
significantly reduce the leakage problem in reciprocating
machines including compressors and oil pollution in
cryogenic regenerator. It also shows that this sealing
mechanism can replace the oil separation system in re-
frigerating compressors. Through the prototype tests, the
sealing function of this new mechanism is better than
regular rubber seal, diaphragm seal, corrugated pipe seal
and magnetic fluid seal.

2. Magnetic Circuit in Sealing Mechanism

The rare-earth magnet steel can be performed as a per-
manent magnet steel which has the higher density of
magnetic flux Br, strong magnetic field Hg, and larger
product of magnetism and energy (BH)max as shown in
Figure 1. All these good features allow the magnetic par-
ticles to be firmly adhered onto the inside wall of magnet
steel. The major advantages of this magnetic circuit in-
clude higher Br in working gap of the circuit, longer and
durable in sealing lifetime, compact in system configura-
tion, light in unit weight, higher in performance efficien-
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cy, and stable in sealing functioning.

The concept of this new magnetic sealing mechanism
can be briefly described as follows. When piston/shaft
reciprocates inside of the cylinder, lubricating oil is
sealed by magnetic particles, which are firmly adhered
on the inside surface of magnet steel, as oil particles
move to the seal. Then the oil droplets drop to the main
shaft chamber at the bottom of compressors by its gravity
which can prevent the oil in crank chamber from entering
the gas cylinder. Also the gaseous leakage can be pre-
vented because the gas could not pass through the strong
adhesive layers of magnetic particles. In this new mag-
netic sealing design, two critical factors that should be
considered to keep its well function are density of mag-
netic flux and magnetic stability of the magnet steel.
Thus the magnetic flux in magnetic circuit of this sealing
mechanism must be maintained over a long period of
time and magnetic field of this magnet steel should be
stable enough to withstand the external/disturbed mag-
netic fields, temperature change, mechanical vibra-
tion/shock, and severe environmental fluctuation. The
surplus density of magnetic flux Br, surplus intensity of
magnetic field Hy, and maximum product of magnetism
and energy (BH)ax are required to keep their peak val-

Copyright © 2010 SciRes.

ues in this magnetic sealing mechanism design.

The magnetic circuit in this sealing mechanism is in
static condition which can be analyzed using ampere
enclosed circuit and H-B curve of this rare-earth magnet
steel. This magnetic circuit can be considered as a series
magnetic circuit mainly made up from magnet steel and
working gap. Refer the Figure 1, the following equations
can be derived:

H*L+H,*Ly=0 1)
*
H*L=. S9°9 %)
U, * Ag

Let Fm(®) = H * L, the intersection of Fm(®d) and
straight line — [Ly / (Up* Ag)] * @ at ordinate in Figure
2 is the magnetic flux in working gap that required to be
determined. This gap decreases from Lg to Lg’ after
magnetic particles being added into the space in mag-
netic circuit gap. When the thickness of magnetic parti-
cles in the gap between surfaces of magnet steel and cyl-
inder changes from 0 to b, the working point of magnet
steel changes along the straight line QK. The corre-
sponding solution of magnetic flux in working gap can
be found from line QK. The magnetic field is well dis-
tributed / maintained in this sealing mechanism that has
been verified from computational modeling simulation.
The coefficient of magnetic efficiency f is used to judge
if the magnetic field in this sealing mechanism is prop-
erly designed. Here,

f= _ B9’ *Vg
(B*H),p,, *V

The higher f value indicates more feasible and rea-
sonable design on the magnetic circuit. The f value is
normally 40% in standard conditions. The computational
modeling solution shows that f value in this sealing
magnetic mechanism is 48.5% which verifies the proper
magnetic circuit design in this sealing mechanism.

®)

2*%h

D II00

o

5 !

Figure 3. Cross section view of magnetic steel.
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3. Analysis of Sealing Capacity

The formula of sealing capacity AP can be derived
from energy balancing theory as follows.

Referring the cross section of this magnetic seal in
Figure 3,

2%p
R, = 4
Y sin(a) @
2%p
R, = 5
*7 sin(p) ©)
Si=R; *a (6)
Szsz*B (7)

=S,-§, = B __c * 9 x
AS=5-5 [sin(ﬂ) sin(a)] 2%b @
|00 =2*pB*[ctg (o) - ctg (B)] ©)

Because the work that each magnetic line of force ap-
plied is T* A'S, total work that magnetic lines of force
applied in magnetic circuit is:

A T
sin(f) sin(«)

At the same time, the work that media pressure ap-
plied to the body of magnetic particles is:

W, = B*D*T*2b*[

W2 - 4 * bZ *A P * [Sin(a)+7r*[COS(a)—2]2
g*sin(a)— SN(@)
4
(11)
Based on energy balancing theory, the work that mag-
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netic lines of force applied in magnetic circuit should be
equal to the work that media pressure exerted to the body
of magnetic particles. So,

(L)*B*D*T *[sin(a)) — ]
AP= 2

{2*b*(sinc) +%*[Cosz(a) —4*cos(a) +3]}

(12)

This formula can be calculated by computational mod-

eling with numerical solution. The optimized computa-

tional simulation indicated that, when o and B are

changed to certain values, the AP 5 can be determined
as follows:

_ C*B*D*T _ 2

AP >%h 28.5 Kg/cm

(13)
This result shows that the seal capacity of this mag-
netic sealing mechanism can prevent the oil leak-
age/pollution from crank chamber into the cylinders of
reciprocating machinery and refrigerating regenerators. It
can also keep the compressors from gaseous leakage.
The above mechanism analysis and computational simu-
lation have been verified through the prototype tests.
Furthermore, the sealing capacity in this mechanism can
be improved by increasing the number of this magnetic
seal, improving the magnetic material composite and
optimizing the magnetic circuit design.

4. Prototype Testing Results

The prototype of this new magnetic sealing mecha-

Table 1. Estimated air leakage at different piston linear speed.

Piston Linear Speed Estimated Air Leak- Piston Linear Speed

Estimated Air Leak-

Piston Linear Speed Estimated Air Leak-

(Ft/Min) age (SCFM) (Ft/Min) age (SCFM) (Ft/Min) age (SCFM)
5 0.001 45 0.036 90 0.083
10 0.003 50 0.043 100 0.088
15 0.006 55 0.048 105 0.092
20 0.010 60 0.054 110 0.095
25 0.014 65 0.061 115 0.099
30 0.019 70 0.066 120 0.104
35 0.025 75 0.071 125 0.111
40 0.031 80 0.077 130 0.119

Table 2. Estimated air leakage at different air pressure.

Estimated Air Leak-

Air Pressure (PSIG) Air Pressure (PSIG)

Estimated Air Leak-

Air Pressure (PSIG) Estimated Air Leak-

age (SCFM) age (SCFM) age (SCFM)
50 0.002 450 0.030 800 0.063
100 0.005 500 0.033 850 0.067
150 0.007 550 0.037 900 0.070
200 0.011 560 0.042 950 0.074
250 0.015 600 0.045 1000 0.079
300 0.018 650 0.049 1050 0.083
350 0.022 700 0.054 1100 0.088
400 0.026 750 0.058 1150 0.094
Copyright © 2010 SciRes. ENGINEERING
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Figure 5. Air leakage vs. air pressure.

nism has been tested and the preliminary results are
shown in Tables 1 and 2.

5. Computational Simulation Results

This new magnetic sealing system has also been simu-

Copyright © 2010 SciRes.

lated by computational solution and results are indicated
in Figures 4 and 5.

Based on the above, the preliminary results from pro-
totype testing and computational simulation are closed to
each other, and this verifies the creditability and feasibil-
ity of this new magnetic sealing mechanism.
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6. Conclusions

Today the oil and gaseous media leakages are the tough
and difficult engineering problems that affect the recip-
rocating machinery function and performance. This new
magnetic sealing mechanism has been developed to re-
duce the oil and gaseous media leakages in reciprocating
machinery. All the theoretical mechanical and magnetic
analysis, computational simulation, and prototype tests
indicated that this sealing mechanism can significantly
decrease the oil and gaseous media leakages in recipro-
cating machinery. Its sealing performance is reliable due
to the firmly adhesive and strong forces between the
magnetic particles and reciprocating pistons/shafts. This
seal mechanism is also durable if compared with regular
seals including rubber seal, diaphragm seal, corrugated
pipe seal because of less frictional force between sur-
faces of seal and pistons/shafts in this new sealing
mechanism. Moreover, the development of this magnetic
sealing mechanism will further contribute to the exploi-
tation, popularization, and application of the rich rare-
earth elements/materials in today’s modern industrial
world.
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Nomenclature

A, = cross section area of working gap

B, = density of magnetic flux in working gap

B, = density of magnetic flux

(BH)max = maximum product of magnetism and energy
C = coefficient

D = Width of magnetic steel

f = coefficient of circuit efficiency

H = intensity of magnetic field of magnet steel

Copyright © 2010 SciRes.

H, = intensity of magnetic field in working gap
L = length of magnet steel

L, = length of working gap

T = intensity of magnetization

Uo = magnetic conductivity of vacuum

V, = volume of working gap

V = volume of magnet steel

B = half length of working gap

@ = magnetic flux
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Abstract

Research work for some time now has shown that fading wireless channels present enormous advantages if
properly exploited through a Multiple-Input Multiple-Output (MIMO) communication model. In this paper,
we demonstrate the advantages of implementing the MIMO communication model by investigating three
communication techniques, namely, Single-Input Single-Output (SISO), Multiple-Input Single-Output
(MISO) and MIMO for WiMAX communication systems. The performances of these communication tech-
niques are analyzed and compared for three scenarios - rural environment, TGV (high-speed train) environ-
ment and urban environment by using the models to investigate several communication parameters.

Keywords: MIMO, MISO, SISO, Wimax, Space-Time Coding, Alamouti Space-Frequency Block Coding

1. Introduction

In wireless communication systems, MIMO, pronounced
my-moh or mee-moh, refers to a link for which the trans-
mitting end as well as the receiving end is equipped with
multiple antenna elements. Like MIMO, MISO is an-
other smart antenna technology, but characterized by
multiple antennas only at the transmitting end. To under-
stand smart antenna technology, it is best to consider an
example in which, say, you are in a room. Someone in
the room is talking to you and, as he speaks, he begins
moving around the room. Your ears and brain have the
ability to track where the user's speech is originating
from as he moves throughout the room. This is similar to
how smart antenna systems operate. They locate the us-
ers, track them, and provide optimal RF signals to them
as they move throughout the base station's coverage area.
MIMO is rapidly becoming the face of smart antenna
technology. On the other hand, SISO, which has a single
antenna at both transmitting and receiving ends, is the
simplest and cheapest to implement among the three and
has been in use since the birth of radio technology.
MIMO promises to resolve the bottlenecks of traffic ca-
pacity in the forthcoming high speed wireless broadband
wireless internet access networks like Worldwide Inter-
operability for Microwave Access (WiMAX), 3G-Long
Term Evolution (see [3]) and beyond.

Copyright © 2010 SciRes.

In this paper we have limited our analysis to the Wi-
MAX system and/or mobile-WiMAX system, which
were based on the IEEE 802.16-2004 standard and IEEE
802.16e-2005 standard respectively. In essence, WiMAX
is a 4G technology for a state-of-the-art “’last mile””
telecommunication infrastructure (see [4,9]). WiMAX is
poised to replace a humber of existing broadband tele-
communication infrastructure for wireless local loop,
while mobile-WiMAX can replace cellular networks.

There are several ways to implement MIMO systems,
such as, BLAST described by G. J. Foschini (see [1,2]),
space-time coding (see [5-7,10,11,13]) and more. How-
ever, we have stuck to the Alamouti space-time block
code proposed by Siavash Alamouti in 1998 (see [12]).
This code achieves transmit diversity by correlating the
transmit symbols spatially across the two transmit an-
tennas, and temporally across two consecutive time in-
tervals. The only condition is that the channel should
remain stationary over two consecutive symbols. Al-
though the Alamouti code achieves the same rate as
SISO, it attains maximum diversity for two transmit an-
tennas. The greatest advantage it offers is that the coding
and the decoding mechanisms it symbolizes are re-
markably simple and equally effective. The code also
provides the lowest probability of error and implementa-
tion complexity among all MIMO implementation tech-
niques. At the receiver end we use Maximum Likelihood
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(ML) detection technique which largely does an exhaus-
tive search among all received signals in order to find the
optimum received signal (see [7]). Importantly, the per-
formance of the Alamouti code depends on an accurate
estimation of the channel between the transmitter and the
receiver. Transmission of training symbols is used to

perform channel estimation (discussed in Section 2).

In this paper we have analyzed the performance of a
WIMAX-MIMO system (by means of Bit Error Rate
(BER)) vis-a-vis WiIiMAX-MISO and WiMAX-SISO
systems using the MATLAB simulation tool. Analyses
for the following scenarios have been performed.

e Rural environment: We consider an environment with
no obstacles, hence no fading takes place. Also, the
transmitter and the receiver are in zero relative motion
(stationary).

e Train a Grande Vitesse (TGV)/High-speed train envi-
ronment: We consider a doppler fading environment.
The transmitter is stationary and the receiver is sitting
in a TGV moving at its top speed of 574.8 km/hr.

e Urban environment: We consider a static multipath
environment with a LOS link between transmitter and
receiver. Again, the transmitter and receiver are in
zero relative motion.

We will also compare the behavior of the three models
to varying SNR and number of input bits in all the three
environments. This paper is structured as follows. Sec-
tion 2 introduces the Alamouti space-frequency block
code; it’s encoding and decoding scheme and how it dif-
fers from the well-known Alamouti space-time block
code. In Section 3, we present our WiMAX- MIMO/
MISO/SISO communication models with a detailed de-
scription of the complete layout of each model. Section 4
is devoted to the results obtained from computer simula-
tions for different analyses performed to compare the
communication performances of the three models and
also proposes a hybrid model (part SISO - part MISO -
part MIMO) which can be implemented for rural envi-
ronments. Finally, Section 5 presents the conclusion.

2. Alamouti Space-Time Block Code

In this paper we have focused on the Alamouti coding
scheme, precisely the Alamouti space-frequency block
code which is a slight variant of the Alamouti space-time
block code (see [11]).

For implementing MIMO for WiMAX systems, we
have employed the desired diversity differently at the
reception and transmission. The reception employs
Alamouti space-time block code (STBC) while the trans-
mission employs an Alamouti space-frequency block
code (SFBC). The motivation behind such a variation is
that STBC requires the channel to be stationary over two
consecutive OFDMA symbols (also see [14-17]). How-
ever, in a fast-fading radio channel, this is

Copyright © 2010 SciRes.

Figure 1. SFBC encoding scheme.

not always true. In SFBC, the coding is implemented
across two consecutive sub-carriers in the frequency do-
main and thus within the OFDMA symbol. This elimi-
nates the aforementioned handicap posed by STBC.

Figure 1 illustrates the encoding scheme for SFBC’s.
As clearly visible, the mapping scheme is designed in
such a way that the first antenna transmits the entire
symbol stream without any modification, also facilitating
the system to act as a SISO system provided antenna two
is switched off. However, it is assumed that two adjacent
sub-carriers in the frequency domain experience corre-
lated fading. This assumption holds in channels where
the delay spread is low enough for the resulting coher-
ence bandwidth to exceed twice the sub-channel spacing.
Also, this is the reason why SFBC cannot be used for
reception.

For transmitted symbols X; and X, the receiver an-
tenna obtains the received symbol r; and r, for a 2x1
MISO system as

r:(rlJ: % X; (hlj+(zlj:Xh+z
L) \x-x \h) \z

where Z is the Additive White Gaussian Noise (AWGN)
and h; and h, are the channel coefficients.

The optimal estimates for h; and h, can be obtained by
linear processing at the receiver, and are given by

()
h, ||X||2 h, + 2,

L X+ XeZy
1= o L

2
I
These channel estimates can then be used to detect the

next pair of code symbols. After the next code symbols
are decoded, the channel estimate can be updated using

where

X2, X, 2,

I
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those decoded symbols (see [9]). When the channel
variation is slow, the receiver improves stability of the
decoding algorithm by averaging old and new channel
estimates.

The decision for the two transmitted symbols or in
other words the estimate of the two transmitted symbols
according to ML estimation, ~X; and ~X,, is given by:

% =hn+hr,
X, = h;rl + hlrz*

Similarly, the above scheme can be extended to 2 re-
ceiver antennas and hence to N, receiver antennas.

3. Wimax-MIMO/MISO/SISO
Communication Model

This section presents the communication model block
diagram of all the three models and talks about the nu-
ances of each of them. It is interesting to note that the
MIMO and the MISO models have a far more complex
implementation than the simple SISO model (Figures 5,
6&7).

SISO communication systems are vulnerable to envi-
ronments characterized by problems caused by multipath
effects. Figure 2 illustrates a real-time model of a SISO
system. On the other hand, the MISO transmission strat-
egy maximizes the received SNR by adding up the re-
ceived signal from all transmit antennas in-phase and by
allocating more power to the transmit antennas. MISO
wireless communication system exhibits transmitter di-
versity. Some of the transmitter diversity techniques in-
clude frequency weighting, antenna hopping, delay di-
versity and channel coding (see [8]). The real-time model
of a MISO system is similar to the one in Figure 3; how-
ever, there is only one antenna at the receiver end. The
MIMO system exhibits both transmitter diversity and
receiver diversity. While the transmitter diversity tech-
niques have already been discussed, some of the receiver
diversity techniques include selection diversity, antenna
diversity, maximal ratio combining and equal gain com-
bining (see [11]). Figure 3 illustrates a real-time model
of a MIMO system.

The advantages of using MIMO systems are increased
spectral efficiency, throughput, coverage, capacity, better
BER and resistivity to fading effects to name a few.
However, the greatest challenge it faces is the necessity
of complex DSP circuitry and the fact that its promise of
better communication performance hold true most only
for scattering-rich environments.

Figures 5, 6 & 7 illustrate the block diagram for urban
environment for the WiMAX-SISO, WiMAX-MISO and
WiIMAX-MIMO communication model discussed in this
paper. We have taken a 200x200 black & white image
(Figure 4) as the input to the communication system.
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Figure 2. Real Time SISO communication model.

Figure 3. Real Time MIMO communication model.

Figure 4. 200200 black&white input image.

We have used an in-built MATLAB function ‘gam-
mod (data, index) to perform 16-QAM and similarly
‘gamdemod (data, index)' to perform 16-QAdeM. The
SFBC encoder and decoder are designed in accordance
with the equations already talked about in Section 2. The
characteristics of the models for the three environments
that we have used for our analysis are given below.

e Rural environment: There is no ‘Multipath Rayleigh
filter *block in the block diagram and the output of
‘peak power clipping’ goes to the ‘add Gaussian
noise’ block.

e TGV environment: The ‘Multipath Rayleigh filter’
block is replaced by the ‘Doppler fading filter’ block.
We have used an in-built MATLAB function “’rayl-
eighchan (sampling freq, Doppler spread, ’path-de-
lays’, *path-gains’)’’ to realize the doppler fading en-
vironment by setting Doppler spread as maximum of
1300 Hz, corresponding to 574.8 km/hr. Path delay is
set to zero.

e Urban environment: We again use the same in-built
MATLAB function mentioned in TGV environment to
realize the multipath fading environment. We have
taken a total of 15 multipath delays generated randomly.
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Figure 5. WiMAX-SISO communication model for urban environment.

Figure 6. WiMAX-MISO communication model for urban evironment.

Figure 7. WiMAX-MIMO communication model for urban environment.

Copyright © 2010 SciRes. ENGINEERING



A.ROHAN ET AL.

Rural Environment

SISO MISO

q=3614 out 0of 40000

q=451 out 0140000

MIMO

q=388 out 0140000

ber=0.0904 ber=0.0113 ber=0.0097
TGV Environment
SISO MISO MIMO

Y7007 1 VUL UL FUUVY

ber=0.2098

YT3U 7/ UL Ul 4vuUvY

ber=0.0117

W20/ vULUL 4UUVUVY

ber=0.0077

Urban Environment

SISO

BFE ¥ L L e s

Uer—uv.1o4v

ber=0.0122

MISO MIMO

DEr=v.uuss

Figure 8. Comparison of SISO, MISO & MIMO model for rural, TGV and urban environments.

The output is compared with the input data and the
BER is calculated. Also, importantly, it should be noted
that we have not used channel state information at the
transmitter (CSIT) for our analysis.

4. Simulation Results

4.1. SISO / MISO / MIMO Comparison in Rural,
Urban and High Speed Environments.

This section contains the results of simulations carried
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out to compare the communication performance (BER)
of the three models in the aforementioned three envi-
ronments. Also, we analyze the performance of the three
models by varying the SNR and the number of input bits
for all the three environments.

For the first part of our analysis, we have fixed the
Eu/No value to be 3dB and compared the behavior of
the three communication models in all the three envi-
ronments. We have used the image in Figure 4 as the
input data.

Figure 8 illustrates the results thus obtained. Here ‘g’
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Figure 9. Bervs SNR for SISO, MISO & MIMO models for rural, TGV and urban environments.

is the number of wrong bits when compared to the input
data. The following conclusions can be drawn from the
simulation results.

The image is least distorted for the MIMO model fol-
lowed by the MISO model and finally the SISO model
for all the three environments. Also, there is a great
difference between the MISO/MIMO model and the
SISO model especially for the TGV and urban envi-
ronment. However, there is not much difference be-
tween the MIMO model and the MISO model for any
environment since the only difference between them is

Copyright © 2010 SciRes.

the inherent receiver diversity in the MIMO model.

e Another notable point is that the Bit- Error Rate (BER)

for MIMO model decreases for urban and TGV envi-
ronment as compared to rural environment. However,
for the other two models, i.e. MISO model and SISO
model, the BER increases for urban and TGV envi-
ronment as compared to rural environment. However,
unlike in the SISO model, the increase is a slight one
for the MISO model. This result vindicates the point
that a fading environment improves the performance
of the MIMO model. Hence, fading is our friend!
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Figure 10. Ber vs. number of bits for SISO, MISO & MIMO models for rural, TGV and urban environments.

For the second part of our analysis, we have varied the

Ew/No value, hence the SNR value, and found out the
Bit-Error Rate (BER) value for all the three communica-
tion models each time. Again, we have used the image in
Figure 4 as our input data. We have then plotted the BER
vs. SNR curve for all the three models in the same graph.
Also, we have performed the analysis for all the three
environments. Figure 9 illustrates the results obtained
from the aforementioned simulation process. The fol-
lowing conclusions can be drawn.

The BER is highest for the SISO model and the least
for the MIMO maodel for all the three environments, as
can be inferred from the graph and the average BER
values from the tables.

Copyright © 2010 SciRes.

e It can also be inferred from the graphs that, as we in-

crease the SNR values, the BER decreases for the
SISO model in all the three environments with the ex-
ception of urban environment. However, for MISO
and MIMO models, as we increase the SNR value, the
BER decreases till a certain SNR value and then be-
come steady at a fixed value irrespective of the SNR.
The exception of the SISO model curve in urban en-
vironment can be attributed to the inability of the
model to counter multipath effects.

Another point to be noted is that, the average BER for
MIMO model decreases for urban and TGV environ-
ment on comparison to rural environment. But, this is
not the scenario for SISO model. Hence, we can infer
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that multipath and similar fading environments truly
help MIMO in its communication performance.

e Variance is not the greatest parameter to be compared
for this analysis.

4.2. Influence of Data Size on Transmission
Performances

For the third part of our analysis, we have fixed the E,/Ng
value to 3 dB and varied the number of input bits and
found out the Bit-Error Rate (BER) for all the three
communication models each time. Here we have used
randomly generated input data for this analysis. We have
then plotted the BER vs. number of bits curve for all the
three models in the same graph. Again, we performed the
analysis for all the three environments. Figure 10 illus-
trates the results obtained from the aforementioned si-
mulation process. The following conclusions can be
drawn.

e The BER is highest for the SISO model and the least
for the MIMO model for all the three environments, as
can be inferred from the graph and the average BER
values from the tables.

e Also, it can be inferred from the graphs that as we
increase the number of bits, the BER values remain
more or less constant for all the three models with the
MIMO model providing the best results in terms of
stability of the curve. Hence, we can infer that the
communication performance of all the three models is
irrespective of the number of bits.

e The variance of MIMO model is the least for all the
three environments as compared to the SISO and
MISO model. This states that the MIMO model pro-
vides us with the maximum stability in the communi-
cation performance for the aforementioned analysis.

e Also, it is interesting to note that the average BER for
the MIMO model decreases for urban and TGV envi-
ronments on comparison to rural environment. But,

v

0 500 1000 1500 2000 2500 3000
distance from BS

Figure 11. Ber vs distance for SISO, MISO &MIMO.

Copyright © 2010 SciRes.

this is not the case for SISO. This again vindicates the
point that multipath and other fading environments
prove to be favorable for MIMO’s communication
performance.

e Finally, we can infer that fading environments prove
to be a big downfall for the SISO model as the BER
increases enormously for TGV and urban environ-
ments.

4.3. Hybrid Model for Mobile Power Saving

The purpose of this final part is to propose a hybrid
model where the mobile will switch between SIMO,
MISO and MIMO communications models, depending of
radio transmission performances. The aim is to obtain an
optimal radio performance over power consumption ratio.
Using multiple antennas at the MS will utilize much
power, which is a great source of concern as the MS has
limited battery power. Such a hybrid model will activate
antennas as a function of radio conditions.

To investigate this hybrid model, we have considered
the transmitted power and the received power for various
En/Ng values. Then, for each power value thus calculated
we have found the distance between the transmitter (base
station-BS) and the receiver (mobile terminal-MS) by
using the relation given below (also see [18])

212
R=RGtGrh;—T

The above expression is valid for flat-terrain mobile
communication environments and hence can be applied
for our rural environment. The values for Pr (received
power) and Pt (transmitted power) are found from the
model using MATLAB. We assume Gt and Gr to
be19dBi and 10dBi respectively, while ht and hr are as-
sumed to be 50m and 1.5m respectively. All the as-

’ 0 500 1000 1500 2000
distance from BS in meters

Figure 12. Ber vs distance for hybrid model.

2500 3000
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sumed values are in accordance with the WiMAX stan-
dards (see [4,9]). We have then plotted the BER vs. dis-
tance curve for all the three models in the same graph, as
illustrate in Figure 11.

As a result, a hybrid model scenario for rural environ-
ment is proposed in Figure 12. Depending of the MS-BS
distance, the BER and the power consumption, the mo-
bile choose the optimal system: SISO, MISO or MIMO.

5. Conclusions

This paper shows the use of Alamouti space-frequency
block codes, a slight variant of the well-known Alamouti
space-time block code, to design MISO and MIMO
communication models for WiMAX systems for three
environments, namely, rural, TGV/high-speed train and
urban environment. The performances of the three mod-
els (SISO, MISO & MIMO) are compared for all the
three environments with MIMO model clearly surpassing
the other two models in every environment. This paper
also notifies the improvement in the performance of
MIMO systems in fading environments and also how
such environments prove to be a downfall for the other
models. The simulation results obtained from BER vs.
number of bits analysis confirm that the MIMO model
offers the maximum stability even if we have large input
data bits. While those obtained for the BER vs. SNR
analysis emphasize on the growing need for implement-
ing MIMO enhanced communications systems (in this
paper WiMAX system) especially for fading environ-
ments similar to urban and TGV (high-speed train) envi-
ronment discussed in this paper. Such a step, if taken,
will not only increase the coverage area of the commu-
nication system, but also allow for uninterrupted com-
munication service to be possible even at the edges of the
hexagonal cell. However, such an implementation would
increase the power consumption at the user end. To
counter this problem we have proposed our hybrid model,
as of now for the rural environment, where-in, the com-
munication system can switch from a SISO to MISO to
MIMO depending upon the communication parameters
(here BER). Hence this will ensure controlled power
consumption as well as good communication perform-
ance. However, more research in this direction needs to
be done especially at the various network layers (MAC
layer). Also, such a system needs to be expanded to the
urban environments as well.
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Abstract

An analytical method is derived for the thermal consolidation of a saturated, porous, hollow cylinder with
infinite length. The solutions in Laplace transform space are first obtained and then numerically inverted by
Stehfest method. Two cases of boundary conditions are considered. First, variable thermal loadings are ap-
plied on the inner and outer pervious lateral surfaces of the hollow cylinder, and a variable mechanical load-
ing with time is applied on the outer surface; while the displacement of the inner surface remains fixed. Sec-
ondly, variable thermal and mechanical loading are applied on the outer pervious surface, and the inner sur-
face remains fixed, impervious and insulated. As two special problems, a solid cylinder with infinite length
and a cylindrical cavity in a half-space body are also discussed. Finally, the evolutions of temperature, pore

pressure and displacement with time along radial direction are analyzed by a numerical example.

Keywords: Porothermoelastic Media, Hollow Cylinder, Variable Thermal Loading, Consolidation Solutions,

Stehfest Method

1. Introduction

The studies on the thermo-hydro-mechanical responses
of saturated porous materials are widely used in various
engineering fields such as the disposal of high-level nu-
clear waste, extraction of geothermal energy, storage of
hot fluids, biomechanics to materials sciences, concrete
resistance against fire, reliability of airfield.

There exists a substantial and growing literature to
account for non-isothermal consolidation behavior of
fluid-saturated porous materials [1-5]. Up to now, some
analytical solutions to boundary and initial value prob-
lems have been developed under various scenarios.
Booker and Savvidou [6] have presented solutions for
the temperature, pressure and stress fields arising from a
spherical heat source buried in a thermally consolidating
material of infinite extent. McTigue [7] presented resolu-
tion methods and established exact solutions for a semi-
infinite porous medium subjected to a constant surface
temperature or heat flux with either drained or undrained
boundary conditions. Smith and Booker [8] presented the
Green’s functions for a system of fully coupled linear
equations governing thermal consolidation in a homoge-
neous isotropic material, and later gave a boundary inte-
gral method of numerical analysis. Giraud et al. [9] ana-
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lyzed the case of a heat source that decreases exponen-
tially with time by considering a low-permeability clay for
nuclear waste disposal. Wang and Papamichos [10,11]
discussed solutions for a cylindrical wellbore and a
spherical cavity subjected to a constant temperature
change and heat flow rate. Blond et al. [12] developed a
closed-form solution for a porothermoelastic half-space
submitted to a cyclic thermal loading, and a pressure-
diffusion equation that governs the fluctuation of the
interstitial pressure was established. Bai [13] developed a
solution approach for a planar thermal loading with
variable intensity with time on the surface of a semi-
infinite space. Bai [14] later derived an analytical method
for the responses of saturated porous media subjected to
cyclic thermal loading by using the Laplace transform
and the Gauss-Legendre method of Laplace transform
inversion. Abousleiman and Ekbote [15] presented the
analytical solutions for an inclined hollow cylinder in a
transversely isotropic material subjected to thermal and
stress perturbations. Kanj et al. [16,17] applied an ani-
sotropic porothermoelastic solution to an unjacketed
hollow cylinder in a triaxial set-up. Bai [18] derived an
analytical method for the thermal consolidation of lay-
ered, saturated porous half-space to variable thermal
loading with time.
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In previous studies, the most concerned domains are
the geometries such as a half-space body, a cylindrical

cavity in a semi-infinite space and a cylindrical body, etc.

In fact, hollow cylindrical geometries are also widely
used in the laboratory for measurements of material
properties and the understanding of the subsidence phe-
nomena, formation consolidation and borehole stability.
In this paper, analytical solutions for a hollow cylinder of
porothermoelastic media with infinite length are derived
aiming at experimental studies of the thermal consolida-
tion of saturated porous materials such as soil that are
carried out under non-isothermal conditions. The solu-
tions in Laplace transform space are first obtained and
then numerically inverted by Stehfest method. As two
special problems, a solid cylinder with infinite length and
a cylindrical cavity in a half-space body are also dis-
cussed. Based on the proposed solutions, numerical
analyses are carried out to demonstrate the evolutions of
temperature, pore pressure, displacement as well as ra-
dial and tangential stresses with time.

2. Governing Equations

For saturated, homogeneous, isotropic porous materials,
the equilibrium equation of thermo-hydro-mechanical
coupling consolidation may be written as [8,10,12,14]

M Ve, —aVip-pBV?0=0 1)
where M=A+2G is the confined drained isothermal

modulus; A and G are Lamé constants; V? is the
Laplace operator; &, is the volumetric strain; p is the ex-
cess pore pressure; 6=T—T is the increment of tempera-
ture above the ambient temperature, T, is the ambient
absolute temperature, T is the current absolute tempera-
ture; a=1-C4/C is Biot’s coefficient, C and C;are the
coefficients of volumetric compression of the solid
skeleton and grains respectively; g =3a/C is the thermal
expansion factor, and o is the linear thermal expansion
coefficient of solid grains.

According to Darcy’s law and the continuity condition
of seepage, the equation of mass conservation can be
written as [12,14]

nglvzpdt—agv+Y9—app:O 2
where k is the hydraulic conductivity; x, is the unit
weight of pore water; t is time; ,=n(Cy—Cs)+aC;;
Y==3n(aw—as)-3aas, Cyis the coefficient of volumetric
compression of pore water; a, is the linear thermal ex-
pansion coefficient of pore water; and n is the porosity of
the medium.

According to Fourier’s law of heat conduction, the
equation of energy conservation can be written as [12,14]

fo_l_ﬁVszt 26— s, +Y p=0 @3)

0
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Outer surface Inner surface

Figure 1. Mathematical model.

where K is the coefficient of heat conductivity, Z=[(1-n)
PCsHNonCy]/To—3Pcs is a coupling parameter, with g,
and psbeing the densities of pore water and solid grains,
respectively, and c, and ¢ being the heat capacities of
pore water and solid grains, respectively.

3. Mathematical Model

Consider the problem of a saturated, porous hollow cyl-
inder with infinite length (see Figure 1). The following
two cases of boundary conditions are imposed here.

Case 1: Variable thermal loading 6,(t) and 4 (t) are
respectively applied on the inner and outer pervious lat-
eral surfaces of the hollow cylinder. At the same time, a
variable mechanical loading py(t) is also applied on the
outer surface; while the displacement of the inner surface
remains fixed. The origin O of the cylindrical coordinate
system is selected at the center of the cylinder and the
z-axis is the axis of rotational material symmetry, so that

6(at)=0,(t)-H({), p(ait)=0, u(at)=0 (t0)

(4)
ob,t)=6,(t)-H®), p(b,t)=0, o (b,t)=p,(t)-H()
©0) (9

where a and b are the inner and outer radius of the hol-
low cylinder, respectively; G,(1)=Tw1(t)-To, &(t)=Tu2(t)—
To, With Ty1(t) and Ty(t) are the current absolute tem-
peratures of the inner and outer surfaces, respectively;
pp(t) is the mechanical loading of the outer surface; u, is
the radial displacement; and H(t) means the Heaviside
unit step function.

Case 2: Variable thermal and mechanical loading 4,(t)
and py(t) are respectively applied on the outer pervious
surface of the hollow cylinder. The inner surface remains
fixed, impervious and insulated. Thus, the boundary
conditions of the outer surface can still be expressed by
Equation (5); while the boundary conditions of the inner
surface are
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06(a,t) 0 op(a,t)
or "oor

0, u(at)=0 (6)

It is noted that all applied boundary conditions on the
cylinder may be time-dependent.

4. Solution Approach
4.1. Solutions of the Governing Equations
It is assumed that the initial conditions (Figure 1) are: A,

0)=0, p(r, 0)=0, and u(r, 0)=0. Then, upon Laplace
transformation, Equations (1) to (3) become

M Vg, —aV?p- V20 =0 )
yivzﬁ—asszsé—apsﬁ:o (8)
K oz o = _ _
T—V@—Zsﬁ—ﬂSgVWsp:O 9)

0
where V2 =¢%/or?+(@/or)/r , and L=rpe™Ldt

(L=6, p, &) and s is the Laplace transform variable.
Equation (7) can be rewritten as

VIM & —ap-£0]=0 (10)
The integration of Equation (10) twice over r yields
ME —ap-86 =h(s)Inr+h,(s) (11)

where h; and h, are arbitrary functions of s to be deter-
mined from the boundary conditions.
From Equation (11), one has
Evz""”'vlﬂJrDllnHDz (12)
where D;=h;/M, D,=h,/M.
Substituting Equation (12) into Equations (8) and (9)
results in, respectively

a,V’p+a,50 +a,sp =a(D,Inr+D,)s (13)

b,V?0 +b,s0 +b,sp = (D, Inr+D,)s  (14)
where a,=k/x,, a;=Y-afIM, a=—a—dIM, b;=KIT,,
bs=—Z—/IM, by=Y-aAIM.

Here, c=—a2/a4:k/[yw(ap+of/M)] is defined as the co-
efficient of thermal consolidation defined in previous
work [8,11], x=—b1/bs=(K/To—aKuSw)/(Z+FIM) is de-
fined as the thermal diffusivity. In fact, the ratio ¢/« re-
flects the relative rate of pore pressure dissipation to heat
conductivity.

Using Equations (13) and (14), the elimination of term

V20 leads to
§=v?5. 5+ f,(DInr+D,)  (15)
S
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where f1:—a2/a3, f2:—a4/a3, f3=a/a3.
Substitution of Equation (15) into Equation (14) re-
sults in
9,V'P+0,5V?P+0,8°P +g,5°(D, Inr+D,) =0(16)
where glzblfl, g2=b1f2+b3f1, g3=b3f2+b4, g4=b3f3—ﬂ.
It can be proved that the general solution of Equation
(16) is

P=Al(/sEr) +BK({SEN + ALy (4/s7T)

+ BZKO(ﬁr)—%(Dlln r+D,)  (17)

3

where A, By, A; and B, are arbitrary functions of s to be
determined from the boundary conditions, I, and K, are
the modified first-kind and second-kind Bessel functions
of order zero, respectively,

E=(-0,-+/97 —49,0;)/(29,)
n=(-9,+ 95 —49,9;)/(29,).

Substitution of Equation (17) into Equation (15) re-
sults in

and

0 = (f,&+ 1,)[Al (/s 1)+ BK, (/s N+
(fu+ £)[A 1o (fs7 1)+ B,K, (/577 )]

#(f,— fz%)(DllnHDz) (18)

3

Substitution of Equations (17) and (18) into Equation
(12) results in

g, = E[Al,(/sE 1)+ B, Ky(y/s& )]
+E,[ Al (/37 1) + B, Ko (y/577 1)] +E5 (D, InT + D)
(19)

where Ei=[a+f (fi&+h)IIM, Ex=[a+f (fin+f)]/IM, Es=
—ag4/(Mgs)+A(fs—1,04/93)/M+1.

4.2. Displacement, Stress and Strain

Introduce a displacement potential function yAr, t), then
_oy
or
Using Equation (19) and &=8*ylor*+ (6ylor)Ir=V2y,
one has
VI = E[A T (/s¢ 1)+ B Ky (/& 1)]

+ E,[A 1, (57 1)+ B, K, (/57 1)] +E5(D, Inr + D)
1)
The general solution of Equation (21) can be ex-

u (20)

ENGINEERING



B. BAI

pressed as

17=556;[A1|0(J§r)+ B, K, ({52 1)]
+SE—;[AQIO(J§r)+ B, K, (4577 1]

+%[D1r2(ln r-1+D,r?] +(D;Inr+D,)

(22)
where D; and D, are arbitrary functions of s to be deter-
mined from the boundary conditions.

Using Equations (20) and (22) results in

E
0, == [AL (/56 N -B K, (s£ )]
N Jsé Jsé

E
+F2[Azu(ﬁ r)-B,K,(/s7 1]
n
+%[D1r(2ln r—1)+2D,r] +% (23)
where u; is radial displacement, I, and K; are the modi-
fied first-kind and second-kind Bessel functions of order
one, respectively.

Using Equation (23) and generalized Hooke’s law, ra-
dial stress o, and tangential stress o, can be obtained:

[Al,(/sE 1)~ B, K, ({s& 1]
\/_
+ \/S_Zr 1(\/;")_52 Kl(\/g N+

3[D(2Inr 1)+2D]+ 2 }-MD; Inr-MD, (24)

= 2G{——

= 2G{E,All,(y/sE 1) - J— ——1,(sE N1+
E,B,[Ko (/52 1) + ——K, ({52 )]
J_

E,A [l (s 1) - J_ ——1,(fsn ]+

E,B,[K, (/57 mﬁmﬁ ]+

%[Dl(Zln r+1)+2D,] —%}—MD1 Inr—MD, (25)

4.3. Inversion of the Laplace Transform

Equations (17) to (19), (23) to (25) constitute the solu-
tions in the Laplace transform domain. In reality, solu-
tions in the real domain can all be obtained by inverting
the above solutions. There are many numerical Laplace
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inversion schemes reported in literatures [10,17]. The
Stehfest method has been extensively used, due to its
accuracy, efficiency and stability. This method is based
on sampling inversion data according to a delta series.
The present study uses the Stehfest method.

5. Determination of the Integration Functions

In a cylindrical coordinate system, the following equilib-
rium is also used to determine the unknown coefficients
in addition to the boundary conditions:
do, [0 7% _, (26)
or r

Substitution of Equations (24) and (25) into Equation
(26) results in D;=0. The remaining six arbitrary coeffi-
cients (A, By, Ay, By, D, and Ds) can be determined by
solving Equation (A9) (see Appendix A).

For the special case of a—0 (i.e. a solid cylinder with
infinite length), there are three arbitrary coefficients (A;,
A, and D,), which can be determined by solving Equa-
tion (A10) (see Appendix B). For the special case of
b— (i.e. a cylindrical cavity in a half-space body),
there are also three arbitrary coefficients (B, B, and Ds),
which can be determined by solving Equation (A11) (see
Appendix C).

6. Numerical Examples

6.1. Material Properties and Loading

The material properties used in the analysis are given as
follows: the elastic modulus E=6.0x10° Pa, the Poisson
ratio £=0.3, the bulk modulus of solid grains K=2x10"
Pa, the bulk modulus of pore water K,=5x10° Pa, the
thermal expansion coefficient of solid grains o=
1.5x107°/°C, the thermal expansion coefficient of pore
water o,=2.0x107%/°C, the porosity n=0.4, the heat ca-
pacity of solid grains ¢,=800 J/(kg °C), the heat capacity
of pore water c,=4200 J/(kg °C), the density of pore wa-
ter p,=1.0x10° kg/m®, the density of solid grains p
=2.6x10° kg/m®, the coefficient of heat conductivity
K=0.5 W/(m °C) and Biot’s coefficient o=1.0.

Geometrically, the hollow cylinder has an inner radius
a=0.02m; and an outer radius b=0.08m (see Figure 1). As
such, the thickness of the cylinder wall d=0.06m. For
convenience, the following problem is discussed (i.e.
Case 1): the thermal loading é,(t) and mechanical load-
ing pp(t) on the outer surface remain both constant; while
an exponentially increasing temperature variation &(t) is
applied on the inner surface. It can be written as

Ou(t)=6 [1-exp(-at)] (31)
where 4,=100°C, &=—0.00384s",
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Figure 2. Distributions of temperature along radial distance.
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Figure 3. Pore pressure varying with T under thermal
loading.

6.2. Responses under Thermal Loading

In this section, we assume that the thermal loading
4,(t)=0, and the mechanical loading py(t)=0; while the
thermal loading given by Equation (31) is applied on the
inner surface. A dimensionless time is defined as T=xt/b?
(i.e. time factor). Figures 2 to 6 present respectively the
temperature, pore pressure, radial displacement, radial
stress and tangential stress distributions along radial dis-
tance for various time factors (e.g. T=0.1, 0.4, 1, 2, 10,
i.e.t=3.9, 15.6, 39.0, 78.1, 390.4min; c/x=1).

It can be seen from Figure 2 that, with the elapsed
time, the temperature is gradually conducted from the
inner surface of the hollow cylinder to the points away
from the surface. As the time factor T increases continu-
ously (e.g. T=10), the temperature values finally reach a
quasi-steady state. At this time, the temperature distribu-
tion along the radial distance remains a steady tempera-
ture gradient. Certainly, the values of temperature gradi-
ent near the inner surface (e.g. r/b=0.25-0.4) are greater
than those of the points in the vicinity of the outer sur-
face (e.g. r/b=0.8-1.0).

It can be seen from Figure 3 that at early times (e.g.
T=0.1, 0.4) the pore pressure value in the vicinity of the
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Figure 4. Radial displacement varying with T under ther-
mal loading.
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Figure 5. Radial stress varying with T under thermal loading.

inner surface takes on a rising trend, and then is con-
ducted from the inner surface of hollow cylinder to the
outer surface; while the peak value gradually moves to
the outer surface. At later times (e.g. T=2, 10), the pore
pressure begins to decrease quickly due to the com-
pletely pervious lateral surfaces of the hollow cylinder,
and finally is dissipated to zero along the radial distance.

Figure 4 shows that, at early times (e.g. T=0.1) the ra-
dial displacement takes on an expanding trend (i.e. nega-
tive displacement) along the whole radial distance; how-
ever with time factor T increasing (e.g. T=0.4, 1, 2), the
radial displacements of the points in the vicinity of the
inner surface begin to contract (i.e. positive displacement)
due to the strong coupling between the expansion of
grains and the drainage of pore water. With the succes-
sive dissipation of pore pressure (e.g. T=10), the radial
displacement eventually takes an increasing trend with
the radial distance increasing.

As shown in Figures 5 and 6, in the whole processes
of consolidation, the radial and tangential stress distribu-
tions are very complicated due to the coupling effects of
pore pressure dissipation and thermal stress. In fact, at
early times (e.g. T=0.1, 0.4, 1) the radial stress in the
vicinity of the inner surface begins to increase (being
negative values, i.e. stretching stress), then (e.g. T=2)
decreases with time factor increasing, and finally (e.g.
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Figure 6. Tangential stress varying with T under thermal
loading.
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Figure 7. Distributions of temperature along radial distance
(c/k=1).

T=10) takes on a positive value (i.e. compressive stress).
On the other hand, the tangential stress in the middle part
of the wall of the hollow cylinder initially takes a com-
pressive state (i.e. positive value), and eventually pre-
sents a stretching state (i.e. negative value).

6.3. Responses under Thermal and Mechanical
Loading

The responses of the porothermoelastic hollow cylinder
under thermo-hydro-mechanical coupling are discussed
in this section. Here, the thermal loading &,(t)=20°C, and
the mechanical loading p,(t)=100kPa; while the thermal
loading given by Equation (31) is applied on the inner
surface. Figures 7 to 11 present respectively the tem-
perature, pore pressure, radial displacement, radial stress
and tangential stress distributions as a function of the
radial distance for various time factors (e.g. T=0.1, 0.4, 1,
2, 10; c/x=1).

It can be seen from Figure 7 that the developing trend
of the temperature along the radial distance is similar to
the temperature distributions in Figure 2 except for the
values on the outer surface of the hollow cylinder, which

Copyright © 2010 SciRes.
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Figure 8. Distributions of pore pressure along radial dis-
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Figure 9. Distributions of radial displacement along radial
distance (c/k=1).

is due to the difference of boundary thermal loading.
Calculation results for various ¢/x (e.g. ¢/x=0.1, 1, 2)
show that the coupling effects of displacement and stress
fields on temperature field can be generally neglected.

By virtue of the imposed lateral boundary conditions,
the pore pressure drops almost instantaneously at the
inner and outer boundaries (i.e. r=a and r=b) as indicated
in Figure 8. As such, there exists a peak value of pore
pressure in the inner layers. As time progresses, the pore
pressure peak value gradually diffuses and flattens. It
should be noted that the pore pressure in the vicinity of
the outer boundary seems to dissipate more quickly,
which is due to the greater drainage surface of the outer
boundary than that of the inner boundary.

Figure 9 shows that the radial displacement anywhere
in the cylinder contracts (i.e. being positive value) with
the diffusion of the pore water. However, it is noticed
that, at early times (e.g. T=0.1, 0.4), the radial displace-
ment in the local range of the wall (e.g. 0.4<r/b<0.9) is
even smaller than that in the vicinity of the inner bound-
ary (here, noting u,(a, t)=0). This may be attributed to the
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Figure 10. Distributions of radial stresses along radial dis-
tance (c/k=1).

consolidation deformation (i.e. shrinkage of the cylinder)
caused by the rapid dissipation in the vicinity of the per-
vious inner and outer surfaces. Obviously, this phe-
nomenon vanishes as time progresses (see Figure 9).
Furthermore, the radial displacement u, will take on a
linear relation with radial distance r at time factor T
tends to infinity.

It can be seen from Figure 10 that the evolution of radial
stress is very complicated. At early times (e.g. T=0.1, 0.4),
the radial stress in the local range of the wall (e.g.
0.3<r/b<0.4) is even greater than the applied mechanical
loading py, on the outer surface (i.e. o/pp>1). Obviously, as
time factor T increases, the radial stress takes on a mono-
tonically increasing trend with radial distance, and finally
reach a steady state at time factor T tends to infinity.

Figure 11 presents a tangential stress concentration at
each of the boundaries of the cylinder. These stresses are
generated as a result of the hoop effects that accompany
the inner and outer diffusion fronts. Moreover, this stress
concentration is more severe at early times. With diffu-
sion, the tangential stress concentrations at the lateral
surfaces weaken and diminish in magnitude while higher
compressive tangential stresses (o,/pp>1) are noted to
form inside the cylinder.

7. Conclusions

1) An analytical method is derived for the thermal con-
solidation of a saturated, porous, hollow cylinder with
infinite length. The solutions in Laplace transform space
are first obtained and then numerically inverted by
Stehfest method. As two special problems, a solid cylin-
der with infinite length and a cylindrical cavity in a
half-space body are also discussed.

2) The responses of a porothermoelastic hollow cylin-
der subjected to exponentially increasing thermal loading
with time on the inner surface are discussed. Calculations
show that, as the temperature is gradually conducted from
the inner surface to the points away from the surface,
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Figure 11. Distributions of tangential stresses along radial
distance (c/k=1).

the pore pressure value initially takes on a rising trend,
and then begins to decrease quickly due to the pervious
lateral surfaces. In addition, the radial displacement ini-
tially increases with the increase of temperature and then
contracts with the diffusion of pore water, which is due
to the strong coupling effects of the expansion of grains,
the drainage of pore water, and the radial and tangential
stress varying with time under thermal loading.

3) The responses of a porothermoelastic hollow cylin-
der under thermo-hydro-mechanical coupling have also
been analyzed. Numerical results indicate that the tem-
perature difference generates both pore pressure and
stress distributions in the cylinder. A pore pressure field,
as well as a radial displacement, a radial and tangential
stress fields, are created as a result of the compaction of
the cylinder and the heating of the borehole wall. Corre-
spondingly, this results in the complicated evolution
processes of all the variables, and can be explained by
the consolidation deformation due to the thermal stress
and the rapid dissipation of pore pressure in the vicinity
of the pervious inner and outer surfaces.
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Appendix A

For the first case of boundary conditions (i.e. Case 1),
from Equations (4) and (5), when t>0, 6(a,t)=6,,

p(at)=0,0 (at)=0, O(bt)=6,, p(b,t)=0 and
o, (b,t) = p,, which yields
ATlo(/séa)+B,rKy(/séa) + Aqly(y/sna)
+B,qK,(\sna)+D,v=6, (Al)
Aly(séa)+ B Ky(y/séa)+ A, 1,(\/sna)

+B,K,y(y/sna)+D,u=0 (A2)
E E
_1|1( Séga)_Bl_lKl( s¢a)
A g e B e
w%u(ﬁa)—&%mﬁa)
+D2%+&:O (A3)

a
AT 1o(/séb) + B, rK, (/s&b) + A, ql,(y/s7b)

+B,qK,(y/s7b)+D,v =4, (Ad)
A Lo(yfsEb)+ B Ko (/sEb) + A, 1, (y/s7b)
+B,K,(/s7b)+D,u=0 (A5)
_2GE 2GE
T2, ((fsEb) + B, 22K, ({sEb
Alﬁb (Js&b)+ o (s&b)
—2GE 2GE
22 b)+ B, S22 K b
wa L(smb)+ ot ,(/snb)
+DZW—D32b—f‘=5b (A6)
where r=f¢+1f, , q=fn+f, , u=-g,/0, ,

v=f,-f,0,/9,, w=-M-GE;.

For the second case of boundary conditions (i.e. Case
2), from U, (a,t)=0 and Equation (5), the Equations
(A3) to (A6) can be obtained easily; while using Equation
(6), when t>0, 06(a,t)/or=0 and op(at)/or=0,

which yields
Arysé 1 (y/séa)
—B,ryséK,(y/s¢a)
+ A ays7 1 ({fs72)

~B,qy/s7K,(y/s72)=0 (A7)

ASE 1L (€ @)~ B,y fsEK, (fséa) + Afsn 1, (/s a)
~B,ysnK,({/sna)=0 (A8)
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Hence, the following equation is obtained:

dy d, dy; dy, dis dig __A1 gaoro

dy dyy dyy dyy dys dy | By 0

dy dy dy dy dy dy | A, _ 0_ (A9)
dy dy, dg dy dys dyg | By 6,

ds; dg, dgy dyy dg dg | D, 0

_d61 dg; dez dgy s dee__D3_ _ﬁb

where the coefficients dyq, dip, ..., dgs and dgg can be
given correspondingly by Equations (Al) to (A6) (for
Case 1) or Equations (A7), (A8) and (A3) to (A6) (for
Case 2).

Appendix B

Due to Kl(\/%a) =00, Kl(@a) = and 1l/a=w at
a—0 in Equations (A7), (A8) and (A3), one has B;=0,
B,=0 and D3=0. This implies that all variables must be
finite. Hence, Equations (A7), (A8) and (A3) are satis-
fied automatically (noting 1,(0)=0). The remaining three
arbitrary coefficients (A, A, and D;) can be determined
by solving Equtions (A4) to (A6) simultaneously. At
this time, Equation (A9) reduces to the following ex-
pression:

d,, dg dg A 6,
d 51 d 53 d s5 | A |= 0
d 61 d 63 d 65 || D2 Py

(A10)

where the coefficients d;, ds3, ..., dgz and dgs can be
given correspondingly by Equations (A4) to (A6).

Appendix C

Due to 14(y/séb)=e0 and 1,(+/S77b) =2 at b—seo in
Equations (A4) to (A6), one has A;=0 and A,=0. Noting
Ko(o0)=0 and Ki(o0)=0, for the satisfaction of Equations
(A4) to (AB6), one must let D,=0. The remaining three
arbitrary coefficients (By, B, and D3) can be determined
by solving Equations (Al) to (A3) simultaneously. At
this time, Equation (A9) reduces to the following expres-
sion:

d12 dl4 d16 Bl ga
dy, d, dyg|B,|[=|0 (A11)
d 32 d34 d 36 D3 0

where the coefficients dy,, dis, ..., d3s and dgg can be
given correspondingly by Equations (Al) to (A3).
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Abstract

Most energy-conversion machines (e.g. vehicle engines and electric motors) involve rotating components
(e.g. roller bearings and gears), which generate vibrations. The behavior of a pump which includes a deliber-
ate fault was chosen to illustrate this assertion. The test bearing at the driven end of the pump’s motor was
deliberately damaged using a 1.5mm wire-cutting method and an adjustable coupling disk introduced to im-
pose a shaft misalignment of 4°. The resulting undesirable behavior of the pump was observed. Experimental
data were measured at various speeds of the rotor. The sample period at various operating frequencies were
0.9, 0.6 and 0.45s respectively. The ball-passage frequency was observed at 4.4, 8.8, 13.2 and 17.6Hz. A
computer-based analytical model was developed, in visual basic, for monitoring the machine failures: this

led to an integrated system-process algorithm for diagnosis of faults in rotating components.

Keywords: Vibration Measurement, Rotating Component, Ball-Passage Frequency, Alarm Limit

1. Introduction

The use of vibration analysis as a fundamental tool for
condition monitoring of equipment has evolved over the
last 35 years. With parallel developments in electronic
equipment, transducers and computers, the monitoring of
machines is how almost completely automated. Onboard
microprocessors provide the ability to capture pertinent
measurements and analyze them via suitable algorithms,
then store and display the conclusions. Several acceler-
ometers, velocity transducers and displacement pick-ups
have been developed and adapted to suit the pertinent
requirement of industrial applications [1]. Modification
of a rolling-element bearing activity monitor (REBAM)
system offers a high signal-to-noise ratio relative to those
for a casing-mounted accelerometer or velocity trans-
ducer, as shown in Figure 1 [2]. A system’s signal-to-
noise ratio is defined as the ratio of the amplitude of the
desired signal to the amplitude of the noise signal. In-
creased signal-to-noise ratios for accelerometers have
been achieved through the use of electronic filters [3].
REBAM vibration signals can be separated into rotor-
vibration and prime-spike regions. This signal separation
improves the signal-to-noise ratio for both regions. By
measuring directly the vibrations at the rolling-element
bearing outer-ring and displacements are relative to the
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machine casing.

This isolates the signal of interest from extraneous
vibrations (e.g., due to structural resonances, steam
throttling, pump cavitation, gear noise, etc.) which of-
ten mask the bearing-defect signals when casing-
mounted transducers are employed. The results obtained
indicate that this signal separation technique makes
REBAM twice to eight times more sensitive to bearing
faults than casing-mounted transducers [4]. A signifi-
cant feature of this frequency analysis is the effective
computation of the fast Fourier-transformation (FFT),
which converts digital information from the time do-
main to the frequency domain and thereby achieves a
more rapid spectral-analysis [5].

Long-term data storage is now a well accepted practice.
However difficulties occurred when random-vibration

IAccelerometer System ‘

Shaft Relative System (Proximity probe observing the|
shaft’s surface)

\Velocity Transducer System

REBAM System (Proximity probe observing the bearings outer ring)

Low Signal-to-Noise Ratio High

Figure 1. Qualitative indication of relative magnitudes of
signal-to-noise ratios for various transducers.
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envelope spectrum algorithms for identifying defects in
rolling-element bearings were applied to gearing. Extra
lines appeared in the envelope spectrum due to the dy-
namic loads applied to the bearings by the gears. Addi-
tionally, spectral lines associated with the rolling-element
detector based on the power spectrum [7]. The ensuant
effective predictive maintenance can result in an 8%
maintenance-cost saving and a further 8% increase in
productivity [8], and hence the associated energy-thrift.

1.1. Glossary

An accelerometer, in the present context, is a transducer
whose electrical or mechanical output is directly propor-
tional to the acceleration experienced.

An alarm limit is the maximum permitted predicted
value of the considered parameter, i.e. it indicates when
attained that a dangerous situation is developing and so
the alarm is triggered.

The ball-passage frequency is the frequency of the ball
in a bearing component that will generate specific fre-
quency dependent upon the bearing’s geometry and its
rotational speed.

The bearing-passage frequencies are the frequencies of
rotation of the ball, outer race, inner race and cage.

A coupling-disc or flexible connecting system is a ro-
bust general purpose pin/buffer coupling, that facilitates
a reliable fail-safe transmission of the torque between
two nominally-coaxial shafts; it possesses the capability
of being able to function despite a misalignment of the
shafts.

A fast Fourier-transform is a numerical operation
commonly used for transposing data rapidly from the
time domain to the frequency domain, and usually ac-
complished via computer.

The gap, in the present context, is the air-filled separa-
tion between the rotor and stator.

Harmonics are components of a spectrum which are
integral multiples of the fundamental frequency.

In the context of this article, imbalance (or a lack of
balance) results from the distribution of mass according
to the radial direction of the rotating system.

Outer-race-ball passage frequency is the rate at which
a point on the specified rolling element passes a point on
the outer bearing-race.

Inner-race-ball passage frequency is the rate at which
a point on the specified rolling element passes a point on
the inner bearing-race.

Prime spike is a term used by Bently Nevada to de-
scribe a vibration frequency range which includes those
bearing frequencies that are generated by the rolling
elements experiencing either an inner or outer race flaw.

A probe, in the present context, is a sensor capable of
detecting the vibration signal.

The raceway is the ball passage frequency relative to
the inner and outer ring of the bearing.

Rack-configuration software is a tool for configuring

Copyright © 2010 SciRes.
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bearings occasionally disappeared from the spectrum.
Investigations were conducted in order to overcome
these complications [6]. This led to the introduction of
the demerit of a bi-spectrum-based quickest-change de-
tector, which was an extension of the analogous quickest
integrated control-switching. It is designed to have a
3500/40 proximity monitor and a four-channel monitor
that accepts inputs that can trigger alarms.

Rolling-element frequency is the frequency at which
either the balls or rollers revolve about their own center-
lines in a bearing.

Ringing of the bearing occurs when ever the ball hits
the flaw on the outer race of the bearing.

A signal, in the present context, is an electric voltage
or current, which is an analogue of the vibration being
measured.

In the context of this article, Spike energy is a measure
of the energy generated by the repetitive impacts of the
rolling elements against the defect in the bearing.

A time base is a horizontal line (representing time)
about which the waveform representing the vibration
signal occurs, i.e. the representation of a vibration signal
in the time domain is a wave form.

A transducer is a device that converts the magnitude of
one physical parameter into the value of another pa-
rameter, usually an electrical signal. The transducer used
in vibration measurements is usually an accelerometer.

2. The Aim

This study investigates the occurrences of common ma-
chine-faults (i.e. rolling-element bearing and gear failures,
misalignment of the shaft and imbalance of the shaft) that
lead to energy wastages. The bearings were tested when
undamaged and the resulting data were used as a
bench-mark. An accelerometer was employed to obtain
the vibration data from on-line measurements. The result-
ing information made available by the sensor and ampli-
fier, was translated into useful knowledge about the forces
on the machine and vibration patterns: the latter was clas-
sified according to the defects detected. Alarm limits were
setup and programmed for the data collected. Fault-
diagnosis software (FDS) for vibration monitoring of
pumps and turbines has as a result been developed in this
investigation: this is available from the authors.

2.1. Instrumentation

The characteristics of the employed standard vibration-
measuring instrument for the applied range of 0.5
t014000Hz, the power supply was a 4mA constant cur-
rent at 23VDC, and 3 contact probes were available.
Bently Nevada eddy-probes were installed on the test rig.
A 3500/40 proximity four-channel monitor that accepts
inputs to drive the alarms and programs is shown sche-
matically in Figure 2.

ENGINEERING



48

K.N.EDE ET AL.

Local signal- conditioner

Seismic transducer

Non-contacting transducer

- —/

Local signal- conditioner

Remote read-out instrument

e OptiONAl OUtpULs for
I - alarms/trips, recording
and / or analysis instrument

of the ICSS.

Local signal -conditioner

Figure 2. The probe arrangement.

2.2. Time Period Sampled

The relationship between frequency and time is given as:
F=1/P Q)

For this analysis, the instrument was set up to observe
the shaft rotating at 10 or 15 revolutions per second.

Total time (s)=60(Number of Revolutions) / RPM  (2)

With this instrument used, it became necessary to set
an equivalent Fpay setting [9]. The appropriate Fpax set-
ting can be calculated as;

Frmax (CPS)
= Lines of revolution x RPM/60(No. of revolutions de-
sired) (3)
The SKF pattern No. 6226/C3 bearing used has a single
row of balls. Because the defect was inflicted deliberately
on the outer race of the ball bearing, at various speeds of
the rotor, spikes were generated. These spikes corre-
sponded to the outer race-ball passage frequencies [10].
Readings collected while using this damaged bearing is
shown in table.

ORBP= RPM 1—icose z 4)
2*60 P,
The cage rotating frequency, (ic) [10].
- —_RPM [, B4
Ic 2*60[1 P COSQJ (5)

Table 1. Standard bearing 6226(SKF) used in this investi-
gation.

Inner Outer
Cage’s Rotat- Race-Ball Race-Ball Rolling
ing-Frequency Passage Fre- Passage Fre- Element
(ic) quency quency (ir)
(IRBP) (ORBP)
0.49 5.29 371 5.49

A coupling disc was then designed so that it could
impose a shaft misalignment onto the undamaged bear-
ing. The disc was capable of moving relatively by ad-
justing the pin/buffer coupling. This forces the disc of
70mm diameter on the shaft to move and produce an
angular misalignment of 4°.

2.3. Bench-Mark Alarm

This type of alarm was used to trigger an alarm when the

measured value exceeds its bench-mark value times a coef-

ficient, which in this case WAS assumed to be 1.5. That is,
Threshold=1.5 (Bench mark value) (6)

Vibration data were automatically compared with
bench-mark values. User-defined alarm limits for the
data collected are illustrated in Table 2.

3. Results and Discussions

The accelerometer was set up to record over a long time-
span in order to observe the cycle of spike occurrences
for probe data when the shaft was rotating at 10 or 15
revolutions per second. The periods necessary to accom-
plish 10 and 15 revolutions at 17 RPS were 0.6 and 0.9s
respectively, at 25 RPS are 0.4 and 0.6s respectively, and

Table 2. User-defined upper and lower threshold alarm-

limits.
Type of alarm Definition of Alarm
“High”
DG+ 0 DANGER if measured value>DG+
AL+ 0 ALARM if AL+<value<DG+
AL- 0 Otherwise acceptable.
DG- 0
“Low”
DG+ 0 DANGER if measured value<DG-
AL+ 0 ALARM if DG-<value<AL-
AL- 0 Otherwise acceptable.
DG- 0

Copyright © 2010 SciRes.
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at 33 RPS are 0.3 and 0.45 seconds respectively.

When a ball was located near the point where the
probe is mounted (left side, 45° from the top) see Figure
3, the outer race, due to the ball pressing on the defect,
interacts and the resulting impacts excited a natural reso-
nant frequency of the machine, caused the bearing to ring,
and deform away from the bearing centre and towards
the probe. This corresponds to the high peak-points in
the time-domain plot shown in Figure 4.

3.1. Damaged Bearing

This was located at the driven-end bearing of the motor
assembly and imposed by a flexible coupling to the AC
motor. Three rotational speeds were used in the experi-
ment to show the bearing-passage frequencies (see Table
3). The spectrum in Figure 5 indicates a mass imbalance
of the shaft (FO) at 2x. The Outer Race-Ball Passage Fre-
quency of the bearing at 17 RPS, i.e., the 2xORBP=8.2.

Harmonic frequencies were generated due to 4° mis-
alignment of the shaft which disturbs the natural full mo-
tion of the shaft and this is often characterized by rub-
bing. The friction between the rubbing parts produced a
broadband of high frequencies, some of the kinetic en-
ergy is released in the form of harmonic vibrations. The
2x harmonics is indication of failure of the bearing, i.e.
the most dominant amplitude. Lower frequency vibration
was also transmitted through the coupling and even was
amplified on the other end of the machine pump; this is
indication of low amplitude on the frequency domain.
However, the vibrations observed were often symptoms
accentuating other vibration problems which gradually
propagated and generated increased noise level and tem-
perature of the equipment.

4. Fault-Diagnostic Software (FDS) Program

This program was written in visual basic. It is an on-
line-based data simulation and monitoring process for a
pump or turbine defects. The FDS was composed using
rack-configuration software. For this reason, the flow
chart shown in Figure 6 was developed to describe the
adopted monitoring procedure. The process accepted
basic process information, such as acquired data or sig-
nals from a PLC on the ICSS on-line [11]. The electronic
control of the test equipment and the conventional con-
nection of proximity probes for on-line data-acquisition
via the PLC unit that was associated with the monitor
(4-channel orbit analysis), therefore, was able to capture
radial vibration, thrust position, and eccentricity. The
module received input from many types of displacement
transducers.

4.1. Vibration Measurements

To monitor this equipment on-line, the measured data
were compared with their preset threshold values (in

Copyright © 2010 SciRes.
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<— Right probe

Figure 3. Probe orientations and outer race defect spot
causing “ringing” of the bearing.

o he
I RN
o

Figure 4. Outer-race deflection of the shaft which is rotat-
ing at 17 RPS.

0.6 l
2x
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% 4x
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Frequency (Cycles/second)

Figure 5. Frequency spectrum of the bearing operating at
17 RPS.

order to indicate alarm and danger).
4.2. Simulation of All Alarms

Three categories of alarm severity were observed during
the series of tests.

1) Alert 1 (Yellow alarm) indicated that small in be-
havioral changes are occurring: it provides an early warn-
ing of a deteriorating situation, i.e. an on-line displacement
defect, as seen in Tables 4(b) to 4(f) and Figure 7(a).

2) Alert 2 (Amber alarm) was the result of the next
measurement and indicated that maintenance planning
had to be scheduled.
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3) Danger (Red alarm). This serious situation requires
immediate attention, as the measurements show consistent
evolution of the defect(s), which was an indication of the

K.N.EDE ET AL.

Table 3. Bearing-passage frequencies of the bearing.

severity observed as shown in Tables 4(a) to (e) for
on-line imbalance and misalignment of the shaft, as shown
in Tables 4(e) and 4(f) and Figures 7(c) and 7(d).

Shaft speed (RPS) Outer Race-Ball Passage Fre- Theoretically bearing-passage frequency Experimentally observed bear-
quency (cycles/second) (cycles/second) ing-passage frequency
(ORBP=zi,) (cycles/second)
1 x ORBP 4.4 4.1
17 2 x ORBP 8.8 8.2
3x ORBP 13.2 12.3
4 x ORBP 17.6 16.4
1 x ORBP 8.8 8.2
2 x ORBP
17.6 16.4
25 3x ORBP
26.4 24.6
4 x ORBP
35.2 32.8
1 x ORBP 13.2 12.3
N 2 x ORBP 26.4 24.6
8x ORBP 39.6 36.9
4 x ORBP
52.8 49.2

Table 4(a). On-line bench-mark measurements for undamaged bearing: December 14™, 2005.

2 (DER)

Undamaged bearing

3 (DER)

Damaged bearing

4 (DER)

Undamaged bearing

5 (NDEA)
Undamaged bearing

Alarm limit

Displacement of

21.9 (Amber)

22.9 (Amber)

DG+60, AL+40

shaft (um) 15.9 (Amber) 26.5 (Amber) AL-0, DG-0
DG+0, AL+0
Gap (um) 1208 (Amber) 1254 (Amber) 1255 (Amber) 1230 (Amber) AL-1280, DG-1180
Imbalance of DG+20, AL+15
shaft (um) 10.09 (Amber) 12.04 (Amber) 11.12 (Amber) 15.10 (Yellow) AL-0, DG-0
Misalignment of DG+.1, AL+.05
the shaft (um) 0.0076 (Amber) 0.0011 (Amber) 0.0070 (Amber) 0.0056 (Amber) AL-0. DG-0
Table 4(b). On-line results of undamaged and damaged bearing: April 2", 2006.
2 (DER) 3 (DER) 4 (DER) 5 (NDEA)
Damaged bear- Damaged bear- Undamaged Undamaged Alarm limit Diagnosis
ing ing bearing bearing
Deterioration behavior
Displacement of DG+60, AL+40 of displacement of the
50.9 (Yellow) 42.5 (Yellow) 41.9 (Yellow) 58.2 (Yellow) ' shaft defects on the
shaft (um) AL-0, DG-0 :
motor bearing and
pump bearing.
DG+0, AL+0
Gap (um) 1211 (Amber) 1254 (Amber) 1255 (Amber) 1270 (Amber) AL-1280, There is no gap defect
DG-1180
Imbalance of the shaft
Imbalance of DG+20, AL+15 defects on the motor
shaft (um) 16.13 (Yellow) 14,04 (Amber) 16.16 (Yellow) 17.91 (Yellow) AL-0, DG-0 bearing and pump
bearing.
Misalignment of the
Misalignment of DG+.1, AL+.05  shaft due to misalign-
the shaft (um) 0.0885 (Yellow)  0.0918 (Yellow)  0.0880 (Yellow)  0.0911 (Yellow) AL-0, DG-0 ment of 4° deliberately
introduced
ENGINEERING
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2 (DER) 3 (DER) 4 (DER) 5 (NDEA)
Damaged Damaged Undamaged bear- Undamaged Alarm limit Diagnosis
bearing bearing ing bearing
Displacement of the
Displacement of DG+60, AL+40 shaft defects on the
shaft (um) 51.9 (Yellow) 45.5 (Yellow) 44.9 (Yellow) 60.9 (Red) AL-0, DG-0 motor bearing and
pump bearing.
DG+0, AL+0 ;
Gap (um) 1235 (Amber) 1255 (Amber) 1259 (Amber) 1271 (Amber) AL-1280, DG-1180 There is no gap defect
Imbalance of the shaft
Imbalance of DG+20, AL+15 defects on the motor
shaft (um) 21.84 (Red) 18.01 (Red) 28.19 (Red) 25.11 (Red) AL.0, DG-0 bearing and pump
bearing.
Misalignment of the
Misalignmentof ~ 0.0921 (Yel- 0.0941 (Yel- DG+.1, AL+.05 shaft due to misalign-
the shaft (um) low) low) 0.0841 (vellow)  0.0971 (Vellow) AL-0, DG-0 ment of 4° deliberately
introduced
Table 4(d). On-line results of undamaged and damaged bearing: April 4™, 2006.
2 (DER) 3 (DER) 4 (DER) 5 (NDEA)
Damaged Damaged Undamaged Undamaged Alarm limit Diagnosis
bearing bearing bearing bearing
Displacement of the
Displacement of DG+60, AL+40 shaft defects on the
shaft (um) 51.9 (Yellow) 45.7 (Yellow) 50.1 (Yellow) 61.9 (Red) AL-0, DG-0 motor bearing and
pump bearing.
DG+0, AL+0 _
Gap (um) 1273 (Amber) 1254 (Amber) 1265 (Amber) 1273 (Amber) AL-1280, There is no gap defect
DG-1180
Evolution of Imbalance
Imbalance of shaft DG+20, AL+15  Of the shaft defects on
(um) 28.09 (Red) 25.19 (Red) 34.19 (Red) 34.17 (Red) AL-0, DG-0 the motor bearing and
pump bearing.
Misalignment of the
Misalignment of DG+.1, AL+.05  shaft due to misalign-
the shaft (um) 0.1032 (Red) 0.1117 (Red) 0.1011 (Red) 0.1322 (Red) AL-0, DG-0 ment of 4° deliberately
introduced
Table 4(e). On-line results of undamaged and damaged bearing: April 5", 2006.
2 (DER) 3 (DER) 4 (DER) 5 (NDEA)
Damaged bear- Damaged bear- Undamaged Undamaged Alarm limit Diagnosis
ing ing bearing bearing
Displacement of the
Displacement of DG+60, AL+40 shaft defects on the
shaft (um) 52.5 (Yellow) 54.5 (Yellow) 54.0 (Yellow) 66.5 (Red) AL-0, DG-0 motor bearing and
pump bearing.
DG+0, AL+0
Gap (um) 1279 (Amber) 1264 (Amber) 1275 (Amber) 1277 (Amber) AL-1280, There is no gap defect
DG-1180
Evolution of Imbalance
Imbalance of shaft DG+20, AL+15 of the shaft defects on
() 28.94 (Red) 29.81 (Red) 35.34 (Red) 34.31 (Red) AL.0, DG-0 the motor bearing and
pump bearing.
Misalignment of the
Misalignment of DG+.1, AL+.05  shaft due to misalign-
the shaft (um) 0.1051 (Red) 0.1314 (Red) 0.1108 (Red) 0.1535 (Red) AL-0, DG-0 ment of 4° deliberately
introduced
Copyright © 2010 SciRes. ENGINEERING
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Table 4(f). On-line results of undamaged and damaged bearing: April 6™, 2006.

2 (DER) 3 (DER) 4 (DER) 5 (NDEA)
Damaged bear- Damaged bear- Undamaged Undamaged Alarm limit Diagnosis
ing ing bearing bearing

. Displacement of the shaft
Displacement of DG+60, AL+40
shaft (um) 52.3 (Yellow) 56.5 (Yellow) 54.0 (Yellow) 69.2 (Red) AL-0, DG-0 defects on the motor bear-

ing and pump bearing.

DG+0, AL+0
Gap (um) 1279 (Amber) 1266 (Amber) 1275 (Amber) 1279 (Amber) AL-1280, There is no gap defect
DG-1180

Imbalances of the shaft
defect on the motor bear-

Imbalance of 29.02 (Red) 32.11 (Red) 3551 (Red) 3452 (Red) ~ DCTROALHS o and pump bearing,

shaft (um) AL-0, DG-0 - 4
Imbalance increases with

temperature

- Misalignment of the shaft
Misalignment of DG+.1, AL+.05 L 0
the shaft (um) 0.1181 (Red) 0.1669 (Red) 0.1301 (Red) 0.1632 (Red) AL-0, DG-0 due to misalignment of 4

deliberately introduced.

1276
v 12801 * 1%79 1%79
*
Get vibration readings on-line from the ICSS 1260 1273
at various measurement points =
I 21240+
Validate the reading of the equipment to ascertain the alarm level % 12204 1211
or health status of the machine = .
£ 1200
v
Diagnose the fault (if any) and state the exact fault. 1180
. * " 1160 T T T T |
Proffer a remediation if a fault is detected and alert 02/04/06 03/04/06 04/04/06 05/04/06 06/04/06
user of the system Day
¥
State the time and the equipment’s running-period in Figure 7(b). On-line gap defect for the 2 (DER) motor bearing.
hours: issue general report.
40 ~
35 3417 3%.31 3452
J No Do you want to 304
) exit program? ~ 25.11
€ 254 ¢
£
o 20
E] *17.19
=15
£
< 101
5
Figure 6. Process algorithm for fault diagnosis. o : ‘ ‘
02/04/06 03/04/06 04/04/06 05/04/06 06/04/06
Day
70 69.2
*
68 6.5 Figure 7(c). On-line imbalance of shaft defect for the 5
66 A (NDEA) undamaged pump bearing.
Se
Y 619 5. Conclusions
2627 606 60.9 .
§60 * ¢ These series of tests were set up to observe shaft rota-
. tions for speeds of 10—15 revolutions per second, and
all key events were noted. Installed probes, on the driven
56 ‘ ‘ ‘ ! end of the damaged bearing of the motor that was used
02/04/06 03/04/06 04/04/06 05/04/06 06/04/06 . -
Day for measuring the outer race deflections, also were used
to monitor the misalignment and imbalance of the shaft.

Figure 7(a). On-line displacement of shaft defect for the 5 Defect locations in the raceway were determined from
(NDEA) pump bearing. the spike locations in the frequency domain.
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0 T T
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pay [4]

Figure 7(d). On-line misalignment of the shaft defect for the
3 (DEA) motor bearing.

Time-waveform analysis is an excellent analytical tool
for fault diagnosis and prognostics: it enhances FFT in-
formation for on-line monitoring.

6. Recommendations

Accurately diagnosing and locating faults in machinery
involving rotating components (e.g. pumps and turbines)
can be achieved effectively by on-line vibration moni-
toring. This practice will reduce the waste of energy,
effort expenditure, time consumption and drudgery ex-
perienced with off-line data-acquisition procedures and
will facilitate wiser, maintenance decision making.
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AC

AL+
AL-

By

DE
DER

DG+

DG-

FDS
FFT

FO

Hz
ICSS

IRBP

NDEA
ORBP

Py
PLC
REBAM

RPS

SKF
vDC
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Abbreviations, Nomenclature and Units

Alternating current (Amp)

High alarm (i.e. when measured value is greater than pre-alarm limit)

Low alarm (i.e. when measured value is less than pre-alarm limit)

Diameter of the ball bearing (m)
Driven end

Driven-end radial

High danger (i.e. when measured value is greater than pre-alarm limit)
Low danger (i.e. when measured value is less than pre-alarm limit)

Is the frequency in Hz

Fault-Diagnostic Software

Fast Fourier-transform

Imbalance

Acceleration due to Gravity (ms?)

Cycles per second

Integrated control switching system
Inner-race-ball passage frequency (s™)
Cage rotating-frequency of the bearing (s?)

Rolling element of the bearing (s™)

Non drive-end axial (i.e. measurement location on the pump bearing in the same direction as the shaft centerline)

Outer-race-ball passage frequency (s?)

Is the period in seconds (the amount of time required to complete one cycle)
Pitch diameter of the bearing (m)

Programmable logic control

Rolling element bearing activity monitor

Revolutions per second

Svenska Kullagerfabriken; a Swedish bearing company

Direct-current voltage (V)

Seconds
Number of rolling elements of the bearing. z is equal to 9 in the chosen test case

Contact angle between the rolling element and rolling surface

(degrees)

Angular speed (Revolutions per second)

Copyright © 2010 SciRes.
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Abstract

A trial solution for bending deflection of a multilayered micro-bridge subject to a voltage induced load is
presented. The relation between the applied voltage and the displacements of the micro-bridge in the pull-in
state is analyzed by energy method. Furthermore, two analytical expressions about normalized displacement
and pull-in voltage are carried out. It’s proved that the value of normalized displacement is not influenced by
residual stress if axial and shear deformation is ignored. Finally, the theoretical results are compared with
that of FEM, and they show good agreement.

Keywords: MEMS, Electrostatic Actuation, Multilayered Micro-Bridge, Trial Solution, Energy Method,

Pull-In Voltage

1. Introduction

Moving part is the most frequently used one in MEMS
structures. There are various principles that can be used to
drive the moving part, including electrostatic, piezoelectric,
thermal, magnetism, etc. Compared with the others, the
method of electrostatic force drive is more attractive [1,2]
because of its larger force caused by micro-effect and
non-contact, which is beneficial to high precision. Further-
more, the process of MEMS devices driven by electro-
static force is compatible with IC process.

Micro-bridge structure driven by electrostatic force is
familiar in MEMS devices, such as changeable capaci-
tors, RF switches, micro-resonators, pressure Sensors,
and so on. On one hand, it is a common structure being
used to obtain the mechanical parameters of film, just
like Young’s Modulus, residual stress, yield strength and
bending strength [3-5]. But on the other hand, MEMS
devices with micro-bridge structure are often with low
reliability and worse quality, which is induced by pull-in
phenomena. So it’s worthy to research the pull-in phe-
nomena of micro-bridge structure subject to a voltage
induced load, which is important to MEMS design and
optimization. For example, drive voltage must be less
than pull-in voltage for most structures driven by elec-
trostatic force, while it’s opposite for DMD and self-
measure unit of micro-accelerometer [6].

Copyright © 2010 SciRes.

Although many people study the pull-in phenomena of
the monolayered micro-bridge structure driven by elec-
trostatic force, and get some valuable conclusions, they,
however, cannot be applied to the multilayered micro-
bridge structure. So some people [7] devote themselves
to research on the pull-in phenomena of the multilayered
micro-bridge structure. Whereas the analytical expres-
sion is complicated, this depends on the introduction of
the assumptions and the form of the trial solution.

This paper presents a trial solution for bending deflec-
tion of a multilayered micro-bridge subject to a voltage
induced load. The relation between the applied voltage
and the displacements of the micro-bridge in the pull-in
state is analyzed by energy method. Furthermore, two
analytical expressions about normalized displacement
and pull-in voltage are carried out. It’s proved that the
value of normalized displacement is not influenced by
residual stress if axial and shear deformation is ignored.
Finally, the theoretical results are compared with that of
FEM, and they show good agreement.

2. Model

The micro-bridge with a rectangular cross-section is
made of n layer materials, illustrated in Figure 1. Here
we assume the top of the beam is a conductor, while the
others are dielectric. The electrode under the beam is
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A4
| $h, |
LSS/

Figure 1. Schematic picture of a multilayered micro-bridge
subject to a voltage induced load.

dx

! Zi %E—»
odA4

(©)

Figure 2. Deformation of an infinitesimal line element dx.

covered with the insulated material, which is fixed on the
substrate. It’s not difficult to imagine that micro-bridge
will be bended when the voltage is added to the beam
and the electrode.

Let’s explain the meanings of some symbols firstly,
where | is the length of the beam. h, E,, ¢, are the

thickness, Young’s Modulus and relative permittivity of
the i-layer material respectively. h,, &, are the thick-
ness and relative permittivity of the insulated layer above
the electrode respectively. V is the voltage added to the
beam and the electrode. h is the gap distance between the
bottom of the beam and the top of the electrode when
V=0.

Set symmetric axis of beam’s cross section as z axis,
and positive direction is upwards. Set the equivalent
neutral axis as y axis, and its position is needed to be
confirmed. Then x axis is the perpendicular axis of yz
plane and through the origin. The distance from the
equivalent neutral axis to the bottom of the beam is z,; .

It’s clear that z, ¢%Zhi due to the different
i=1

Young’s Modulus of n layer materials.

Copyright © 2010 SciRes.

As shown in Figure 2, according to the plane cross-
section assumption on pure bending, we calculate the
strain ¢ of the fiber bb whileV =0, which is in the

i -layer and the primary length as well as the gap distance
to neutral surface are dx, z, respectively.

where p is curvature radius of the neutral surface.

Based on the assumption on pure bending, that is,
there is no normal stress between the longitudinal fibers;
we calculate the stress o, of the fiber bb according to

Hooke’s law. Of course, the deformation is at the elastic
deformation period.

7.
o, =E¢& =-E —
P
Uncountable micro internal force o,dA composes a

system of parallel force in space, which can be simplified
as three internal force components. What we’re con-
cerned about is the component parallel to x -axis,

namely axial force N =jAaidA. Based on the equilib-

rium of static equilibrium > X =N =0 and the follow-
ing formula,

N :IAGIdA
] oA <[, oty e | o 0A
:_%UA, Elzld/.\i+-[A2 E.2,04, +...+L¥ E"Z"dAW}

1] ph-z y+hy 2 Py thy oty 2
:7;“1&" Ebzdz, + [ " Ebz,dz, 4k [T Enbz"dz"}
We get

n h j-1
]
Z E;h; (?—"—Zhi)
_ = i=1
Zsff - n
> Eh
i=1
Therefore,

Zy =L
z=Q.h)-z4 =12
j=1

where z,,z, are the coordinates of the micro-bridge’s
top and bottom surface along z -axis, while z,---,z,

are that of layer-layer interface respectively, as shown in
Figure 1.

3. Solution

Here we choose a trial solution for bending deflection of
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a multilayered micro-bridge subject to a voltage induced
load as following [8]:

w(X) = A(l—cos@) =2Asin? 22

where A is the undetermined coefficient and 2A is the
maximum deflection of the micro-bridge.

It’s acceptable to neglect the influence of axial and
shear deformation on bending due to the small displace-
ment assumption of the micro-bridge.

3.1. No Consideration of Residual Stress

For this situation, the strain & of the i-layer material
only includes flexural strain g,; . That is,

d’w _4x*A 27X
=&, =—1—5 =1——5—C0
dx I |
So the unit volume deformation energy and the de-

formation energy of the i-layer material are described by
the following formula:

&

u = l Eigiz
2

EPILJ! atanc

Therefore, the total deformation energy of the mi-
cro-bridge Us is equal to the summation of the deforma-
tion energy of n Iayer materials. That is,

_[ LI 1 &7 dzdx

= L udv, =

US=

bIA 27z

)ZE(Z )

Considering the influence of the insulated layers on the
gap distance, we introduce the equivalent gap distance

ge
ﬁ=h+i+i+...+ h”—l
€0 én Erin-y)

whereh, /e, is the equivalent air gap distance of the
i-layer insulated material. Then the model in Figure 1 is

simplified as Figure 3, where 5 is the equivalent thick-
ness, which will be discussed in detail later.
So the electrostatic energy can be described as [8]

V b,

2, Jh(h-2A)

U, =-

Copyright © 2010 SciRes.
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where g, is the permittivity of vacuum.

Therefore, the energy function is described as [10]
[1=U,+U,

Because the value of the electrostatic force is in in-
verse proportion to the square of distance, and the distri-
bution of electric field is influenced by structural dimen-
sion as well as position, so the issue of bending equilib-
rium stability should be considered. It exists when the
electrostatic force is equal to the elastic force. If the
voltage V exceeds the critical value, the equilibrium state
is destroyed and the micro-bridge will contact with the
fixed plane, which is called pull-in phenomena. The
minimum critical voltage is called pull-in voltage,
marked as Vp,. Here,

oll

2
—=0 and o1l

a0 @

Mark the maximum deflection of the micro-bridge
under Vp, as 2A.,, then

Ar 2763 Vo2 aha,)t
T(I_’fy*;ei(zs_zs,l):T"fh(hZ—zhAm @)

i,y

Ve
|1):

1 27!') ZE (Z

So

©)

A _
=02 @)

And the normalized displacement

2%“ =04
h

p=

3.2. Consideration of Residual Stress

For this situation, the strain & of the i-layer material
includes not only flexural strain &, but also the strain

Figure 3. The equivalent model of a multilayered micro-
bridge.
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induced by the residual stress o; of the i-layer material.
That is,

i d’w o, 47°A 27X o
& =¢;+—=-1 L=z COS_+E

E, dx>  E 12 I

Similarly, the deformation energy of the micro-bridge

1 Elb lrg
U, = ;TU £2dzdx
_bIA2 270\ 4 s 3 n blhiO'i2
ETE (T) ;Ei(zi ZH)+Z—2E

i=1

()

Because the second part of Formula (5) is not the function
of the undetermined coefficient A, so the results from
Formula (1) are same to that of Subsection 3.1.

It’s clear that the value of normalized displacement is
not influenced by residual stress if axial and shear de-
formation is ignored.

Based on Equations (2) and (4), we get

> E (2’ -12,)

V,, =1/48.290—= 6)

gl
For the multilayered micro-bridge with a rectangular
cross-section, the area moment of inertia
~ Z, b
[ :j bz2dz =—(z2 - z3)
2, 3

and the flexural stiffness

— N P b <&
= ' Ebz%dz = — (2278
El _gj;l Ebz°dz 3iZzl:E,(z, z7,)

then the equivalent Young’s Modulus

n

— Y E(#-7)
_El =

I 2323
and the equivalent thickness
120 1 1
T)S = [4(Z: - Zg)}
Therefore, the formula (6) is simplified as

= 3173
Vp, = le.O?ZSﬂ
&l

It’s clear that the multilayered micro-bridge can be
considered as a monolayered micro-bridge if only the
equivalent Young’s Modulus E and the equivalent
thickness & are carried out.

In the above discussion, we assume the top of the
beam is a conductor while the others are dielectric. If the
conductor is not on the top of the micro-bridge, or more

5=

O
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tban one layer is conductor, the equivalent gap distance
h will differ.

4. VValidation

All the above deduction is based on a given trial solution
for bending deflection. Are they correct? How about the
accuracy? Now we try to prove it by simulation.

Firstly, some examples relating to the monolayered
micro-bridges are considered. For the monolayered mi-
cro-bridge given in paper [11], the value of Vp, is 32.5V,
and the simulated values by ANSY'S as well as Intellisuite
are 37.6V, 39.5V respectively, which are presented in
paper [11]. Whereas the analytical value based on the
Formula (7) is 34.2V, which is more close to the simu-
lated values. And for that given in paper [12], the simu-
lated value of Vp, is 40V, while the analytical value based
on the Formula (7) is 40.99V. The error is only 2.48%.

Secondly, a multilayered micro-bridge with a rectan-
gular cross-section is considered. 1t’s made of two layer
materials. And the electrode under it is covered with

Model 1: the top material is gold. And the other is
SizNy.

Model 2: the top material is SisN4. And the other is gold.

Table 1. Geometry and material parameters of the bi-lay-
ered micro-bridge.

Model

Item Symbol (unit) 1 Model 2

length I (um) 400
width b (um) 50
gap distance (V=0) h(um) 2.0
thickness of the
insulated layer Mo (um ) 0.5

hy (um) 2.0 0.5
thickness “

h, (um) 0.5 2.0
_relatlve permittiv- 60 = 6, 8.0
ity

E, (cPa) 210 57
Young’s Modulus

E, (cpa) 57 210

Table 2. V,,,p of the bi-layered micro-bridge.

Item Model Analytical values  Simulated values Error
Vi model 1 37.9671V 40.2187V -5.60%
model 2 31.9798V 33.3438V -4.09%
model 1 0.4069 -1.70%
model 1* 0.3933 1.70%
B 0.4
model 2 0.3972 0.70%
model 2* 0.4132 -3.19%
Note: # Residual stress of the gold layer is 100 MPa.
ENGINEERING



Y.LIU ET AL 59

The geometry and material parameters of the bi-layered
micro-bridge are listed in Table 1. The micro-bridge will
be bended when subject to a voltage induced load.

For Models 1 and 2, we get the simulated values of the
pull-in voltage Vp, and the normalized displacement g

by FEM. Table 2 lists the simulated performances and
the analytical values of Vp and £, as well as the error

of them. It shows good correlation. So the trial solution
of deflection is acceptable.

5. Conclusions

This paper presents a trial solution for bending deflection
of a multilayered micro-bridge subject to a voltage induced
load. The relation between the applied voltage and the
displacements of the micro-bridge in the pull-in state is
analyzed by energy method. Furthermore, two analytical
expressions about normalized displacement and pull-in
voltage are carried out. The theoretical results are com-
pared with that of FEM, and they show good agreement.

All results in this paper are based on the form of the
selected trial solution. The better the selected trial solu-
tion is, the higher the accuracy of solution is. Moreover,
the axial and shear deformation is ignored, which maybe
has influence on the stress and strain. Besides, in order to
get an analytical expression of Vp,, it’s difficult to con-
sider the influence of some secondary effects, such as the
marginal effect of electric field. However, this paper pro-
vides an analytical model with high accuracy for a mul-
tilayered micro-bridge driven by electrostatic force, which
is beneficial to design, optimization and application of
MEMS devices with the micro-bridge structure.
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Abstract

In order to increase robustness of the AERS (Aero-engine Rotor System) and to solve the problem of lacking
fault samples in fault diagnosis and the difficulty in identifying early weak fault, we proposed a new method
that it not only can identify the early fault of AERS but also it can do self-recovery monitoring of fault. Our
method is based on the analysis of the early fault features on AERS, and it combined the SVM (Support
Vector Machine) with the stochastic resonance theory and the wavelet packet decomposition and fault
self-recovery. First, we zoom the early fault feature signals by using the stochastic resonance theory. Second,
we extract the feature vectors of early fault using the multi-resolution analysis of the wavelet packet. Third,
we input the feature vectors to a fault classifier, which can be used to identify the early fault of AERS and
carry out self-recovery monitoring of fault. In this paper, features of early fault on AERS, the zoom of early
fault characteristics, the extraction method of early fault characteristics, the construction of multi-fault clas-
sifier and way of fault self-recovery monitoring are studied. Results show that our method can effectively
identify the early fault of AERS, especially for identifying of fault with small samples, and it can carry on
self-recovery monitoring of fault.

Keywords: AERS, Early Fault, Support Vector Machine, Classification Identification of Fault, Self-Recovery
Monitoring of Fault

1. Introduction identification is not satisfactory. Because operation of
AERS is in strong noise density, the early fault informa-

With the development of the modern aviation industry, ~tion is very weak and signals are easily flooded in noises,

the safety of aircraft and reliability are more and more
attracted. The engine is heart of aircraft and AERS is
central part of engine. If AERS has fault in flight, the
aircraft would be severely threatened in safety. Because
the structure of AERS is complex, load is bigger and the
change of operation conditions is frequency, it will be
the more difficult in the fault identification. Especially in
the early failures occurred, if we can catch timely the fault
information, and can effectively identify it and carry on
self-recovery monitoring of fault, it will have important
significance to eradicate or eliminate the potential fault
caused of an accident. Fault identification on AERS is
widely studied and many results are obtained [1-3]. At
present now, effective identification of early fault has
more difficulty. In particular, obtaining of the early fault
information is more difficulty, and effectiveness of fault

*Project (50675178, 60472116) Supported by National Natural Science
Foundation of China
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satisfactory results are very difficult by general methods.
Our method can not only fast identify the early fault of
the AERS but also carry on self-recovery monitory of
fault.

2. Features of Early Fault on AERS

In the flight, the wear, deformation, corrosion and frac-
ture of structure components and effects of work stress,
external environment and human factors will lead to
faults of AERS. The early fault of AERS often shows a
form in micro-cracks, micro-creeping, micro-corrosion
and micro-wear. These faults, with the exception of little
sudden faults, the majority have a development process
from nothing to fault, minor to general, evolution to fast.
In this process, the structure of system, properties and
internal energy will change. We can monitor the early
faults through catching these fault information in time,
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and it can be identified and be self-recovery. These early
faults of AERS have the following features:

1) Fault signal is very weak. When fault is at early
stage or just sprouted, the changes of the fault signal is
very weak in amplitude, phase and time-frequency char-
acteristics, and the little fault characterization is often
difficult to detect.

2) Fault signal will be drowned by noise signal. Dur-
ing the flight, the noise signal is usually among the fault
signal. When the fault signal is very weak and the noise
signal is very strong, the early fault signal will be
drowned by noise signal. In order to detect the early fault,
we must reduce noise or extracted early fault information
from the noise signal.

3) Fault signal is often a transient one. The damage
structure components of aircraft is generated by impact
loading, and this fault is manifested by transient signal,
such as expansion of early cracks, is a process from
gradual to mutation.

4) Fault occurred in the area of stress concentration.
When area of stress concentration is acted by strong re-
gional load, the fault of structural part is easy occurrence
in the creeping. For the ferromagnetic metal part, the
magnetic memory method can be used for the early fault
detection and localization [4].

5) Fault has volatile. That means sometimes we can
not find the fault trace in fault condition. But with the
change of action or time, the system can recover auto-
matically. Volatile fault can be shown by eventuality
fault, transient fault and interruption fault.

3. Extraction of Early Fault Characreristic

Because the vibration of engine is larger in operation,
fault characteristics of the AERS will be submerged in
the strong background noise in the early. In order to ex-
tract characteristics of early fault from being submerged
signals by noise, we use the stochastic resonance theory
to zoom characteristic signals of early fault [5].

In the failure, the energy of AERS will change in all
frequency bands and different faults have different ef-
fects to the signal energy in each frequency band. So, we
can use wavelet packet to decompose the output signal in
stochastic resonance and select signal energy in the char-
acteristics frequency band as a feature vector.

If the data length of original signal x(t) is N, the

data length of discrete signals x™(i) is reduced to

27N by decomposition of wavelet packet and its en-
ergy can be expressed as:

27N

En(Xk’m):ﬁ > xmi)f @)

i=1

where, N = the length of original data, k = layer num-
ber by wavelet packet decomposition, m = the serial

Copyright © 2010 SciRes.

number of decomposition frequency band location = 0, 1,
2,..2%-1.

The energy within the each frequency band can be cal-
culated by Equation (1) and the feature vector can be
constructed by the energy.

4. Classification Identification of Fault

The SVM can do the classification very well in the few
numbers of fault samples and it can solve the identifica-
tion problems on nonlinear and high-dimensional pattern.

The fault identification of the AERS belongs to prob-
lem of multi-classification and it needs to construct multi-
fault classifier. In this paper, we adopt improved classi-
fication algorithm of the “one-to-many”.

To the classification of K type, way of “one-to-many”
is need to construct K two classifiers. In this way con-
structing every two classifiers, all n training samples of
K type should be operated. In the testing and classifica-
tion, the scale of classifiers is larger and speed is slower.

An improved the “one-to-many” classification algo-
rithm is to construct two classifiers of K, and the training

sample of m type in the K classifiersis y" =1 and other

types marking is y[" =-1. Established output function
in M classifiers can be expressed as:

fm(x):sgn{ZQi’“yi’“K(xi .x)+bm} (2)

SVM

The algorithm overcomes defects that “one-on-one”
approach needs to establish many number classifiers and
it can control the training samples number in traditional
“one-to-many”. Its operate speed is fast and effect of fault
classification is well.

5. Self-Recovery Monitoring of Fault

Fault monitor process of AERS is shown in Figure 1.

Fault self-recovery database consist of many intelligent
models. It can carry on self-recovery monitoring based
on different fault sources and fault characteristics.

Self-recovery monitoring of fault can be realized by
smart structure [6], affixing magnetic field [7], regener-
ating materials [8], etc.

When AERS has fault, the system can not work nor-
mally. Self-recovery model based on the fault compensa-
tion can restore original function of system by means of
the fault self-recovery compensator. If system equations
under normal condition are

X(t) = Ax (t) + Bu (t) ®)
y(t) = Cx(t) 4

Compensator equations are
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Figure 1. Fault self-recovery monitor process of AERS.

2(t) = Dz(t) + Ey(t) ()
u(t) = Fz(t) + Hy(t) (6)
The system loop equations depicted in (3) and (4) are
X(t) = (A+ BHC)x(t) + BFz(t) )
2(t) = ECx(t) + Dz(t) 8)

When fault of component or sub-system occurred dur-
ing the flight, the loop feedback equations are

X(t) = (Af +BHC)x(t) + B; Fz(t) (9)

2(t) = EC; x(t) + Dz(t) (10)

To make the performance of fault system as close as
possible to the performance of the original system, we can
design the appropriate self-recovery compensator {5,

E,F,H } to achieve the fault self-recovery compensation.

During flight, when the aircraft cockpit, wings and other
important components have severe vibration or chatter,
distributed piezoelectric driver compensator can weaken
or offset the impact of vibration by vibration control and
active vibration absorber.

Self-recovery monitoring based on intelligent structure
is shown in Figure 2.

Controller »| Self-recovery AERS

1

1

1

1

1

T |
Detect module '
1

1

1

1

1

1

1

Self-recovery model

____________________________

Figure 2. Self-recovery monitoring based on smart structure.
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When the sensor module detects the fault information,
the signals will transmit to self-recovery module and act
to the controller. Fault of AERS will be restored by smart
structure. It is based on different fault sources and fault
feature, and the fault self-recovery tactics is adopted.

6. Experimental Results and Its Analysis

In order to verify the usefulness of the method, we choose
the four conditions of the AERS. They are normal condi-
tion, early rotor misalignment, early rotor unbalance and
early rotor crack. These signals are preprocessed and the
fault features are extracted. Fault is identified by the
multi-fault classifiers and fault is monitored by self-re-
covery module.

In the experiment, according to the character of AERS,
we collected 10 group data by the acceleration sensor. They
respectively correspond to the over four conditions in the
1800 rpm. The sampling frequency is 256 Hz and the rota-
tion frequency is 30 Hz. The characteristic frequency of
fault and its concomitant frequency are shown in Table 1.

Figure 3 shows the output waveform of the stochastic
resonance system and its spectrum. The frequency com-
ponent in 30 Hz is obvious in Figure 2. Because the fun-
damental frequency is 30 Hz, the rotor misalignment
fault is often accompanied by 1x@w (30 Hz), 2 xw (60
Hz) and 3x @ (90 Hz).

Table 1. 2x @ (60Hz) crossed concomitant frequency and

unbalance.
Type Misalignment Unbalance Crack
Characteristic ~ 1X @ (30Hz),
frequency 2 X @ (60H2) IX®(30Hz)  2x @ (60Hz)
Concomitant 3 X  (90H2) 4x o (120H2)
frequency
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Figure 3. The output waveform of stochastic resonance sys-
tem and its spectrum.
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Figure 4. Energy distribution of rotor misalignment.

Table 2. Test results of stochastic resonance system.

Fault type Mlssé lrjr?rﬂ?sem 2;?];?;5'3 Diagnosis rate
Misalignment 1 40 97.5%
Unbalance 0 40 100 %
Crack 2 40 95 %

The energy feature extraction is done by the wavelet
packet analysis. It is based on the signal waveform of
stochastic resonance system. Seven-layer wavelet packet
is resolved in the db3 wavelet and we obtained 64 fre-
quency bands. In order to reduce the amount of computa-
tion, we divide the frequency bands as 6 segments: 0 ~
0.4X,04~0.8X,08~12X,18~22X,2.8~3.2X and
greater than 3.6X. Thus 64 frequency bands will be
composed of the 6 groups: 1 ~ 4 bands, 5 ~ 8 bands, 9 ~
11 bands, 12 ~ 15 bands, 16 ~ 30 bands and 55 ~ 64
bands. Energy value of each group is added together and
they are processed on the normalization. The energy dis-
tribution of rotor misalignment fault will be acquired. It
is shown in Figure 4.

Copyright © 2010 SciRes.

(a) Waveform before monitoring

(b) Waveform after monitoring

Figure 5. Frequency domain waveform of rotor misalign-
ment.

Repeated the above process, the energy distribution of
each condition can be obtained and it is taken as training
samples of SVM.

According to the training samples obtained from four
conditions, we take 40 groups energy distributions from
each condition as training samples and input to the im-
proved fault classifier of “one-to-many”. We choose
Gaussian RBF kernel function as a classification function
and make the parameters o = 0.01, punishment factor C
= 100. The classification results are shown in Table 2.

We can see that classification results by the stochastic
resonance system are significantly high than classifica-
tion result by direct wavelet packet feature extraction.
The classification time of the each testing samples is
smaller (in 0.05s, 1.8 GHZ computers). Its accuracy is
higher and speed is quick in early fault identification.

In order to monitor misalignment, we adopt a principle
of the electromagnetic effect [9]. The number of mis-
alignment is detected by four acceleration sensors, and
four electromagnetic sets are controlled by the output
signal of four sensor. When misalignment occurred, the
misalignment force F by rotor produced can be adjusted
by alignment force F’ of electromagnet produced. The
alignment force F’ is equal to the misalignment force F
in number and they are contrary in direction. Figure 5
shows the result of self-recovery monitoring on rotor
misalignment.
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We can find out that vibration of rotor is obviously
reduced in Figure 5(a) and Figure 5(b). Because of the
misalignment fault of rotor is counteracted by the elec-
tromagnet force, the rotor misalignment is inhibited and
the normal operation condition is restored well.

7. Conclusions

1) Our method can effectively extract the early fault fea-
ture of the AERS by combination the stochastic reso-
nance with the wavelet packet resolving. Energy eigen-
vectors of constructed by this methods can accurately
reflect the condition changes of AERS.

2) Multi-fault classifier based on the SVM has charac-
teristics that its algorithm is simpler, the classification
effect is well and identification efficiency is higher. It
particularly suits to the classification identification of
small sample and self-recovery monitoring of early fault
on AERS.

3) The fault diagnosis is aimed at finding failure in
time and to ensure safe operation of plant. The method of
fault self-recovery monitoring provides an effective way.
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Abstract

Differential evolution (DE) algorithm has been shown to be a simple and efficient evolutionary algorithm for
global optimization over continuous spaces, and has been widely used in both benchmark test functions and
real-world applications. This paper introduces a novel mutation operator, without using the scaling factor F,
a conventional control parameter, and this mutation can generate multiple trial vectors by incorporating dif-
ferent weighted values at each generation, which can make the best of the selected multiple parents to im-
prove the probability of generating a better offspring. In addition, in order to enhance the capacity of adapta-
tion, a new and adaptive control parameter, i.e. the crossover rate CR, is presented and when one variable is
beyond its boundary, a repair rule is also applied in this paper. The proposed algorithm ADE is validated on
several constrained engineering design optimization problems reported in the specialized literature. Com-
pared with respect to algorithms representative of the state-of-the-art in the area, the experimental results
show that ADE can obtain good solutions on a test set of constrained optimization problems in engineering
design.

Keywords: Differential Evolution, Constrained Optimization, Engineering Design, Evolutionary Algorithm,
Constraint Handling

1. Introduction f(X) is the objective function, g;(X) isthe jth ine-

oL . . quality constraint and h;(X) is the jth equality con-
Many real-world optimization problems involve multiple !
constraints which the optimal solution must satisfy. Usu-
ally, these problems are also called constrained optimiza-
tion problems or nonlinear programming problems. En-
gineering design optimization problems are constrained
optimization problems in engineering design. Like a con-
strained optimization problem, an engineering design

straint. The decision or search space S is written as
S =H21[Li,ui] , the feasible space expressed as
F={xeS[g;(X)<0,j=12,..,q;h;(X)=0,j=q+1,

q+2,...,m} is one subset of the decision space S (ob-
viously, F < S) which satisfies the equality and ine-

optimization problem can be generally defined as follows
[1-4]:

Minimize f(X), X=[X. %z, X, € R"

Subject to g;(X)<0,j=12,.,9 Q)
h;(x)=0,j=q+19+2,..,m
where L; <x <U,;,i=12,...,D
Here, n is the number of the decision or parameter

variables (that is, X is a vector of size D), the ith
variable x; varies in the range [L;,U;]. The function
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quality constraints.

Population-based evolutionary algorithm, mainly due
to its ease to implement and use, and its less suscepti-
bleness to the characteristics of the function to be opti-
mized, has been very popular and successfully applied to
constrained optimization problems [5]. And many suc-
cessful applications of evolutionary algorithms to solve
engineering design optimization problems in the special-
ized literature have been reported. Ray and Liew [6] used
a swarm-like based approach to solve engineering opti-
mization problems. He et al. [7] proposed an improved
particle swarm optimization to solve mechanical design
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optimization problems. Zhang et al. [8] proposed a dif-
ferential evolution with dynamic stochastic selection to
constrained optimization problems and constrained en-
gineering design optimization problems. Akhtar et al. [9]
proposed a socio-behavioural simulation model for en-
gineering design optimization. He and Wang [10] pro-
posed an effective co-evolutionary particle swarm opti-
mization for constrained engineering design problems.
Wang and Yin [11] proposed a ranking selection-based
particle swarm optimizer for engineering design optimi-
zation problems. Differential evolution (DE) [12,13], a
relatively new evolutionary technique, has been demon-
strated to be simple and powerful and has been widely
applied to both benchmark test functions and real-world
applications [14]. This paper introduces an adaptive dif-
ferential evolution (ADE) algorithm to solve engineering
design optimization problems efficiently.

The remainder of this paper is organized as follows.
Section 2 briefly introduces the basic idea of DE. Section
3 describes in detail the proposed algorithm ADE. Sec-
tion 4 presents the experimental setup adopted and pro-
vides an analysis of the results obtained from our em-
pirical study. Finally, our conclusions and some possible
paths for future research are provided in Section 5.

2. The Basic DE Algorithm

Let’s suppose that X =[X;,X,,...% p] are solutions

at generation t, P'={%,%,.,Xy} is the population,

where D denotes the dimension of solution space, N
is the population size. In DE, the child population P'*

is generated through the following operators [12,15]:

1) Mutation Operator: For each X' in parent popu-

lation, the mutant vector V"' is generated according to

the following equation:

St ot st ot

Vi =X+ Fx (X, = X,) )
where n,r,,r;e{1,2,...,N}\i are randomly chosen and
mutually different, the scaling factor F controls ampli-

. . . . . gt ot
fication of the differential variation (X;, —X; ).

2) Crossover Operator: For each individual X', a

trial vector Ui”l is generated by the following equation:

" {v}j—l, if(rand <CR || j =rand[1.D]) o

LT
]!
where rand is a uniform random number distributed be-
tween 0 and 1, rand[L, D] is a randomly selected index
from the set {1,2,...,D}, the crossover rate CR €[0,]]
controls the diversity of the population.

gt+l

3) Selection Operator: The child individual %™ is

X; ., otherwise
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selected from each pair of X' and G'*' by using gree-
dy selection criterion:

fd {ﬂf“, iF(F (@) < f(%) @

' x! | otherwise

where the function f is the objective function and the

condition f (i) < f(%') means the individual G

is better than X! .
Therefore, the conventional DE algorithm based on

scheme DE/rand/1/bin is described in Figure 1 [15].
3. The Proposed Algorithm ADE

3.1. Generating Initial Population Using
Orthogonal Design Method

Usually, the initial population P° ={%_,%J,..,%} of
evolutionary algorithms is randomly generated as follows:
VisNVj<D:x';=L;+rxU;-L;) (5

where N is the population size, D is the number of
variables, r; is a random number between 0 and 1, the
0

jth variable of ¥; 0

is written as X ; ,

ized in the range [L;,U;]. In order to improve the

which is initial-

search efficiency, this paper employs orthogonal design
method to generate the initial population, which can
make some points closer to the global optimal point and
improve the diversity of solutions. The orthogonal design
method is described as follows [16]:

For any given individual X =[x, X,,...,Xp], the ith

Generate initial population po ={)"<10,>"<§J ..... X,%}
Let t=0

repeat

for each individual )"(,t in the population P! do
Generate three random integers r , rp and
r3e{l2,...N}\i,withp#r#r;

Generate a random integer jyang €{L2,..., D}
for each parameter j do

N @k owdh R

t t_t
t+1 Xravj +FX(X"1vJ’ szvj)’
uij = if (rand <CR|| j =rand[1, D])

xit' i , otherwise

©

10: end for
=t+1

11: Replace i,t with the child U; ™~ in the population P”l,

12: if l]iHl is better, otherwise i,t is retained
13: end for

14: t=t+1

15: until the termination condition is achieved

Figure 1. Pseudocode of differential evolution based on
scheme DE/rand/1/bin.
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decision variable x; varies in the range [L;,U;]. Here,
each x; is regarded as one factor of orthogonal design.
Suppose that each factor holds Q levels, namely, quan-
tize the domain [Lj,U;] into Q levels &,a;,...,aq -
The jth level of the ith factor is written as ¢ ;,
which is defined as follows:

L ,j=1

aiyj:

T (6)
U; J=Q

And then, we create the orthogonal array M =

(b;)n.o with D factors and Q levels, where N is

the number of level combinations. The procedure of con-

structing one orthogonal array M =(b |)n.p IS de-

scribed in Figure 2.

Therefore, the initial population PO_(XIJ)NXD is

generated by using the orthogonal array M = (b; j)nxp

where the jth variable of individual %P is X', =

ajybivj .

3.2. Multi-Parent Mutation Scheme

According to the different variants of mutation, there are
several different DE schemes often used, which are for-
mulated as follows [12]:

"DE/rand/1/bin": V"™ = %! + F x (X}, —X}) @)

X,

"DE/best/1/bin": V™ = Koo + F x (X — X1 ) (8)
"DE/current to best/2/bin™:

V=X 4+ F o (Rpey ~ X )+ Fx (X =%1)  (9)
"DE/best/2/bin":

VI = Rye + F X (X, - %)+ Fx(Xp —%.,)  (10)
"DE/rand/2/bin":

VT =X+ Fox (X - X))+ Fox (X - %) (11)

I

1:for (i=Li<N;i++)

2:{bj;=int((i-1/Q) mod Q ;b; , = (i-1 modQ }
ifor(j=3j<D;j++)

4:for (i=Li<Nji++)

5:{bjj =iax(i-2)+bip)mod Q}

6: Incrementb”— by one for 1<i<N1<j<D

Figure 2. Procedure of constructing one orthogonal array
M = (b} InxD -
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where X, IS the best individual of the current popula-

tion. Usually, based on both the control parameter F and
the selected multiple parents, using these DE schemes
can only generate a vector after a single mutation. Tsutsui
et al. [17] proposed a multi-parent recombination with
simplex crossover in real coded genetic algorithms to
utilize the selected multiple parents and improve the di-
versity of offspring. Inspired by multi-parent recombina-
tion with simplex crossover, this paper proposes a novel
multi-parent mutation in differential evolution. The multi-
parent mutation is described in the following.

For each individual X from the population P' with

population size N, i=12,..,N. A perturbed vector

\7it+l is generated according to the following formula:

Vit = +Zwk><(x -xt ) (12)

rk+1

where 1,1y ,...,rc €{L2,...,N}\i,

integers are mutually different, and X; =X . The

K randomly chosen

weighted value w, is defined as follows:

= & /sum(é) (13)

where randn(L, K) is a 1-by- K matrix with normally

£ =randn(L, K), W

distributed random numbers, sum(E) is used for calcu-

lating the sum of all components of the vector &, and
W:[Wl,WZ,...,WK].

According to the varyingw , repeat Formulas (13) and
(12) for K times, K new vectors v'"'{1}, v"{2},

V"{K} are generated from these K selected parents.

And then K vectors X'}, X172}, -, XK} are

created by crossover, repair and constraint handling de-

scribed in Subsections 3.3-3.5 respectively. Finally, an
offspring individual 7(}*1 of the (t+21)th generation

population P'*! is obtained by selecting the best indi-

vidual from these K offspring and their common parent

X

3.3. Adaptive Crossover Rate CR

In conventional DE, the crossover rate CR is a constant
value between 0 and 1. This paper proposes an adaptive
crossover rate CR, which is defined as follows:

CR = CRy xexp(-a(£)"b) (14)

where the initial crossover rate CR, is a constant value
and usually is set to 0.8 or 0.85, t is the current genera-
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tion number and T is the maximal generation number,
b is a shape parameter determining the degree of de-
pendency on the generation number, a and b are po-

sitive constants, usually a issetto2, b issetto?2or3.

At the early stage, DE uses a bigger crossover rate CR
to preserve the diversity of solutions and prevent prema-
ture; at the later stage, DE employs a smaller crossover
rate CR to enhance the local search and prevent the
better solutions found from being destroyed.

3.4. Repair Method

After crossover, if one or more of the variables in the

new vector G are beyond their boundaries, the vio-

=i+l

lated variable value Uy is either reflected back from

the violated boundary or set to the corresponding bound-
ary value using the repair rule as follows [18,19]:

L;+ultt
— 5 (P <UAMT <L)
L;, if(1/3< p<2/3) AU <L)
v 2L -l if(p>2/3) A (it <L) (15)
AR VI

J L] t+1
if(1/3< p<2/3) AU >U))
if(p>2/3)A(u >U))

Uj’

t+1
2Uj —ui'j y

where p is a probability and uniformly distributed ran-
dom number in the range[0,1] .

3.5. Constraint Handling Technique of
Feasibility-Based Rule

In evolutionary algorithms for solving constrained opti-
mization problems, the most common method to handle
constraints is to use penalty functions. In general, the
constraint violation function of one individual X is
transformed by m equality and inequality constraints as
follows [4]:

G(X) =Zq:wj max(0,g; (X)) + iwj max(0,| h; (%) [-)? (16)
j=1 =0+

where the exponent £ is usually setto 1 or 2, ¢ isa
tolerance allowed (a very small value) for the equality
constraints and the coefficient w; is greater than zero.
If X is a feasible solution, G(X)=0 , otherwise
G(X) >0. The function value G(X) shows that the
degree of constraints violation of individual X. g is

setto2and wj issetto 1 in this study.
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In this study, a simple and efficient constraint handling
technique of feasibility-based rule is introduced, which is
also a constraint handling technique without using pa-
rameters. When two solutions are compared at a time, the
following criteria are always applied [1]:

1) If one solution is feasible, and the other is infeasible,
the feasible solution is preferred;

2) If both solutions are feasible, the one with the better
objective function value is preferred;

3) If both solutions are infeasible, the one with smaller
constraint violation function value is preferred.

3.6. Algorithm Framework

The general framework of the proposed algorithm ADE
is described in Figure 3.

4. Experimental Study

4.1. Constrained Optimization Problems in
Engineering Design

In order to validate the proposed algorithm ADE, we use
six benchmark test problems, which are commonly used

Generate initial population po :{ilo, 7(‘2) ..... X,Q,}using
orthogonal design method, set CRyand let t=0
repeat

for each individual )?,t in the population Pl do
Generate K random integers i, , 1o , ..., Ik
e{L2,...,N}\i, they are also mutually different

for each k e{1,2,...K} do
Apply multi-parent mutation to generate new

vector Vi 4k}

for each parameter j do

© N A A~ N R

=
e

USR03
if (rand <CR]| j = rand[1, D])
xit, j . otherwise

-
=

uffea=

12: If uitjl is beyond its lower or upper boundaries,
13:  repair rule is enforced

14:  end for
15:  end for

16:  Find out the best one Ji“l of the children

17: {ai, a2y, 6K *apply the
18 feasibility—based rule */

i+l

19:  Replace 7(} with G ptil,

in the population

20: if Ui“l is better, otherwise )?,t is retained
21:  end for

22: t=t+1

23:  until the termination condition is achieved

Figure 3. The general framework of the ADE algorithm.
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in the specialized literature, and which are described in
the following.

1) Three-bar truss design [8]:
Minimize f (%) = (242, + X,) x|

. - 2
Subject to gl(x):%P—o—so,
1 172
- Xy
g,(X)=—=—=——P-0<0,
2 V2x2 + 2%,X,
P-o<0

T p———
Xq +\/§x2
where 0<x <1 and 0<X, <l | =100cm,
P = 2KN/cm?, and o = 2KN/cm?.
2) Spring design [8]:
Minimize f (X) = (X3 + 2)X X5

Subject to g, (X) =1— X% <0
! 71785x%
2_
c PR S L S P
12566(x,X; —X5)  5108x;
0. ) :1_140.245x2 0.
X1 X3
X Xy
X)=—=-1<0
94(X) 15

where 0.25<x; <13 005<x, <20, and 2<x5<15.
3) Pressure vessel design [9,20]:
Minimize f(X) = 0.6224xX;X, +1.7781x,X2 +3.1661xX,
+19.84%2%,
Subject to g, (X) = —x; +0.0193x3 <0,
g,(X) =—x, +0.00954x%x; <0,

93(X) = —mx5 %, —%ﬂxg +1,296,000< 0,

04(X)=x,—-240<0
where x; =0.0625n;, x, =0.0625n,, 1<n; <99,
1<n, <99, 10<x5 <200, 10<x, <200.
4) Welded beam design [9]:
Minimize
f (X) =1.10471x2x, + 0.04811x5%, (14.0 + X, )
Subject t0 g1 (X) = 7(X) = 7pax <0,
gz()z) = O-(X) 0 maxS 0,
93(X) =X, — X4 <0
94(X) =0.10471x? + 0.04811x3X, (14.0 + X,)
-5.0<0,
05(X) =0.125-x, <0
96(X) =0(X) = Smax <0,

Copyright © 2010 SciRes.

ET AL.

z(X) =\/(T')2 +

69
9,(X)=P-P,(x)<0
The other parameters are defined as follows:
277" %, +(T,,)2, S P e @
2R V2%, J
2
X X + X
R=.22 17 73y2
L tE5)

M = P(L+%),

2 2
\/E 12 2 X4 X3

. 4.013,/EGx2x5 /36
Pc (X) = L2 1

where P =6000 Ib.,

E =30x10° psi,

O max = 30,000 psi,

_ X3 /£
2LV 4G |

L =141in,

G =12x10° psi,

0.1<x,< 2.0,

0.1<x3<10.0, and 0.1<x, <2.0.
5) Speed reducer design [8]:

Minimize

Omax = 0.25in,,
Tmax = 13,600 psi,
0.1<x, £10.0,

f (X) = 0.7854x,x3 (3.3333xZ +14.9334x, — 43.0934)
—1.508x, (xZ + x2) + T.4TT7(x§ + x2)

+0.7854(X, X + XsX?)

Subject to g, (X) = 1<0.
X1 X5 X3
g 397.5
gz(X) :T_]-SO,
X1X2X3
o 1.93x3
g3(X)= t_lﬁo,
X5 X3Xg
o193
94(X): 54 —1S0,
X2X3X7
— 745)( /X X 2+16_9X106 12
gS(X):[( L) 3 ] -1<0,
110.0xg
gs(X) = [(745x5/(X,X5))? +1575x10°72 v
6 85.0% <0,
X) = 22 -\ 59X
g-(x) = 42103 _1so,gg(x)=x_2—1so,
1
— Xl
X) = _1<o0,
9 (%) 12x,
g 15x; +1.9
g (R) = =220 <0,
X4
g 1.1x, +1.9
g () === 140
X5
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where 2.6 < xq <3.6,
17 < x5 <28, 7.3<x, <83,
29<x <39, 50<x; <55,

6) Himmelblau’s Nonlinear Optimization Problem
[21]:

This problem was proposed by Himmelblau and simi-
lar to problem g04 [22] of the benchmark except for

the second coefficient of the first constraint. There are
five design variables. The problem can be stated as fol-
lows:

Minimize f (X) = 5.3578547x2 + 0.8356891x, X5
+37.293239x, —40792.141
Subject to g, (X) = 85.334407 + 0.0056858x, X5
+0.00026%;x, —0.0022053X%4Xs ,
-92<0
g, (X) = —85.334407 — 0.0056858X, Xs
-0.00026¢X, +0.0022053%; <0,
g3(X) =80.51249 + 0.0071317X, X5
+0.0029955x, X, + 0.0021813x2 ,
-110<0
g4 (X) = -80.51249 — 0.0071317X,Xs
—0.0029955x, X, —0.0021813x3 ,
+90<0
95 (X) = 9.300961 + 0.0047026 X5 X5
+0.0012547 %, X5 +0.0019085x,X, ,
-25<0
gs(X) = —9.300961— 0.0047026 X5 %5
—0.0012547 %, X3 —0.0019085x,X, ,

+20<0
where 78<x, <102 33<x, <45, and 27<x; <45
(i=345).
264
—a— ADE
263.98 —~— DE |5
263.96 | 1
Z 263.94 1
263.92 1
263.9 | 1
263.88 . . - .
0 1 2 3 4 5
FFES % 10°

Figure 4. Convergence graph for three-bar truss design.
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0.0145
—a— ADE
—w— DE
0.014 } b
Z 0.0135 } 1
0.013 | E
0.0125 . . A .
0 1 2 3 4 5 6
FFES X 10*

Figure 5. Convergence graph for spring design.

8500 [y v
—a— ADE
8000 ——DE
7500
6000 \k‘_ar
5500 2 2 A
0 4 6 8
FFES X10*

Figure 6. Convergence graph for pressure vessel design.

4.2. Convergence of ADE

In this section, Figures 4-9 depict the convergence graphs
for 6 engineering optimization problems described above
respectively. From Figures 4-6, we know that ADE and
DE all can be quickly convergent. In the figures, FFES is
the number of fitness function evaluations.

4.3. Comparing ADE with Respect to Some
State-of-the-Art Algorithms

In this experimental study, the parameter values used in
ADE are set as follows: the population size N =50, the
maximal generation number T =300, the level number

Q :\_«/WJ the mutation parent number K =D +1, the
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3 T
—a— ADE
T —»— DE
2.8 ¢ 4
>
=
2.6 } 4
2.4 L
0 2 4 6 8
FFES x10*
Figure 7. Convergence graph for welded beam design.
3050 v v v v -
r —— ADE
3040 bl |
3030 1
Z 3020 1
3010 ]
3000 [ 1
2990 A i A A i
0 2 4 6 8 10 12
FFES x10*

Figure 8. Convergence graph for speed reducer design.

x10"
-3.094 &
—a— ADE
—»— DE
-3.096 E
-3.098 } E
z
et
-3.1 J
-3.102 | 1
-3.104 4 4 4 L
0 2 4 6 8 10
FFES x10°*

Figure 9. Convergence graph for Himmelblau’s nonlinear
optimization problem.

initial crossover rate CR, =0.8, the coefficient a=2,
the shape parameter b=3, the exponent f=2. The
number of fitness function evaluations (FFES) is equal
to NxTxK . The achieved solution at the end of
N xT x K FFES is used to measure the performance of
ADE. ADE is independently run 30 times on each test
problem above. The optimized objective function values
(of 30 runs) arranged in ascending order and the 15th
value in the list is called the median optimized function
value. Experimental results are presented in Tables 1-12.
And NA is the abbreviation for “Not Available”.

For three-bar truss design problem, the experimental results
are given in Tables 1-2. According to Table 1, ADE and
DSS-MDE [8] can obtain the approximate best and median
values, which are slightly better than those obtained by Ray

Table 1. Comparison of statistical results for three-bar truss design over 30 runs.

Algorithms Best Median Mean Worst Std FFES
ADE 263.89584338 263.89584338 263.89584338 263.89584338 4.72e-014 45,000
DSS-MDE [8] 263.8958434 263.8958434 263.8958436 263.8958498 9.72e-07 15,000
Ray and Liew [6] 263.8958466 263.8989 263.9033 263.96975 1.26e-02 17.610

Table 2. Comparison of best solutions found for three-bar truss design.

Function ADE DSS-MDE [8] Ray and Liew [6] ECT [23] Ray and Saini [24]
X 0.7886751376014 0.7886751359 0.7886210370 0.78976441 0.795
Xo 0.4082482819599 0.4082482868 0.4084013340 0.40517605 0.395
f(x) 263.895843376 263.8958434 263.8958466 263.896710000 264.300
FFES 45,000 15,000 17,610 55,000 2712
Copyright © 2010 SciRes. ENGINEERING
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Table 3. Comparison of statistical
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results for spring design over 30 runs.

Algorithms Best Median Mean Worst Std FFES
ADE 0.0126652328 0.0126652458 0.0129336018 0.02064372078 1.46e-03 60,000
SiC-PSO [20] 0.012665 NA 0.0131 NA 4.1e-04 24,000
FSA [25] 0.012665285 NA 0.012665299 0.012665338 2.2e-08 49,531
DSS-MDE [8] 0.012665233 0.012665304 0.012669366 0.012738262 1.25e-05 24,000
Ray and Liew [6] 0.01266924934 0.012922669 0.012922669 0.016717272 5.92e-04 25,167
Coello [26] 0.01270478 0.01275576 0.01276920 0.01282208 NA 900,000
Table 4. Comparison of best solutions found for spring design.
Function ADE SiC-PSO [20] DSS-MDE [8] FSA [25] He et al. [7]
X 0.35674653865 0.354190 0.3567177469 0.35800478345599 0.356750
Xo 0.05169025814 0.051583 0.0516890614 0.05174250340926 0.051690
X3 11.28727756428 11.438675 11.2889653382 11.21390736278739 11.287126
f(x) 0.0126652328 0.012665 0.01265233 0.012665285 0.012665
FFES 60,000 24,000 24,00 49,531 15,000
Table 5. Comparison of statistical results for pressure vessel design over 30 runs.
Algorithms Best Median Mean Worst Std FFES
ADE 5885.3327736 5885.3327785 5885.3349564 5885.3769425 8.66e-03 75,000
SiC-PSO [20] 6059.714335 NA 6092.0498 NA 12.1725 24,000
Ray and Liew [6] 6171.00 NA 6335.05 NA NA 20,000
He etal. [7] 6059.714 NA 6289.929 NA 3.1le+2 30,000
Montes et al. [3] 6059.702 6059.702 6059.702 6059.702 1.0e-12 24,000

and Liew [6] respectively. The mean and worst values
obtained by ADE are the best among three algorithms,
while the FFES (45,000) of ADE is also the highest. And
we also find that these algorithms can find the near-op-
timal solutions. From Table 2, we can see that ADE can
find the best value when compared with respect to
DSS-MDE [8], Ray and Liew [6], ECT [22] and Ray and
Saini [23]. The best result obtained by ADE is

f (X) =263.8958433764684,
corresponding to
X =[x, %, ]=[0.78867513760142, 0.40824828195990]
and constraints
[9:(X), 92(X), 93(X) 1]
=[0, -1.46410162480516, -0.53589837519484].

For spring design problem, the experimental results
are given in Tables 3-4. According to Table 3, ADE,

Copyright © 2010 SciRes.

Sic-PSO [20], FSA [24], DSS-MDE [8] can find out the
best value when compared with respect to Ray and Liew
[6] and Coello [25]. The median value obtained by ADE
is better than obtained by other methods, but the mean
and worst values are worse, this is because that ADE can
only find 29 near-optimal solutions in 30 runs and the
other is an exception solution (i.e., the worst value is
0.02064372078). Table 4 presents the detail of each best
value obtained by ADE, SiC-PSO [20], DSS-MDE [8],
FSA [24] or He et al. [7] respectively. The best result
obtained by ADE is

f (X) = 0.01266523278832,
corresponding to
X=[%1, X5, %3]

=[0.35671785021031, 0.05168906567225,
11.28895927857073]

and constraints
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[9:(X),92(%), 93(X), 94(X)]
=[-2.220446049250313¢e-016, -4.4408
92098500626¢-016, 4.05378584839796,
-0.72772872274496].

For pressure vessel design problem, the experimental
results are given in Tables 5-6. According to Table 5, the
best, median, mean, worst and standard deviation of val-
ues obtained by ADE are the best when compared with
respect to Sic-PSO [20], Ray and Liew [6], He et al. [7],
and Montes et al. [3], while the FFES (75,000) of ADE
is also the highest. Table 6 presents the detail of each
best value obtained by ADE, SiC-PSO [20], Ray and
Liew [6], He et al. [7] or Montes et al. [3] respectively.
The best result obtained by ADE is

f (X) =5885.332773616458,
corresponding to
X=[%1,X2, X3, %4]

=[0.778168641375, 0.384649162628,
40.319618724099, 200]

and constraints

[9:(X),92(X), 95(X), 94(X)]
=[-1.110223024625157¢-016,0,0,-40].
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For welded beam design problem, the experimental
results are provided with Tables 7-8. According to Table
7, the best, median, mean, worst and standard derivation
of values obtained by ADE are slightly worse than those
obtained by DSS-MDE [8] and are better than those ob-
tained by Ray and Liew [6], FSA [25] and Deb [1].
However, the FFES (75,000) of ADE is the highest. Ta-
ble 8 presents the detail of each best value obtained by
DSS-MDE [8], He et al. [7], FSA [25], Ray and Liew [6],
and Akhtar et al. [9] respectively. The best result ob-
tained by ADE is

f (X) = 2.3809565 8032252,

corresponding to
X=[X1, Xz, X3, %]
=[0.24436897580173, 6.21751971517460,

8.29147139048 684, 0.24436897580173]
and constraints

[9:%), 92(%), 95(X), 94(X), 95(X), g6(X), 97(X)]

=[-1.091393642127514e-011, -3.310560714453459-010,
-1.387778780781446e-016, -3.02295458760400,
-0.11936897580173, -0.23424083488769,
-1.273292582482100e-011].

Table 6. Comparison of best solutions found for pressure vessel design.

Function ADE Sic-PSO [20] Ray and Liew [6] Heetal. [7] Montes et al. [3]
X 0.7781686414 0.812500 0.8125 0.8125 0.8125
X, 0.3846491626 0.437500 0.4375 0.4375 0.4375
X3 40.319618724 42.098445 41.9768 42.098446 42.098446
X4 200 176.636595 182.9768 176.636052 176.636047
f(x) 5885.3327736 6059.714335 6171.0 6059.7143 6059.701660
FFES 75,000 24,000 20,000 30,000 24,000
Table 7. Comparison of statistical results for welded beam design over 30 runs.
Algorithms Best Median Mean Worst Std FFES
ADE 2.380956580 2.380956580 2.380956585 2.380956708 2.35e-08 75,000
DSS-MDE [8] 2.38095658 2.38095658 2.38095658 2.38095658 3.19%-10 24,000
Ray and Liew [6] 2.3854347 3.2551371 3.0025883 6.3996785 0.959078 33,095
FSA [25] 2.381065 NA 2.404166 2.488967 NA 56.243
Deb [1] 2.38119 2.39289 NA 2.64583 NA 40,080
Copyright © 2010 SciRes. ENGINEERING
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Table 8. Comparison of best solutions found for welded beam design.

Function ADE DSS-MDE [8] Heetal. [7] FSA [25] Ray and Liew [6] Akhtar et al. [9]
X1 0.24436897580 0.2443689758 0.244369 0.24435257 0.244438276 0.2407
Xo 6.21751971517 6.2175197152 6.217520 6.2157922 6.237967234 6.4851
X3 8.29147139049 8.2914713905 8.291471 8.2939046 8.288576143 8.2399
Xy 0.24436897580 0.2443689758 0.244369 0.24435258 0.244566182 0.2497
f(x) 2.38095658032 2.38095658 2.380957 2.381065 2.3854347 2.4426
FFES 75,000 24,000 30,000 56,243 33,095 19,259
Table 9. Comparison of statistical results for speed reducer design over 30 runs.
Algorithms Best Median Mean Worst Std FFES
ADE 2994.4710662 2994.4710662 2994.4710662 2994.4710662 1.85e-012 120,000
DSS-MDE [8] 2994.471066 2994.471066 2994.471066 2994.471066 3.58e-012 30,000
Ray and Liew [6] 2994.744241 3001.758264 3001.7582264 3009.964736 4.0091423 54,456
Montes et al. [27] 2996.356689 NA 2996.367220 NA 8.2e-03 24,000
Aknhtar et al. [9] 3008.08 NA 3012.12 3028 NA 19,154

Table 10. Comparison of best solutions found for speed reducer design.

Function ADE DSS-MDE [8] Ray and Liew [6] Montes et al. [27] Akhtar et al.[9]
X1 35 35 3.50000681 3.500010 3.506122
Xy 0.7 0.7 0.70000001 0.7 0.700006
X3 17 17 17 17 17
X4 7.3 7.3 7.32760205 7.300156 7.549126
Xg 7.715319911478 7.7153199115 7.71532175 7.800027 7.859330
X 3.350214666096 3.3502146661 3.35026702 3.350221 3.365576
X7 5.286654464980 5.2866544650 5.28665450 5.286685 5.289773
f(x) 2994.4710662 2994.471066 2994.744241 2996.356689 3008.08
FFES 120,000 30,000 54,456 24,000 18,154
Table 11. Comparison of statistical results for himmelblau’s nonlinear optimization problem.
Algorithms Best Median Mean Worst Std FFES
ADE -31025.56024 -31025.56024 -31025.56024 -31025.56024 5.91e-010 90,000
COPSO [28] -31025.56024 NA -31025.56024 NA 0 200,000
HU-PSO [29] -31025.56142 NA -31025.56142 NA 0 200,000
Copyright © 2010 SciRes. ENGINEERING
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Table 12. Comparison of best solutions found for himmelblau’s nonlinear optimization problem.

Function ADE COPSO [28] HU-PSO [29] Colleo [21] Homaifar et al. [30]
X 78.00000000000000 78 78.0 78.0495 78.0000
Xo 33.00000000000000 33 33.0 33.0070 33.0000
X3 27.07099710517604 27.070997 27.070997 27.0810 29.9950
X4 45.00000000000000 45 45.0 45.0000 45.0000
X5 44.96924255010549 44.969242 44.96924255 44.9400 36.7760
f(x) -31025.56024249794 -31025.56024 -31025.56142 -31020.859 -30665.609
FFES 90,000 200,000 200,000 NA NA

For speed reducer design problem, the experimental
results are given in Tables 9-10. According to Table 9,
the best, median, mean, worst and standard derivation of
values obtained by ADE and DSS-MDE [8] are superior
to those obtained by Ray and Liew [6], Montes et al. [27]
and Akhtar et al. [9] respectively, while the FFES
(120,000) of ADE is the highest. Table 10 shows the
detail of each best value obtained by ADE, DSS-MDE
[8], Ray and Liew [6], Montes et al. [27] and Akhtar et
al. [9] respectively. The best result obtained by ADE is

f(X) =2994.47106614682020,

corresponding to

X=[X1, Xz, X3, Xg, X5, X, X7]
=[35,0.7,17,7.3,7.71531991147825,
3.35021466609645, 5.28665446498022]

and constraints

[9:(¥), 92(X) » 93(X) » 94(X) , 95(X) , 96 (X) , 97(X)

g8()_(.) ' 99()_(.) ' glO ()_(.) ) gll()—() ]

=[-0.07391528039787, -0.19799852714195,
-0.49917224810242, -0.90464390455607,
-6.661338147750939e-016, 0, -0.70250000000000,
-2.220446049250313e-016, -0.58333333333333,
-0.05132575354183, -8.881784197001252e-016].

For Himmelblau’s nonlinear optimization problem, the
best, median, mean, worst and standard derivation of
values is shown in Tables 11-12, it is clearly seen that
ADE, COPSO [28], and HU-PSO [29] all can find one
near-optimal solution after a single run. Additionally,
ADE only requires 90,000 FFES, which is superior to
other several algorithms, such as COPSO [28] 200,000
FFES and HU-PSO [29] 200,000 FFES. The best result
obtained by ADE is

f(X) =-3.1025.56024249794,
corresponding to

Copyright © 2010 SciRes.

X=[X, Xz, %3, X4, %5]
=1[78, 33, 27.07099710517604, 45,
44.96924255010549]

and constraints

[9:(X), 92(X), 93(X), 94(X), 9s(X), ge(X)]
=[0, -92, -9.59476568762383, -10.40523431237617,
-5, 0].

In sum, compared with respect to several state-of-the-
art algorithms, ADE can perform better on six bench-
mark test problems. It is clearly shown that ADE is fea-
sible and effective to solve constrained optimization
problems in engineering design. The reason is that ADE
uses multi-parent mutation to generate a better offspring,
and applies self-adaptive control parameter and effective
repair rule etc.

5. Conclusions and Future Work

This paper proposes an adaptive differential evolution
(ADE) algorithm for constrained optimization in Engi-
neering Design. Firstly, ADE employs the orthogonal
design method to generate the initial population to im-
prove the diversity of solutions. Secondly, a multi-parent
mutation scheme is developed to improve the capacity of
exploration and the convergence speed of ADE. Thirdly,
in order to improve the adaptive capacity of crossover
operator, a new approach to adjusting the crossover rate
is presented. In addition, ADE introduces a new repair
rule and a constraint handling technique of the feasi-
ble-based rule is also applied when comparing two solu-
tions at a time. Finally, ADE is tested on six constrained
engineering design optimization problems taken from the
specialized literature. Compared with respect to several
state-of-the-art algorithms, the experimental results show
that ADE is highly competitive and can obtain good re-
sults in terms of a test set of constrained optimization
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problems in engineering design. However, there are still
some things to do in the future. Firstly, we will further
validate ADE in the case of higher dimensions. Secondly,
we also will take some measures to improve the conver-
gence speed during the evolutionary process. Addition-
ally, testing some initial parameters of ADE is another
future work.
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Abstract

In order to investigate the initiation mechanism of landslide and debris flow occurring on a gentle slope. The
formation and evolution of water film (or crack) in saturated sand is analyzed by numerical and theoretical
simulations under given conditions. First a psudo-three-phase model is presented considering the movement
of skeleton and water and the erosion. Secondly, difference method is used to analyze the formation condi-
tions and the evolution of the velocity of water and pore pressure and porosity. Thirdly, a simplified theo-
retical method is presented based on the consolidation theory to analyze the initiation, expansion and close. It
is shown that there are stable water films when some point is blocked and the state keeps unchangeable or
there exists a thin layer with very low permeability. Once the blocked point is open, the water film will dis-
appear gradually. The evolution of water film may be calculated by a simplified method. The analytical re-

sults are agreement well with that of Kokusho.

Keywords: Water Film, Saturated Sand, Liquefaction, Percolation, Erosion

1. Introduction

It is often observed that sand deposit on slope spreads
laterally or even turns into landslide or debris flow, espe-
cially after earthquakes. When the deposit is multilayered,
a water film will form once it is liquefied [1], which may
serve as a sliding surface for the postliquefaction failure.
As a result, landslide or debris flow may happen on very
gentle slope. Seed [2] was the first to suggest that the
existence of “water film” in sand bed is the reason of slo-
pe failures in earthquakes. Later, some researchers [3-5]
performed some experiments to investigate the formation
of “water film” in layered sand or in sand containing a
seam of non-plastic silt. However, the mechanism of cra-
cks or “water film” in sand with porosity distributed con-
tinuously is not very clear.

A theoretical and numerical analysis is presented in
this paper. Firstly, we present a pseudo-three-phase mod-
el describing the moving of liquefied sand and give some
theoretical analysis. Then we give the numerical simula-
tions under four initial and boundary conditions. Secon-
dly, we present a simplified method to analyze the evolu-
tion of the water film.

2. Formulation of the Problem

Consider a saturated horizontal sand stratum, with the

Copyright © 2010 SciRes.

porosity changing only vertically. The fine grains may be
eroded from the skeleton and the eroding relation is as-
sumed as follows [6-7]

L(@Nﬁ)zi(u_q)
s\ ot ox) TU u

if —&(x,0)< Q. Q(x) 1)
Ps Ps
i(@+uS @j <0 otherwise, including u=0 (2)
ps \ Ot OX

where the x axis is upward, Q is the mass of sand
eroded per unit volume of the sand/water mixture, p, is
the density of the grains, u and u, are the velocities
of the percolating fluid containing fine sand particles and
the sand grains, q is the volume fraction of sand car-
ried in the percolating fluid, T and u* are physical pa-
rameters, A is a small dimensionless parameter, &(x,t)
is the porosity, Q,(x) is the maximum Q that can be

eroded at x.

Considering the eroding of the fine grains, a psudo-
three-phase model is presented here. The mass conserva-
tion equations are:
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8(g—q)p+8(g—q)pu =0 (3)
ot OX
%4_%:@4_[] @ (4)

ot OX ot ° oo

a(lx)ps + a(l_g)psus _ Q _us@ (5)
X ot OX

in which p is the density of water. From these follows a
general equation:

au+(L-s)g =U(t) (6)

in which U (t) is the total mass of fluid and grains at a
transect. The momentum equations may be written as

e (AL i)
(e q)p+qps(6t+uaxj— Jre k(=) (7

[(e-a)e+ap,]o
(e-ako+anf Zru 1o Lo, 2

ot ox Sox
__ 0P 90 y._ (- (8)
o o [(e-a)o+ap.Jo-[1-e)psg
NEWETAN
ot s ox

in which Equation (7) denotes the momentum conserva-
tion of grains, Equation (8) denotes the total momentum
conservation, the last term on the right hand side of
Equation (8) denotes the momentum caused by the

eroded fine grains, p is the pore pressure, K is the
permeability, o, is the effective stress, 6 is the slope.

Here K is assumed to be a function of ¢ and Q in
the following form

k(e.a)=ko(a.6)=ko(~ g + pe) ©)
in which «, are parameters and 1< f<<a , we

choose to let o much greater than B, so that changes in g
overweighs that of .

3. Numerical Simulations

Based on the model presented above, we will analyze the
occurrence of the crack in saturated sand, This case is
about the cracks in a liquefied sand (o, =0, 7~ 0) wh-

ere the grains sink while the water is pressed to move
upward just like the consolidation. Here, the sand col-
umn is assumed to be long enough to neglect the bound-
ary effects. At the same time, we neglect some factors
which may be important in other cases. We will simulate
this problem by different methods.

Being an appropriate constant, the mass conservation

Copyright © 2010 SciRes.

Equation (6) yield
al+1-eu,=U(t)=0 (10)

assuming both u and us to be zero at x=0.

Let T be the appropriate characteristic time in Equa-
tion (10), u, the characteristic velocity and L the charac-
teristic length, and let

- u t X
Uu=—,7=—,
U, T

o, (1)

E=

Then Equations (3) and (4) can be rewritten in the
non- dimensional form:

02, OeU_o U q

or 9  u*(l-¢) 12)
6_q+6qu:l—J Uy _q

ot 0&  u*(l-¢)

For Tg/u, >>1, the inertia terms are negligible and the
last equation of Equation (8) becomes

u :[1__‘9)2(5_(1) £ (q,g)w
&

. (13)

2
{1‘—8) (e-0)f(q.2)
&

where u; is
Uy =Kops9d—p/ ps) - (14)
Now the problem reduces to finding &(&,7) and

q(&,7) as solutions to Equation (12). The initial condi-
tions are clearly

£(£,0)=£0(¢),q(5.0)=0 (15)

In order to de-couple the problem from the complica-
tion arising from the effect of the consolidation wave due
to the bottom of the sand column, we assume that the
sand column is very tall so that cracks may develop be-
fore the consolidation wave arrives.

4. Numerical Results and Analysis

In this section, we will solve Equation (17) by using of

the finite differential method under two types of initial

conditions to study the evolution of water film.
Parameters adopted in simulation are as follows(Lu et

al., 2007): B=47~56, p,=2400kg/m*, p,=1000kg/m°,
u*=0.04, ky=4x10°m/s, a=1,«=50.0, a=0.08,

time step Az =9x107*, step length Ax =0.01, critical
pore pressure P, =0.25MPa, L is the length of the
sand column.
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The results are given as follows:

1) Condition 1: The initial porosity changes continu-
ously, and assuming that once a place is choked, the
choked state keeps unchangeable.

It is shown from Figure 1 that when some position is
choked, the porosity just below this position increases
gradually till it equals 1.0. We think there is a water film
full of water occurring here. Once it occurs, the water
film expands gradually.

Figure 2 shows the velocity development of pore wa-
ter. It is shown that the velocity of pore water first in-
creases because of the high hydraulic gradient. Never-
theless, with the decrease of porosity and the permeabil-
ity, the velocity decrease to near zero. Outside the water
film, the velocity of pore water changes little. We may
think there is discontinuity exists between inside and
outside the water film.

Figure 3 shows the development of the fine grains
eroded from the skeleton. It is shown that at the choked
position, the sum of fine grains decreases fast because of
the small velocity difference between the pore water and
grains, while above the choked position, the sum of fine
grains increases fast. The eroded fine grains are related
with the velocity difference between pore water and

10.0s
20.091s
30.901s
4 13.501s

T T T T T T
(0] 20 40 60 80 100
Depth (cm)

Figure 1. Development of porosity under assumption 1.
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Figure 2. Development of velocity of pore water under as-
sumption 1.
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Figure 4. Development of pore pressure under assumption 1
('minus denotes compressive pore pressure).

grains according to Equations (1) and (2). Therefore, in
the water film, the eroded fine gains q is very small
because the velocity difference is near zero, while it is
big above the water film because the velocity difference
is big. Some distance away from the water film, the
eroded fine grains is very small and does not change with
position.

Figure 4 shows the distribution of pore pressure. It can
be seen that the pore pressure is discontinuity. The peak
of the pore pressure is at the choked point. It causes the
pore water percolate upward and the porosity above the
choked point increase. The pore pressure below the
choked position becomes from the initial continuous to
increase suddenly. The reason is that the chocked posi-
tion leads the pore water flow difficult and thus causes
the pore pressure increase.

The reason may be explained as follows: when the
sand column is choked, the velocity of pore water de-
creases to near zero and a high hydraulic gradient forms
at this position because the porosity is very small. Thus
the discontinuity of the pore water velocity, grain veloc-
ity and the amount of fine grains eroded from the skele-
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ton occurs. The pore water beneath the choked position
flows upwards but passes through the choked position
very difficult, which leads a net inflow of pore water just
beneath the choked position. Therefore, water film forms
gradually at this position. With the pore water beneath
the choked position flows upwards while the grains sink
gradually, the water film becomes wider and wider. The
expanding velocity of water film is equal to that of the
discontinuity

S e

where ug,&* denotes the velocity of grains and poros-

ity in the water film and thus uJ =0,&" =1, ug,&”

denotes the velocity of grains and porosity beneath the
water film. It can be seen that the expanding velocity of

water film is the same as the settlement velocity of grains.

This velocity will change with the other parameters of
the sand column.

2) Condition 2: The porosity distribution is the same
as that in Condition 1, but there is no choking-state-
keeping assumption.

It is shown from Figure 5 that when some position is
choked, the porosity at this position increases gradually
till water film occurs. If the choked position is dredged
again when the pore pressure is over the critical pore
pressure, the pore pressure at the chocked position de-
creases gradually, and the pore water and grain velocities
becomes smooth from discontinuity states. At last, water
film disappears.

Figure 6 gives the development of velocity of pore
water under Condition 2. It is shown that the velocity of
pore water develops to be discontinuity at the first stage
after water film occurring. When the choked position is
dredged, the velocity of pore water below the chocked
position increases while the velocity in water film is still
zero. The increase may be that the pore water flows
through the once chocked position and the pore pressure
decreases gradually. At last, the velocity of pore water
becomes smoothly.
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Figure 5. Development of porosity under assumption 2.
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Figure 6. Development of velocity of pore water under as-
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Figure 8. Development of pore pressure under assumption
2.

Figure 7 gives the distribution and development of the
eroded fine grains under Condition 2. It is shown that the
distribution of eroded fine grains is sharply decreased in
the water film, but with the disappearing of water film,
the velocity of pore water increases first and then de-
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creases, so the eroded fine grains increase first at the
position once being water film, and then the distribution
of eroded fine grains becomes smooth.

Figure 8 gives the development of pore pressure under
Condition 2. It is shown that the development of pore
pressure increases fast once the chocked position forms.
Nevertheless, with the dredging, the water film disap-
pears gradually and the pore pressure decreases gradu-
ally.

At the first stage, the water film forms similar to that
under Condition 1. Nevertheless, once the pore pressure
is over the critical value, water can flow through the
choked position again. The grains above the choked po-
sition catch up the grains beneath the choked position.
The pore pressure becomes smoothly gradually and the
water film disappears.

5. A Simplified Evaluation Method

Although the numerical simulation may give more in-
formation about the evolution of the water film, a simpli-
fied method is needed. Florin et al. [8] pointed out that
when the settling particles reach solid material, which is
usually the non-liquefied underlying soil, or the con-
tainer base in an experiment, they accumulate to form a
solidified zone which increases in thickness with time. A
solidification front therefore moves upward until it
reaches the surface or the overlying non-liquefied mate-
rial. Zhang et al. [5] and Scott et al. [9] had analyzed the
development of the solidification. Here we present a
simplified analytical method of the water film in satu-
rated sand with initial non-uniform grade series.

Assuming that the whole mass reaches its terminal
velocity, k, which is the permeability, instantaneously at
the end of liquefaction, Florin gave an expression for the
constant velocity, Z, of the solidification front:

POl ' (16)
Pu M=y

inwhich p = p, — p,, is the buoyant unit weight of the

liquefied soil, N, is the porosity of the liquefied soil,
n, isthe porosity of the solidified soil.

From Equation (16), we can obtain the duration of lig-
uefaction and subsequent excess pore pressure decline
for any point in the soil column.

t=Lulz b (17)
p 1-n k

h is the height of any point in the soil column.
The final settlement of the top surface of the sand
layer is

Copyright © 2010 SciRes.

AL :MH (18)
1+n,

This occurs at time given by Equation (17), so the rate
of settlement is
§, = rk (19)
The settlement at any time is
k
s, =Lt (20)
Yw

The settlement velocity v, of the elements above the

water film is determined by the combined permeability
ks of the middle layer and the upper layer [10]:

(1)

The upward seepage flow has the same velocity:

V=K, (22)

ie is the average hydraulic gradient.

In fact, the particles and solidified soil are compressi-
ble, the skeleton may consolidate by the geostatic stress
after the solidification. If the permeability is small, the
excess pore pressure does not disperse immediately with
the increase of solidification zone. The deform of the
skeleton of the sand by the geostatic stress in the solidi-
fication zone may be expressed as [5]

L
s, =5"m—fx2(t) (23)

in which the compressible modulus m, is assumed as a

constant. The percolation is assumed to obey the Darcy
lay. The total deformation is:

As = As;+As, (24)
Instituting Equations (16) and (23) into (24), it yields
As =201 (77 4 Ag)+ P9 17 (25)
1-ny, m
The settling velocity of the surface is

AS _ P (26)
At py,

The increase velocity of the thickness of solidification
is
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Az _kp [fng-my 1-m pg, 27)
At py 1-n, 1-ny mg
The time for the solidification front to arrive at any
location is

= PLu) o=, 1170 pg 2 (28)
ko | 1-n 21-ny m;

The side friction, if influential in the situation, may be
expressed as

o5 = 1Koo, (29)

This effect should be considered in the pore-pressure-
gradient.

The effect of the changes of porosity on the perme-
ability is considered here using a linear relation:

k = ko[t —a(ng —n)] (30)

in which k, is the initial porosity, « is a parameter,
n, is the initial porosity, k is the permeability when

the porosity is n.

Thus, by considering Equations (29) and (30) in the
pore pressure gradient and the consolidation of the so-
lidification zone, we can compute the course that the
water film increases and closes.

6. Comparison with the Experimental Results

The results are compared with the experimental data of
Kokusho [10] (Figure 5). In Kokusho’s experiment, a
saturated loose sand layer of 200cm depth sandwiches a
seam of nonplastic silt in the middle (96 cm from the
bottom). The initial void ratios of the upper, the middle
and the lower sand layers are 0.924, 1.5 and 0.831, re-
spectively; and the initial permeability coefficients are
0.04 cm/s, 0.00018 cm/s and 0.04 cm/s, respectively. The
silt seam is about 4mm thick. The saturated sand is in a
tube with an inner diameter of 13 cm and a height of
211.5 cm. The one-dimensional sand layer is instantane-
ously liquefied under a loading caused by a steel hammer.
In the computation for comparison, we adopted the data in
Kokusho [10] (Table 1). In Figure 9, we can see that the
two results are agreement with each other in some extent.

1.2+
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b
S 1 results of this paper
S 0.64 2 Kokusho's results
c O
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5}
S 0.34
0.0 [ |
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Time (s)

Figure 9. The comparison of our results with the experi-
mental of Kokusho [10].

7. Conclusions

Numerical simulations under four conditions have shown
that the stable water films occur only in the conditions
that: (1) the porosity of the upper part of the sand column
is smaller than that of the lower, and (2) the keeping of
the jamming state or the effective stress to prevent the
free dropping of the grain or the skin friction in Koku-
sho’s experiments is needed. A simplified method for
evaluating the thickness of water film is presented and
the computed results are close to the experimental re-
sults.

Although some main characteristics of the formation
of water film are obtained based on the presented model,
some improvements such as the erosion relation Equa-
tion (1) and the permeability function Equation (9) are
needed in order to make the model more practical. The
analyze on the evolution of the sand column in two and
three dimensions will be processed in the future.
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Table 1. The data of the parameters.

sand Thickness (cm)  Relative density (%)  Permeability coefficient (cm/s)  Initial pore ratio  The max. strain (%)
The upper layer of sand 103.6 14 0.04 0.924(0.48) 24
seam 0.4 1.8E-4 1.5(0.6) 2.4
The lower layer of sand 96 39 0.04 0.831(0.454) 0.95
Copyright © 2010 SciRes. ENGINEERING
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