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ABSTRACT 
 
Although a great deal of research has been un-
dertaken in the area of the annotation of gene 
structure, predictive techniques are still not 
fully developed. In this paper, based on the cha- 
racteristics of base composition of sequences 
and conservative of nucleotides at exon/intron 
splicing site, a least increment of diversity al-
gorithm (LIDA) is developed for studying and 
predicting three kinds of coding exons, introns 
and intergenic regions. At first, by selecting the 
64 trinucleotides composition and 120 position 
parameters of the four bases as informational 
parameters, coding exon, intron and intergenic 
sequence are predicted. The results show that 
overall predicted accuracies are 91.1% and 
88.4%, respectively for A. thaliana and C. ele-
gans genome. Subsequently, based on the po-
sition frequencies of four kinds of bases in re-
gions near intron/coding exon boundary, initia-
tion and termination site of translation, 12 posi-
tion parameters are selected as diversity source. 
And three kinds of the coding exons are pre-
dicted by use of the LIDA. The predicted suc-
cessful rates are higher than 80%. These results 
can be used in sequence annotation. 
 
Keywords: Exon; Intron; Intergenic Region; Splice 
Site; Increment of Diversity 
 
1. INTRODUCTION 

With the completion of the genomes sequencing, more 
and more efforts were being put into understanding the 
functional elements encoded in a genome [1,2,3,4,5,6]. 
Annotation of gene structure in eukaryotic genomes cur-
rently involves both computational and experimental 

approaches [7,8,9,10]. Driven by this explosion of ge-
nome data and a need to analyze draft data quickly, 
genefinding programs have also proliferated, particularly 
those that were designed for specific organisms [11,12, 
13,14,15]. However, the accuracy was still far from sat-
isfaction [16]. 

Gene prediction methods can be generally classified 
as composition-based and similarity-based methods. 
Composition-based methods, also called ab initio gene- 
finding method, contain two important aspects: type of 
information and the algorithm. Most types of informa-
tion measure either codon usage bias, base composi-
tional bias between codon positions or splice site as well 
as periodicity in base occurrence. Several sophisticated 
algorithms that deduce the presence of a gene feature 
using signals and content information have been devised 
including GenScan [17], Fgenes [18], Genie [19] and 
MZEF [20]. Although some satisfactory results were 
obtained by using above software, a considerable pro-
portion of missing or incorrect exon and over predictions 
were found by using an experimentally validated dataset 
of some genomic sequences [21]. On the other hand, 
most ab initio gene prediction programs performed pre-
diction based on large parameters. For example, 12,288 
parameters were needed by GeneMark [22]. It will de-
duce unreliable prediction results for small genome [23]. 
Similarity-based methods such as Genewise [24] and 
Procrustes [25] predicted a gene relied on homolog se-
quences. These methods showed a high sensitivity and 
specificity for predicting genes whose sequence is 
closely related to the known input sequence. But some 
species-specific genes are likely to be missed [7]. In or-
der to improve prediction, the programs of combing 
protein sequence similarity with ab inito gene-finding 
algorithms such as GenomeScan [26] were proposed. 
Despite great progress, the experiment highlighted errors 
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with the various predictions and indicated that both types 
of gene prediction programs are currently unable to de-
termine whole gene structures consistently [27]. 

Although programs for splice site and gene structure 
recognition have reached a high level of performance on 
internal coding exons, standard splice sites might not be 
sufficient for defining introns in the genomes [28]. And 
prediction of splice sites in non-coding regions of genes 
is one of the most challenging aspects of gene structure 
recognition. The distinguishing intergenic region from 
intron should be very useful to understand the features of 
the noncoding and regulatory regions. In addition, find-
ing first exons still remains a challenge, except where 
the true full-length mRNA sequences are available. Un-
fortunately, most of the available mRNA sequences are 
incomplete at their 5’ends and do not provide informa-
tion about first exons. Apparently, the recognition of 
exon, intron and intergenic DNA at the meanwhile is 
very helpful for gene recognition. Specially, it is diffi-
culty to distinguish intron from intergenic sequence in 
past algorithm. 

In this paper, our goal is to provide a new computa-
tional method to predict gene structure base on least in-
crement of diversity algorithm (LIDA). The diversity 
measure was first introduced and employed in biological 
classification [29]. It is a kind of information description 
on state space and a measure of whole uncertainty and 
total information of a system derived from information 
theory. To compare the similarity of two sources, one 
defines the increment of diversity (ID) by the difference 
of the total diversity measure of two systems and the 
diversity measure of the mixed system. It can be proved 
that the higher the similarity of two sources, the smaller 
the ID. So, the increment of diversity of two sources is 
essentially a measure of their similarity level. 

Here, according to the theory of diversity, we firstly 
predict coding exons, introns and intergenic sequences 
of A. thaliana and C. elegans based on the analysis of 
the compositional differences in near splice sites and 
conserved sequence segments of the three kinds of se-
quences (exons, introns and intergenic sequences) in the 
complete genome of these two model organisms. Sub-
sequently, three kinds of coding exons (first coding ex-
ons, internal coding exons and last coding exons) are 
predicted by use of the least increment of diversity algo-
rithm. It may be useful for improving the prediction of 
splice sites. 

2. EXPERIMENTAL 

2.1. Data Sample 

The A. thaliana and C. elegans genomic DNA sequences 
are obtained from Genbank. The coding exons, introns 
and intergenic sequences are respectively extracted from 

the above genomes. According to the length distribution, 
we divide all sequences of one chromosome into three 
types of subsets. The ranges of three subsets are respec-
tively (30-200bp), (200-500bp) and (>=500bp) for exon 
and intron sequences, (30-2000bp), (2000-5000bp) and 
(>=5000bp) for intergenic sequences. 

The 15609 first coding exons, 67408 internal coding 
exons and 15791 last coding exons are extracted from A. 
thaliana complete genome. The 10904 first coding exons, 
87743 internal coding exons and 11035 last coding ex-
ons are extracted from C. elegans complete genome. The 
subsequences with 9 bases length flanking 5’ boundary 
sites (from –5th site to +4th site) and 3’ boundary sites 
(from –4th site to +5th site) are meanwhile extracted re-
spectively from above genome sequences. 

2.2. Least Increment of Diversity Algorithm 
(LIDA) 

Due to increment of diversity (ID) can measure incre-
ment of whole uncertainly (or information) between two 
data sources, it has been widely applied in bioinformat-
ics investigation, such as protein structural class predic-
tion [30], subcellular location of apoptosis protein [31] 
and secretory protein prediction [32]. For the purpose of 
improving prediction capability, ID combined with other 
predictive model was applied in exon/introns splice site 
prediction [33], human PolII promoter prediction [34] 
and protein predictions [35,36,37,38,39,40,41,42]. For 
reader’s conveniences, the theory of diversity is intro-
duced as follows. 

Definition 1. For a state space X{n1,n2,…,ns} consist-
ing of s information symbols, if ni indicates the numbers 
of the i-th state, then the diversity for diversity source 
X:[n1, n2,…, ns] is defined as [30], 


s

iis nnNNnnnDXD
1

21 loglog),...,,()(     (1) 

here  s

i inN . It is easily proved that the diversity 

equals N fold of information entropy [43]. 
Definition 2. If there are two sources of diversity in 

the same space of s dimension, X:[n1, n2,…, ns] and 
Y:[m1, m2,…, ms], we may define the increment of diver-
sity as 

)()()(),( YDXDYXDYX       (2) 

where D(X+Y) is the measure of diversity of the mixed 
source X+Y:[n1+ m1, n2+ m2,…, ns+ ms]. Note that 

),( YX  is a function of two sources. It is easily proved 

that the increment of diversity [Eq.(2)] is nonnegative 
and symmetry. Therefore,  is regarded as a 

quantitative measure of the similarity level of two inde-
pendence systems. 

),( YX
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2.3. Prediction of Exon, Intron and      
Intergenic Sequence 

One DNA sequence can be represented by a diversity 
source: X: [Si,, Njk  , Mlk ], where Si means the absolute 
frequency of the i-th trinucleotide in the sequence 
(i=1,2,…,43); Njk means the absolute frequency of base k 
at the j-th position from the beginning of 5’ boundary 
(j=1, 2, …, 15), Mlk means the absolute frequency of 
bases k at the l-th position from the end of 3’ boundary, 
(l=–1, –2, …, –15). By calculating above 180 
(43+15×4+15×4) parameters of exons, introns and inter-
genic sequences in standard sets (training sets), we de-
duce three standard sources of diversity : [X ,, 21

 nn  

184...n

ie ,,

] in the state space of 184 dimensions. (here 

g  indicates respectively the exon, intron and 

intergenic sequence.) Three standard measures of diver-
sity can be deduced by use of similar equations as Eq.(1), 
namely 


 kk k nnNNXD loglog)(

184

1 
      (3) 

where = (k=1, 2, …, 184), (N  

184

1k kn gie ,, ). 

Suppose that X is a DNA sequence whose class is to 
be predicted. In the same state space, the measure of 
diversity of sequence X can be expressed as: 

kk k mmMMXD loglog)(
184

1 
       (4) 

where (k=1, 2, …, 184).  


184

1k kmM

The increments of diversity between the diversity 
source X: [ ] and the three standard diver-

sity sources : [ ], (here 

18421 ,..., mmm

X 
21 ,nn 

184,...n gie ,, ) are 

)()()(),(  XDXDXXDXX  ( gie ,, ) 

(5) 

Sequence X can be predicted to be the class for which 
the corresponding increment of diversity has the mini-
mum value, and can be formulated as follows. 

)},(),,(),,({Min),( XXXXXXXX gie     (6) 

where ξ can be e, i or g and the operator Min means 
taking the minimum value among those in the parenthe-
ses, then the ξ in Eq.(6) will give the sequence class to 
which the predicted sequence X should belong. 

2.4. Prediction of Three Kinds of Coding 
Exons 

For each coding exon, the following three kinds of 
codon positions are investigated to select optimal pa-
rameters. 

1) The three bases before the 5/ boundary sites of ex-
ons (acceptor sites) and after the 3/ boundary sites of 

exons (donor sites) are chosen as information parameters 
of diversity source. 

AGA GCA↑ATG G……A TGC↑GTA AGA 
2) The three bases after the 5/ boundary sites of exons 

(acceptor sites) and before the 3/ boundary sites of exons 
(donor sites) are chosen as information parameters of 
diversity source. 

AGA GCA↑ATG G……A TGC↑GTA AGA  
3) The six bases flanking the 5/ boundary sites of ex-

ons (acceptor sites) and the 3/ boundary sites of exons 
(donor sites) are chosen as information parameters of 
diversity source. 

AGA GCA↑ATG G……A TGC↑GTA AGA 
(where↑indicates the 5’ or 3’ exon boundary sites) 

By calculating the absolute frequencies of four bases 
in above positions near splice sites of first coding exons, 
internal coding exons and last coding exons, we deduce 

three standard sources of diversity :{ ∣j=1,2,3; 

a=A,C,G,T} in the state space of 12 dimensions (here 
X 

jaN

lif ,,  corresponding to first coding exon, internal 

coding exon and last coding exon, respectively). Then, 
three standard measures of diversity for three coding 
exons can be calculated by Eq.(1), namely: 


 kk k nnNNXD loglog)(

12

1 
       (7) 

where  (k=1, 2, …, 12).  


12

1k knN 


Suppose that S is an exon whose class is to be pre-
dicted. In the same state space, the measure of diversity 
can be expressed as: 

kk k mmMMSD loglog)(
12

1 
        (8) 

According to Eq.(2), the increments of diversity be-
tween source S and three standard sets are  

)()()(),(  XDSDXSDXS   ( lif ,, ) 

(9) 

Exon (S) can be predicted to be the class for which the 
corresponding increment of diversity has the minimum 
value, can be formulated as follows 

)},(),,(),,({Min),( SXSXSXSX lif     (10) 

where ξ can be f, i or l and the operator Min means tak-
ing the minimum value among those in the parentheses, 
then the ξ in Eq.(9) will give the class to which the pre-
dicted coding exon S should belong. 

3. RESULTS 

3.1. Evaluating Predicted Performance of   
Proposed Method 

In order to evaluate the correct prediction rate and reli-
ability of a predictive method, the sensitivity (Sn), speci-
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ficity (Sp) and correlation coefficient (CC) are defined by 3.2. The Prediction of Exon, Intron and     
Intergenic Sequence )/( FNTPTPSn   

)/( FPTPTPS p   Approximate 1/2 sequences of standard sets (training 
sets) and 1/2 testing sets are randomly chosen by com-
puter programs from the corresponding subset. In order 
to eliminate the dependence of the predictive results on 
the training dataset, the standard set (training set) are 
randomly selected 10 times. The numbers of the known 
coding exons, introns and intergenic sequences are 
shown in Table 1. 

)()()()(

)()(

FPTNFNTPFNTNFPTP

FNFPTNTPCC


  

For a given sequence class , TP denotes the number 
of the sequences correctly predicted to be in  class se-
quences (true positive), FP denotes the number of the 
sequences incorrectly predicted to be in  class se-
quences (false positive), TN denotes the number of the 
sequences correctly predicted to be in non- class se-
quences (true negatives), FN denotes the number of the 
sequences incorrectly predicted to be in non- class se-
quences (false negative). Sensitivity shows the rate of 
correct prediction. Specificity shows the confidence 
level for predictive method. The correlation coefficient 
(CC) affects the entirely performance of the prediction 
algorithm. 

Based on the Eq.(6), the three classes of sequences 
are predicted by use of the 184 information parameters. 
In order to compare prediction quality of different in-
formation parameters, we perform our algorithm to pre-
dict exons, introns and intergenic sequences using 64 
trinucleotides. The contrast results of test sets between 
64 and 184 signals parameters for A. thaliana (A) and C. 
elegans (C) are shown in Table 2. 

 
Table 1. The length-distribution of three kinds of sequences in the chromosomes of the two model species. 

Standard set Test set 
Genome class 

1st subset 2nd subset 3rd subset total 1st subset 2nd subset 3rd subset total 

Exon 15229 4723 2126 22728 14982 4868 2417 22267 

Intron 16130 3183 919 20329 16181 3405 870 20456 
A.thaliana 

Chr1~4 
Intergenic 6109 2525 1109 9747 6742 2490 1105 10337 

          

Exon 10507 4896 1002 16739 12214 4809 1034 18057 

Intron 12181 2859 2283 17354 13217 2935 2317 18469 
C.elegans 
Chr1~6 

Intergenic 5023 1446 1109 7617 5483 1598 1086 8167 

 
Table2. The results for test set with 64 and 184 signals of A. thaliana and C. elegans. 

A. thaliana C. elegans 
No. of 
signals 

Class of exon 

Sn (%) Sp (%) CC (%) Sn (%) Sp (%) CC (%) 

Exon 85 (95, 98) 94 (96, 95) 83 (92, 93) 73 (78, 88) 89 (95, 95) 70 (74, 89) 

Intron 85 (81, 73) 89 (91, 83) 78 (80, 73) 92 (75, 67) 87 (78, 87) 81 (66, 57) 64 

Intergenic 86 (92, 83) 65 (78, 80) 69 (79, 75) 66 (65, 78) 53 (41,50) 50 (39,47) 

        

Exon 84 (91, 94) 96 (98, 98) 84 (90,91) 73 (76,84) 92 (98, 98) 73 (76, 88) 

Intron 98 (98, 99) 88 (87, 79) 88 (88, 85) 99 (99,100) 90 (85,93) 91 (88, 92) 184 

Intergenic 88 (90, 84) 89 (94,95) 86 (90, 86) 79 (85, 87) 65 (63,90) 65 (67, 85) 

The number outside the bracket denotes the predicted results for the 1st subset. Two numbers in bracket, respectively, denotes the predicted results for 
the 2nd subset and the 3rd subset. 

Openly accessible at  
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Table 3. The results of prediction for three kinds of exons in A. thaliana and C. elegans genomes. 

A. thaliana C. elegans 
Methods Class of exon 

Sn (%) Sp (%) CC (%) Sn (%) Sp (%) CC (%) 

First coding exon 86 74 76 86 70 75 

Internal coding exon 93 93 77 96 97 81 
First choos-
ing method 

Last coding exon 82 96 87 87 98 89 

        

First coding exon 90 54 63 82 33 45 

Internal coding exon 68 95 55 62 96 38 
Second 

choosing 
method 

Last coding exon 89 56 64 87 34 48 

        

First coding exon 86 57 64 86 40 52 

Internal coding exon 74 94 58 74 96 50 
Third 

choosing 
method 

Last coding exon 88 62 69 88 49 61 

 
3.3. The Prediction of Three Kinds of   

Coding Exons 

For predicting three types of coding exons, a total of 
1000 first coding exons, 1000 internal coding exons and 
1000 last coding exons are randomly selected as training 
sets from gene sequences of A. thaliana and C. elegans. 
The remained sequences are regarded as the test sets. In 
order to eliminate the dependence of the predictive re-
sults on the training dataset, this selected procession 
repeat 10 times. 

According to Eq.(10), three types of coding exons 
using different information parameters are predicted. 
The results are shown in Table 3. As seen from Table 3, 
the first parameter-chosen method achieve best results 
among three kinds of parameters. 

4. DISCUSSION 

The recognition results of the exon, intron and intergenic 
sequence show that the Sn, Sp and CC values with 184 
parameters are higher than the results with 64 signals. 
For A. thaliana (A) and C. elegans (C), the average cor-
rect prediction rates of standard sets are 88.6% and 
88.2%, the average correct prediction rates of testing sets 
are 93.6% and 88.4%, respectively. Overall correct pre-
diction rates are 91.1% and 88.4%, respectively. 

For evaluating performance of proposed method, ex-
ons, introns and intergenic sequences of D. melano- 
gasters and S. cerevisiae were predicted using 184 pa-
rameters. The overall accuracies of 92.28% and 94.88% 
were achieved for D. melanogasters and S. cerevisiae, 
respectively. We also performed LIDA to predict coding 
regions and intergenic sequences of E. coli. The overall 
accuracy of 92.88% was achieved. 

Despite great progress, however, gene prediction en-
tirely based on DNA analysis is still far from perfect. In 
the recent comparison of gene-prediction programs, the 
best algorithms in two well-annotated regions could 
achieve sensitivities (a measure of the ability to detect 
true positives) and specificities (a measure of the ability 
to discriminate against false positives) of less than 95% 
and 90% for different genomes, respectively [44,45]. 

In our method, three kinds of sequences (exons, in-
trons and intergenic sequences) are simultaneously pre-
dicted. If considering the random effect, the correct pre-
diction rate for three kinds of sequences is only 2/3 of 
the correct prediction rate for two kinds of sequences 
(exons and introns). That is to say, if two types of se-
quences are simultaneously predicted, the random cor-
rection rate is 1/2; if three types of sequences are simul-
taneously predicted, the random correction rate is 1/3. 
Such as, 90% correct prediction rate for predicting two 
types of sequences is only same as 60% for predicting 
three types of sequences. So, same correct prediction 
rate in our result is higher than the correct prediction rate 
of two kinds of sequences in any other methods.  

The results of the prediction for the three types of 
coding exons indicate that the sensitivity (Sn), specificity 
(Sp) and correlation coefficient (CC) are the best by use 
of three bases before the 5’ boundary sites of exons and 
after the 3’ boundary sites of exons in three selections. 
Especially, the correlation coefficient (CC) is apparently 
higher in first choosing method than that in second and 
third methods. It is consistent with the highly conserved 
sequences near the ends of introns and the conserved 
GT-AG rule. The three kinds of coding exons have not 
been studied in other methods. 

In addition, according to the statistical analysis of se-
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quences in the region near splicing sites, we find there 
are some special preferences for certain bases. The re-
sults show that the sequence of the near splice site region 
is strongly conserved. Except the GT-AG rule, there is a 
strong bias of base G in the -4th site from the 3’ term of 
introns for A. thaliana genome, but the base T is biased 
in the same site for C. elegans genome. The stop codons 
of the two model species bias TAA, and the bases GT 
and AT are biased in the two sites after the stop codon 
for A. thaliana and C. elegans genomes, respectively. It 
may be a possible signal for stopping translation. The 
base A is biased at positions –4, –2 and –1 before trans-
lation start sites. And the bases G and A are respectively 
biased in the 4-th site after translation start sites (TSS). 
These biases may be relative to the translation start sig-
nals. In addition, the base bias of the 1-st sites of the 5’ 
term within internal coding exons and last coding exons 
is different for A. thaliana from C. elegans genomes. 
The base G is biased by the A. thaliana, base A is biased 
by C. elegans.  

By the further statistics of the base pairs in the bound-
ary region of exons, the first coding exons and internal 
coding exons in A. thaliana and C. elegans genomes are 
generally ended by AG. The internal coding exons and 
last coding exons in A. thaliana genome are generally 
started by GT, but the two exons in C. elegans genome 
are generally started by AT. It is possible additional in-
formation for splice sites. These results may be very 
useful to improve correct prediction rate of splice sites. 

5. CONCLUSIONS 

This paper proposed a novel algorithm-increment of 
diversity for gene structure prediction. This algorithm 
may be deduced from information entropy. It is well 
known that the mutual information can describe how to 
extract information regarding b from source a if the con-
ditional probability p(b|a) is known [33]. But ID is dif-
ferent from mutual information. It can describe incre-
ment of complication between two informational sources. 
Our prediction results also exhibit that ID is a promising 
method. 
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ABSTRACT 
 
This paper reports the direct immobilization of 
deoxyribonucleic acid (DNA) sequences of Her- 
pes simplex virus (5’–AT CAC CGA CCC GGA 
GAG GGA C–3’) on the surface of DNA sensor 
by using the cyclic voltammetric method with 
the presence of pyrrole. The potential was 
scanned from –0.7 volt to + 0.6 volt, the scan-
ning rate was at 100mV/s. This kind of DNA 
sensor was developed to detect Herpes virus 
DNA in real samples. The FTIR was applied to 
verify specific binding of DNA sequence and 
conducting polymer, the morphology of con-
ducting polymer doped with DNA strands was 
investigated by using a field emission scanning 
electron microscope (FE-SEM). The results show- 
ed that output signal given by co-immobilized 
DNA/PPy membrane sensor was better than that 
given by APTS immobilized membrane sensors. 
The sensor can detect as low as 2 nM of DNA 
target in real samples. 
 
Keywords: DNA Sensor; Hybridization; APTS 
 
1. INTRODUCTION 

The detection of specific DNA/RNA sequences is of 
great importance in numerous applications of modern 
life science, including identification of medical research 
and clinical diagnosis [1,2], controlling the food quality 
[3,4], environmental analysis [5,6]. Many methods have 
been used for this purpose such as polymerase chain 
reaction (PCR) [7,8,9], quartz crystal micro-balance 
(QCM) [10,11], fluorescence [12], surface plasmon 
resonance [13], microfluidic system [14], cell culture 
and real-time PCR, etc. These methods are precise, and 
allow a wide, dynamic range of detection. However, they 
are complex, costly and time consuming. In addition, it 
is impossible to carry the on-site/in-field tests. Thus, 

development of a cheap, reliable device allowing rapid 
detection is always the challenge for scientists and engi-
neers. In this context, DNA sensor based on electro-
chemical detection is one of the feasible and promising 
tools. 

We reported, in this paper, the direct co-immobiliza-
tion of DNA sequence of Herpes simplex virus and 
polypyrrole onto the surface of a sensor by cyclic volt-
ammetry to determine the herpes DNA target sequence 
in the sample. The herpes simplex virus (HSV) is an 
enveloped double-stranded DNA virus. There are two 
distinct forms of HSV, serotype 1 and serotype 2 (HSV- 
1 and HSV-2). HSV-2 is the most common cause of 
genital herpes, whereas HSV-1 is the most common 
cause of facial herpes or cold scores. HSV-1 is transmit-
ted through contact with oral secretions. Diseases caused 
by Herpes virus are commonly found in patients in Viet-
nam. 

2. EXPERIMENTS 

2.1. Chemical Reagents 

DNA sequences used in this work (Table 1) were sup-
plied by Invitrogen Life Technologies Company through 
National Institute of Hygiene and Epidemiology of Viet-
nam. Pyrrole was purchased from Merck. Other chemi-
cals are of analytical grade. 

2.2. Sensor Fabrication 

The microelectrode based DNA sensor was designed and 
fabricated at clean room of ITIMS. The sensor consists 
of pairs of microelectrodes on the surface of silicon sub-
strate, one of which acts as working sensor and the other 
as a reference electrode. The dimension of the inter- 
electrodes was 20 µm x 20 µm (Figure 1). The detailed 
fabrication process was discussed in [15]. 

2.3. Cyclic Volttametry Electropolymerization 

Electropolymerization was carried out by using IM6EX  
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Table 1. DNA sequences used in this work. 

Types DNA sequences 

Probe 5’–AT CAC CGA CCC GGA GAG GGA C–3’ 

Non-complementary  5’–AT CAC CGA CCC GGA GAG GGA C–3’ 

Target  3’-TA GTG GCT GGG CCT CTC CCT G-5’ 

Mis/1 3’-TA GTG GGT GGG CCT CTC CCT G-5’ 

Mis/2 3’-TA GTG GGT GGG AAT CTC CCT G-5’ 

 

 
Figure 1. 20 µm x 20 µm microelectrode sensor was fabricated at ITIMS. 

 
(Germany) impedance analyzer at room temperature in 
which the micro-sensor acted as working electrode while 
auxiliary electrode was a platinum wire. Reference elec-
trode is Ag/AgCl in saturated KCl.  

The sensor was first surface cleaned by KCr2O7 in 
H2SO4 98% followed by cyclic voltammograms (swept 
potential from –1.5V to +2.1V, scan rate: 25mV/s) in 
0.5M H2SO4 to activate the surface of the sensors. Fi-
nally, the potential was swept on the working electrode 
from –0.7 volt to 0.6 volt versus standard counter elec-
trode (SCE). The scanning rate was 100mV/s. 

2.4. Measurement 

Differential measurements were realized to determine 
the changes in conductance of DNA membrane. An AC 
reference signals (10 KHz, 100mV sine wave), generated 
by the generator of Lock-in Amplifier SR830, and was 
applied on two identical micro-electrodes of DNA sensor. 
The output signal was acquired by measuring the voltage 
drop on two 1 KΩ resistances by the A and B channels 
of the Lock-in Amplifier and processed by a PC through 
RS 232 interface. All measurements were performed at 
room temperature. In this experiment, five DNA sensors 
were used to test the hybridization of DNA sequences. 

3. RESULTS AND DISCUSSION 

3.1. The Polymerization of PPy/DNA 

Normally, pyrrole is polymerized with the presence of an 
anionic dopant which contributes to film conductivity. 
Variety of anions can be used as dopant for polypyrrole 

(Ppy) polymerization such as Cl-, NO3
-. In this work 

ClO4
- and DNA sequence were used.  

According to Wang et al [16], DNA can be considered 
as sole counter anion in the electropolymerization proc-
ess at the working electrode. This allowed maximum 
possible incorporation of DNA in the conductive poly-
mer throughout the film thickness and full contribution 
of oligonucleotides charged phosphates to the polymer 
conductivity. 

The cyclic voltammograms of synthesized Ppy and 
Ppy/DNA film is shown in Figure 2 where the oxidation 
of pyrrole monomer leads to the formation of radical 
cation, subsequent oxidation of the dimer and coupling 
will result in the formation of an insoluble polymer, 
positively charged on the surface. This electrochemical 
procedure allowed the formation of a copolymer which 

 

 

Figure 2. Cyclic voltammograms of 0.5mM Ppy doped 
0.05µM DNA probe sequence in LiClO4 solution. 
Swept potential from –0.7 V to 0.6V, scanning rate is at 
100mV/s. 
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is a mixture of polypyrrole and an oligonucleotides that 
shows an increasing current along with conducting film 
growth which corresponds to incorporation of oligo into 
the Ppy film. The film was rinsed and used for detection 
of DNA hybridization. 

3.2. FTIR Spectrum of Ppy and DNA/Ppy 

In this work, the FTIR spectroscopy was used to verify 
the existence of polypyrrole and DNA sequence on the 
microelectrode surface after the polymerization process. 
The infrared spectrum of the DNA/Ppy complexes and 
pure Ppy were performed on Niconet 6700 FT-IR ma-
chine with the effective range from 400 cm-1 to 4000 
cm-1 at room temperature. As shown in Figure 3, the 
absorption band at 1889 cm-1–1629 cm-1 vibration plane 
implied G-C and A-T base pairs while the backbone 
phosphate group at 1095 cm-1 was perturbed upon Ppy 
interaction [17,18]. 

The absorption band at 1254 cm-1 was assigned to the 
biopolaronic species formed in the over oxidation pro- 
 
 

cess of Ppy [19]. The C-H and N-H bonds were also 
observed at 735 cm-1 (for DNA/Ppy film); 734 cm-1 for 
Ppy film; 894 cm-1 for DNA/Ppy and 897 cm-1 for Ppy 
membrane, respectively. These results show very good 
agree- ment with earlier reported work [20]. 

3.3. Morphology of Conducting Polymer Film  

The morphology of sensor surface coated with Ppy film 
was studied by FE-SEM. Figure 4 indicated micro-
graphs of polypyrrole doped with LiClO4 (4a) and with 
both 0.1 M LiClO4 and 0.05 M DNA sequence (4b) 
membrane given by direct electropolymerization method. 

In Figure 4(a), the pure PPy doped with LiClO4 was 
cauli-flower structure matching other works [21]. This 
structure is related to the dopant intercalation in the 
polymeric chain. As in Figure 4(b) the DNA strands was 
observed as white dots in host polymer membrane. Good 
distribution of DNA in PPy membrane makes it advan-
tage for hybridization process of the probe in target solu-
tion. 

 

Figure 3. The FTIR spectra of Ppy/DNA and Ppy (upper curve: 
Ppy/dopant, lower curve: Ppy/dopant/DNA). 

 

  
(a)                                                (b) 

Figure 4. The FE-SEM of Ppy and Ppy–DNA coated onto microelectrode surface. a) Ppy doped Li-
ClO4; b) © Ppy doped LiClO4 and DNA. 
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3.4. The Hybridization of DNA Sensor 

As above-mentioned, the probe-attached sensor is com-
monly soaked into solution containing target DNA. A 
DNA helix sequence is formed on the surface of the 
sensor when target/immobilized DNA matching oc-
curred. 

Such hybridization is detected by changes in the con-
ductance of the conductive membrane on the surface of 
sensors leading to the change in output signal of the sys-
tem. In Figure 5, the hybridization illustrated by linear 
curve that described the relation between the target DNA 
concentration and output signal of the DNA sensor. For 
both APTS and Ppy/DNA attachment method, the sensor 
can detect as low as 2 nM of target DNA. However, the 
intensity of the output signal found to be better when 
direct immobilization was used than that given by APTS. 
This is explained by the contribution of Ppy and dopant 
which improve the conductivity of the membrane 
namely enhancing the electric charge transfer within the 
film. 

 

 

Figure 5. DNA sequence hybridization curve at 
room temperature, 0.05M probe DNA. 

 

 
Figure 6. The detection mismatch DNA sequence at 
room temperature, 0.05M probe DNA. 

3.5. Detection of Mismatches DNA      
Sequence Using the DNA Sensor 

Mismatch detection is our first trial step for sensor selec-
tivity investigation. In this work, we used two different 
mismatched sequences of Herpes virus (Table 1), and 
then compared their hybridization signals with those of 
fully complementary targets to investigate the effects of 
the base pair mismatches. As presented in Figure 6, a 
much stronger signal of DNA hybridization containing 
fully matched DNA compares to system containing 
mismatched DNA was clearly found. This study is still 
in progress for statistic conclusion. 

The influence of the mismatch positions was investi-
gated by change of the DNA single base pair mismatch 
(mis/1) possessed a C (Cytosine) instead of a G (Gua-
nine) at the 7th oligo and the three base pair mismatch 
sequence (mis/2) additionally contained CC instead of 
AA at 12th and 13th position close to the 5’ end of the 
DNA molecule. Figure 6 presents the evident decrease 
of signal was observed when probe DNA was hybridized 
with two mismatches. It also can be seen that, the signal 
reduction of mis/2 was stronger than mis/1. From these 
results, it can be deduced that the electrochemical DNA 
sensor has enough high sensitivity to detect a single base 
pair mismatch DNA at some of positions within the se-
quence. 

3.6. Hybridization with PCR Amplified  
Sample 

The DNA sequence of herpes virus in real sample was 
used in our work. Firstly, the DNA sequences of herpes 
virus were amplified by PCR method (20µg/l) and then 
divided into 2 parts: 10g/µl DNA sequence for gel 
electrophoresis; 10g/µl DNA sequence for DNA hy-
bridization detection using the DNA sensor. The Figure 
7 showed results of 92 base pairs fragment–amplified  
by PCR method in which lance M indicates the Marker, 

 

 

Figure 7. Agarose gel electrophoresis of the 
PCR products amplified in the thermal cycler. 
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Figure 8. PCR amplified DNA se-
quence detected by DNA sensor. 

 
lane 1: PCR performed in H2O Enppendorf tubes, lanes 
27: the DNA template with various DNA concentra-
tions, and lanes 8, 9 are for the Herpes virus PCR prod-
ucts with 92 base pairs. 

Note that, the PCR amplified sample was double 
strands, thus, before the performance of DNA sequence 
detection, the sample was thermally denatured at 98oC 
for 5 minutes and then was quickly decreased to 50oC to 
obtain the single DNA strand. Afterwards, our DNA 
sensors were immerged into the cell containing the sam-
ple to detect the target. Figure 8 described the relation 
between target DNA concentration and output signal of 
DNA sensor at room temperature, phosphate buffer solu-
tion with 0.5 µM probe DNA. It can be seen that, output 
signal of DNA sensor is linear with target DNA concen-
tration. This result went well that given by PCR method 
and matched our purpose to develop the DNA sensor as 
pre-diagnostic device.  

4. CONCLUSIONS 

This paper described the direct immobilization of DNA 
strand on the surface of sensor by electrochemical 
method. The DNA sensor was used to determine the 
Herpes simplex virus DNA in the sample. The results 
showed that, the DNA sensor can detect as small as 2 
nM of herpes virus DNA concentration at room tem-
perature and the intensity of the output signal is better 
than by using APTS attachment method. The influence 
of mismatch DNA was determined with decrease of 50% 
signal (mis/1) and 75% signal (mis/2) compares to full 
matching at 12 nM target DNA concentration. We still 
keep doing further research to verify selectivity and sen-
sitivity of the sensors at different measuring conditions. 
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ABSTRACT 
 
Variations in fetal heart rate (FHR) is a potential 
indicator of stress on unborn in the womb of 
mother. In hospitals, FHR surveillance is per-
formed by ultrasound based Doppler equip-
ments. However, recent studies show that fre-
quent exposure to ultrasound radiations is not 
recommended for the fetal well-being. Because 
of this and many other reasons, these instru-
ments are not recommended for prolonged 
home monitoring applications. This work is fo-
cused around development of a prototype sys-
tem for fetal home monitoring application. Pre-
sented system can record the abnormal FHR 
and alert the pregnant women to report to a 
physician. Recorded data is then processed by 
a novel methodology for deriving results of di-
agnostic importance. The instrument has been 
tested on pregnant women in the clinical envi-
ronment and has gone through an extensive 
clinical trial at local hospitals. The results show 
that the technique is suitable and effective for 
long-term FHR home monitoring application. 
 
Keywords: Ambulatory Monitoring; Phonocardio-
graphy; Cardiography; Simulation; Signal Processing 
 
1. INTRODUCTION 

To diagnose pre-term labor, ambulatory monitoring for 
abnormal FHR has proven to be an effective method [1]. 
Abnormality in fetal heart rate (FHR) is an indicator of 
pre-maturity and miscarriage. It is very important to 
monitor, such abnormalities in pregnant women, which 
are at high risk, with history of miscarriage. These ab-
normalities are unpredictable and may occur at any time, 
especially in the case of pre-term labor. The pathogene-
sis of pre-term labor is still poorly understood, however, 
the unusual occurrence of pre-maturity and miscarriage 
can be largely prevented by the timely diagnosis of 

pre-term labor and its arrest with tocolytic medication. If 
the unborn heart rate increases very high or drops to a 
very low, it calls for urgent attention. In both the cases, it 
is obvious that the baby is in stress and special urgent 
medical attention is needed. For this reason, the electronic 
monitoring of the FHR has become one of the most fa-
miliar methods used in the antenatal period [2,3]. The 
ultrasound based Doppler instruments are widely used 
for this purpose in hospitals, but for varied reasons, they 
are not suitable for home monitoring application and 
long-term surveillance of unborn [4,5]. It is imperative 
to note that these instruments are also invasive in nature.  

There is still a gap between existing technologies and 
the user requirement for safe, convenient, and reliable 
fetal monitoring [6,7]. In view of these considerations, a 
strong need is felt for the development of a FHR moni-
toring machine which will be non-invasive, cost effec-
tive, simple to operate and which can be used by a preg-
nant woman for prolonged home monitoring application 
[8]. Preliminary experiments in this regard have been 
conducted [9,10] and a cost effective prototype is de-
veloped for at home long term FHR recording and 
monitoring. This instrument can record fetal heart sound 
for hours in a standard MP3 format. In case of abnormal 
symptoms, the subject visits the physician where the 
recorded data can be analyzed with the help of associ-
ated software and computer. The audiovisual display of 
fetal heart sound will provide valuable additional infor-
mation to the physician for diagnosis and treatment.  

The basic technique used in the presented instrument 
is called fetal Phonocardiography (fPCG) [11,12]. In this 
technique a specially designed microphone is placed on 
the abdomen of the subject, which primarily detects and 
records the fetal heart sound. However, phonocardio-
graphy is extremely susceptible to ambient noise [13,14, 
15]. Unfortunately, the fetal heart activity produces 
much less acoustic energy and moreover it is surrounded 
by highly noisy environment. This noise has a direct 
consequence on the signal that often changes remarkably 
from one beat to next, with the additional characteristic 
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of poor signal to noise ratio (SNR). These unwanted 
disturbance signals contribute an additional difficulty in 
the detection of the principal fetal heart sounds (S1 and 
S2). Hence it is necessary to develop and evaluate sig-
nal-processing technique to improve SNR before ob-
taining reliable time references of the fetal heart sound 
signal [16]. In order to improve SNR, and accomplish an 
optimal external noise cancellation performance, phono- 
cardiographic devices need a very superior and advanced 
noise reducer in the preprocessing stage of the instru-
ment. In this work a very effective noise reducer is de-
signed and used in the presented prototype system. The 
design is implemented with help of Matlab Simulink and 
intensive tests are carried out in order to evaluate the 
performance of resultant method. The instrument has 
been found effective from 30th week to final term of 
gestation with satisfactory level of sensitivity.  

The paper is organized as follows: The next section 
discusses the hardware of the presented system, used for 
the detection and recording of fetal heart sound and am-
bient noise. The following section, describes software 
and different signal processing techniques used by the 
system. The article then presents a comprehensive com-
puter simulation. The last section deals with experimen-
tal and clinical trial results with conclusions. 

2. SYSTEM DESCRIPTION 

The Fetal heart sound monitoring system presented in 
this study, primarily comprises of two main modules: 
 

1) Detection and Recording Module (DRM). 
2) Processing and Display Module (PDM). 
The DRM is a small hardware, which is placed on the 

subject’s abdomen for detection and recording of the 
fetus heart sound signal. This module records the ab-
normal FHR and alerts pregnant woman, that it is time to 
seek some medical attention. 

The PDM is software, developed for physician’s per-
sonal computer. When the subject approaches the physi-
cian along with DRM, recorded data is down loaded and 
then processed with the use of PDM, to generate the 
results of diagnostic importance. 

2.1. Detection and Recording Module (DRM) 

It is a small low cost hardware comprising of a specifi-
cally designed acoustic cone, piezoelectric sensor, pre- 
amplifiers, power amplifiers, filters and a USB com- 
patible MP3 voce recorder. The basic functions of this 
module are as follows: 

1) Fetal heart sound detection from maternal abdo-
men and recording of the same on one of two 
channels in MP3 voice recorder (Abdominal 
Channel). 

2) External noise detection through an open-airmi-
crophone and recording on another channel (Noise 
Channel). 

3) Generation of audiovisual indications from fetal 
heart sound signal. 

Block diagram of DRM with all necessary details is 
shown in the Figure 1. It can be seen that the complete 

 

 

Figure 1. Block diagram of DRM hardware. 
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system is divided in two basic sections: a) Abdominal 
Channel b) Noise Channel. 

a) Abdominal Channel: Fetal phonocardiography re-
quires the conversion of mechanical vibration on sub-
ject's abdomen to electrical signal by microphone. Fetus 
heart sound is extremely weak hence it cannot be sensed 
properly by putting a sensor immediately on the subject's 
abdomen. To overcome this problem a particular acous-
tic cone is developed which is a direct extension of the 
chest piece of standard stethoscope. The air enclosed in 
the cone acts as a transmission media between the mem-
brane and electro-mechanical transducer device. The 
output of the sensor is fed to pre-amplifier for high am-
plification and better noise rejection. IC LM 381 is used 
here for this particular purpose, which raises the signal 
from the transducer level to the line level. 

It is essential to keep ambient noise as low as possible; 
this is carried out by an active low pass filter with 
cut-off frequency of 200 Hz. This value of cut off fre-
quency is selected, because most of the fetus heart sound 
spectrum lies below this frequency limit. Active filter is 
implemented using an easily available operational am-
plifier IC 741 along with suitable resistor capacitor net-
work. IC TBA810 based power amplifier further streng- 
thens the output signal from filter, and provides audible 
fetus heart sound. It is then recorded on any one channel 
of MP3 voice-recorder. This amplifier further provides 
driving power to audio-visual indicator of the DRM de-
vice.  

b) Noise Channel: In fetal phonocardiographic meas-
urement, ambient noise creates major problem at signal 
processing stage [17,18]. To overcome this problem, 
special signal processing techniques are used in this 
study, which require a primary sample of the noise, cre-
ating disturbance in the signal of interest. To facilitate 
this, ambient noise is detected through an independent 
open-air microphone. After pre-amplification and filter-

ing, noise signals are recorded on another channel of the 
memory device.  

It is important to note that abdominal channel micro-
phone detects the sound primarily originating from the 
maternal abdomen, but these signals get mixed with a 
damped version of the external noise. The open air Noise 
Channel microphone detects only the ambient noise and 
does not contain any traces of fetal heart sound signal. 
Photographs of prototype experimental model are shown 
in the Figures 2(a) & 2(b). 

2.2. Processing and Display Module (PDM) 

The PDM is the software part of presented system, made 
available in the physician’s personal computer. When 
pregnant woman feels some abnormality and the DRM 
alerts her, she may go to the hospital with the DRM. 
Stored data within the device is used for further proc-
essing and investigation through PDM. Block diagram of 
PDM with all necessary signal flow details is shown in 
the Figure 3. 

A brief description of each signal-processing module 
incorporated in the block diagram is given below: 

a) Data Acquisition: The output of the MP3 voice re-
corder is directly fed to the Line-in of the multimedia 
card, which contains on board signal conditioning, ana-
log to digital conversion and digital signal processing 
hardware. Matlab data acquisition toolbox is used to 
download both channels of MP3 voice recorder and to 
store it in two separate *.wav files. These files carry 
noised fetal heart sound signal and external noise sepa-
rately. 

b) Adaptive Filter: Adaptive filters track the dynamic 
nature of a system and allow elimination of unwanted 
part of the signal. In this study adaptive filters are used 
for external noise cancellation i.e. removal of external 
unwanted background sound signal from the fetal heart 

 

 
(a)                                                            (b) 

Figure 2. Photographs of prototype. 
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Figure 3. Block diagram of PDM. 

 
sound signal. As shown in Figure 3, desired signal d(k), 
the one to clean up, comes from abdominal channel, 
carries noise n(k) and wanted signal s(k). The Noise 
Channel carries only background noise n'(k), is applied 
as input signal x(k) of the filter. As long as the input 
noise to the filter n'(k) remains correlated to the un-
wanted noise n(k), the adaptive filter adjusts its weights 
w(k) to reduce the value of the difference between y(k) 
and d(k), this results in elimination of external noise and 
a clean fetal heart signal s(k) will appear on the error 
port. The generalized mathematical relationship be-
tween different signals and filter weights can be de-
picted as: 

d(k) = s(k) + n(k) 
y(k) = Filter{x(k), w(k)} 

or    y(k) = w(k) . n’(k)   
e(k) = d(k) – y(k) 

= s(k) + n(k) – w(k) . n’(k) 
 s(k) 

w(k+1) = w(k) + e(k) x(k)  

Notice that in this implementation, the error signal 
actually converges to the input data signal, rather than 
converging to zero.  

c) Band Pass Filter: Adaptive filtering of recorded 
signal removes only the external noise from the compos-
ite abdominal signal. A band pass digital filter is de-
signed to limit the signal in 35 Hz < f < 200 Hz fre-
quency band. The selection of lower frequency limit is 
based on the experimental result, that a considerable part 
of the disturbing maternal heart and digestive sound lies 
below this border, while the fetal heart sounds are not 
dominantly present there any more. Upper limit is set to 
remove maternal respiratory sound and remaining traces 

of external noise signals.  
d) Phonocardiogram: Fetal Phonocardiograph is a 

time versus amplitude plot of fetal heart sound and is 
considered as the primary time domain characteristic of 
the fetal heart sound signal. It is a graphical representa-
tion of vibration or sound signal detected from the ma-
ternal abdominal wall, caused by the contractile activity 
of the fetal heart. The general fPCG wave pattern of the 
signal over cardiac cycles may be readily appreciated by 
visual inspection and can be used as a potential indicator 
of few congenital diseases.  

e) Spectrogram: fPCG signals posses multiple reso-
nance frequencies. This leads towards the need to de-
scribe the fPCG signals, not only in terms of time but 
also in terms of frequency domain, also known as spec-
trogram.  It provides distribution of the signal’s energy 
or power over a wide band of frequencies. 

f) Envelop Generation: In order to find out exact pe-
riodicity of heartbeat, it is proposed to use envelop of the 
fetal heart sound signal. This envelope encompasses and 
traces the peaks of signal under consideration. In this 
application it is derived by the method of squaring and 
low pass filtering [19]. The resultant envelope signal 
reflects the amplitude dynamics of signal on the same 
time scale as of the original signal. 

g) Burst Generator: After the process of envelope 
generation, exact positioning of amplitude burst is car-
ried out by the method of thresholding and relaying. 
Whenever amplitude of signal envelops goes above a 
pre-defined limit it is relayed over as a maximum value 
otherwise it is taken as zero. This process results in a 
series of discrete pulses representing occurrences, and 
duration of fetal heartbeats. 
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h) FHR Calculation: The last element of the sig-
nal-processing block is for the FHR determination. This 
is carried out by counting numbers of discrete pulses in 
the signal for a pre-defined time interval. 

3. SYSTEM SIMULATION 

Processing and Display Module (PDM) described above 
is simulated using the Simulink modeling tool of Matlab 
version 7. The model is built by interconnecting requi-
site blocks, which are available in the software library 
and their parameters are entered while designing them 
for simulation. The inputs of the simulating system are 
the recorded signals of DRM module, where as the out-
puts are Phonocardiogram, Spectrogram and record of 
FHR in Beats Per Minutes (BPM). System simulation of 
developed PDM module is shown in Figure 4. 

After data acquisition, signals are de-noised with the 
help of adaptive filter. Fetal heart sound signals, detected 
from mother's abdomen are fetched from corresponding 
*.wav file and applied to the desired port of the filter 
block. This signal carries fetal heart sound and a damped 
version of the external noise. The unwanted external 
noise is available in another *.wav file and is applied to 
the input port of the filter. De-noised signal comes out 

through the error port of the filter block. It should be 
noted that the output port is not used in the simulation 
process; however this port provides internal feedback for 
error calculation in the filter block. 

Adaptive filtering eliminates only the external noise. 
For suppressing remaining artifacts, digital band pass 
filter is used in the simulation. This block allows signals 
of the specified range only, while signals of all other 
frequencies are attenuated. After the band pass filtering 
signals are relatively less distorted and applied to the 
time scope block of the module. This block provides the 
time-domain response of the fetal heart signal, which is 
also called as phonocardiogram. The frequency domain 
response i.e. cardio-spectrogram of de-noised signal is 
produced through periodogram and vector scope block 
icons. The periodogram block computes a non-paramet-
ric estimate of the spectrum. The block averages the 
squared magnitude of the FFT computed over windowed 
sections of the input and normalizes the spectral average 
by the square of the sum of the window samples. The 
vector scope block is a comprehensive display tool 
similar to a digital oscilloscope. It is used here to plot 
frequency-domain response of the de-noised fetal heart 
sound signal. 

 

 

Figure 4. System simulation of PDM. 

 

 

Figure 5. Sub-system for envelop generation. 
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Figure 6. FHR calculator sub-system. 

 
The simulation block diagram showing the bottom- 

most blocks (refer Figure 4) are related with the FHR 
calculation. The first block is for envelope generation 
and it is a simulink subsystem as shown in Figure 5. 

This sub system is based on the concept of squaring 
and low pass filtering. The input signal is first multiplied 
by itself. Squaring the signal effectively modulate the 
input by using itself as the carrier wave. This means half 
the energy of the signal is pushed towards higher fre-
quencies and half is shifted towards DC. The envelope 
can then be obtained by keeping all the DC low fre-
quency energy and eliminating the high frequency en-
ergy. In this sub-system, a simple minimum-phase low 
pass filter is used to get rid of the high frequency energy. 

Output of envelope generator is connected to the relay 
block (refer Figure 4). This block allows its output to 
switch between two threshold values. Once the relay is 
ON, it remains ON until the input drops below the value 
of the switch-off point parameter and when the relay is 
OFF, it remains OFF until the input exceeds the value of 
the switch-on point parameter. This block converts the 
envelope signal into a series of discrete pulses. These 
pulses are fed to FHR Calculator sub-subsystem. Details 
of this sub-system are shown in Figure 6, in which the 
Counter block increments an internal counter each time 
it receives a trigger at the click (Clk) port. A trigger sig-
nal at the reset (Rst) port brings the counter to its initial 
state. 

Counter output is converted to Beats Per Minute (BPM) 
and is then finally displayed on the output device. 

4. EXPERIMENTAL TESTING AND   
RESULTS 

Experimental testing is necessary to verify the reliability 
and performance of any system under a developmental 
stage. An artificial womb, which give simulated testing 
conditions for fetal monitoring system is very appropri-
ate and useful for initial testing in comparison to actual 
clinical testing on pregnant women. In this work, an arti-
ficial womb is prepared for simulated performance test-
ing of monitoring systems under study. Through Matlab 
signal processing toolbox, simulated signals are gener-
ated for fetal heart sound, maternal heart sound, maternal 

respiratory sound and for external noise. After amplifi-
cation these signals are applied to different speakers 
placed underneath a rubber balloon filled with water. 
DRM hardware under test is placed on the opposite side 
of the balloon. This arrangement simulates a fetal heart-
beat passing through amniotic fluid to the wall of the 
mother's abdomen. For providing external support, the 
complete assembly is housed in a solid wooden tub. It is 
then placed in a thick glass envelop for elimination of 
outside noise interference. Presented system was initially 
tested on above-mentioned artificial womb. This was a 
totally subjective test, performed only to check viability 
of the instrument. 

After satisfactory performance with artificial womb, 
system has been tested on the pregnant women in clini-
cal environment. More than 15-fetal heart sound re-
corded samples were taken from different women, who 
were between 36 to 40th week of singleton pregnancy. 
Recorded data was transferred to personal computer in 
*.wav file through multimedia card. Matlab Simulation 
discussed above was used to process and display the 
recorded sound from wave files. Figure 7 shows signal 
waveforms at various stages of the simulation, obtained 
from abdominal recording of a pregnant woman at 39 
weeks of gestation (Subject No. 1). In these graphs, X- 
axis represents the time in seconds whereas Y-axis 
represents amplitude of signal in volts. Uppermost wave- 
form (Graph a) represents 2 seconds time span of repre-
sentative sample of fetal heart sound, practically re-
corded through the abdominal microphone. 

Second waveform (Graph b) is the corresponding ex-
ternal noise, recorded through external microphone. It 
may be noted that noise level is very high, which con-
taminates the fetal heart sound to a larger extent. This 
representative sample of noise is used as a reference 
input for adaptive filters in signal processing stage of 
simulation. Third waveform (Graph c) describes the 
de-noised signal coming out from the adaptive filter. It 
can be observed that external noise is considerably re-
duced and amplitude burst are distinctly visible in the 
waveform. In order to further increase the signal to noise 
ratio, band pass filters are used. Fourth waveform 
(Graph d) is the signal after band pass filtering and this 
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Figure 7. Simulation output (a) Signals from abdominal channel (b) Signals from external channel (c) Signal after adaptive filtering 
(d) Signal after band pass filtering (e) Signal after envelope generator (f) Signal after thresh holding. 

 
is the final phonocardiographic signal, which the instru-
ment provides. Fifth waveform (Graph e) is signal enve-
lope provided by the complex process of envelope gen-
eration. This envelope is then passed through an ampli-
tude thresholding process that in turn converts amplitude 
burst of the envelope signal into discrete pulses. The last 
waveform (Graph f) indicates the final processed signal, 

used for the FHR calculation. 
It is believed that a more precise examination of 

phonocardiographic signal may be useful for pre-detec-
tion of intra uterine growth retardation and other abnor-
malities of fetal. To facilitate this, a separate time scope 
block is provided in the simulation. This block provides 
a zoomed-in version of signal for any specified period of 
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Figure 8. Fetal phonocardiogram. 

 

 

Figure 9. Fetal spectrogram. 

 
time. Figure 8 shows such display for a time interval of 
0.8 seconds. 

Phonocardiogram is the time domain response of the 
fetal heart sound signal. Presented system is in addition; 
capable of providing frequency domain response of the 
signal, called Spectrogram. It represents the contribution 
of every frequency of the spectrum to the power of over-
all signal. Spectrogram of fetal heart sound for a small 
time window around 0.55 sec instant of previous illus-
tration is shown in the Figure 9. 

In order to support the performance of developed sys-
tem, phonocardiogram signals recorded through proto-

type were compared with signals of simultaneously used 
ultrasound Doppler based instrument (Model: Coddle-
Graph–L of Maestros Mediline Systems). In this com-
parative experimentation following parameters were 
measured: 

N’ = Total number of amplitude bursts detected by 
prototype. 

N = Total number of amplitude bursts detected by ref-
erence instrument. 

M = Total number of missed bursts by the prototype. 
F = Total number of false bursts detected by the pro-

totype. 
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Table 1. Outcome of comparative measurement. 

Subject No 
Number of Amplitude 
Burst from Prototype 

Number of Amplitude Burst 
from Reference Instrument 

Number of Missed 
Amplitude Burst 

Number of False 
Amplitude Burst 

Performance 
Index % 

1 260 270 10 0 96.30 

2 290 286 0 4 98.60 

3 274 280 6 0 97.86 

4 278 284 6 0 97.89 

5 310 302 0 8 97.35 

6 294 298 4 0 98.66 

7 290 296 0 6 97.97 

8 318 324 0 6 98.15 

9 292 290 2 0 99.31 

10 312 302 10 0 96.69 

11 266 280 0 14 95.00 

12 302 306 0 4 98.69 

13 286 288 0 2 99.31 

14 298 304 0 6 98.03 

15 314 310 4 0 98.71 

16 304 308 0 4 98.70 

 
From these data, performance of the instrument [20] 

can be derived with the help of formula: 

Performance Index 
(N M F

N

 


)
X 100 

This comparative measurement is performed on 16 
pregnant women between 36th to 40th week of gestation 
age, and average recording duration was stayed limiting 
to one minute. It is observed that in most of the cases, 
phonocardiographic-based prototype signal quality is 
almost at par with the ultrasound Doppler based signals. 
Table 1 shows result of these measurements and calcula-
tion of corresponding performance indices. 

In light of these recorded values, the overall Perform-
ance Index of the system is found around 97% in corre-
lation of ultrasound based Doppler instrument. This per-
formance value is fairly good for a prototype model and 
will certainly improve in commercially advanced sys-
tem.  

5. CONCLUSIONS 

This work presents development of a very powerful, 
non-invasive, portable and low cost battery operated 
standalone fetal heart sound recording and monitoring 
system that can be used in prevailing home environment. 
The hardware of prototype model is of the size 9 X 8 X 
4.4 cm and of the weighs 205 grams with 9 V alkaline 

battery. Signal recorded through this prototype model 
are digitally processed and analyzed on a personal com-
puter. Using enhanced adaptive and band pass filtering 
techniques, a remarkable improvement in signal to noise 
ratio is achieved by the system. Processed signals are 
finally used to produce impressive results of significant 
diagnostic and clinical importance. Instrument has been 
tested on pregnant women with varied gestational period 
and also validated by simultaneous measurement with a 
standard ultrasonic Doppler device. From the results it 
can be concluded that the presented system is viable and 
can effectively be used in the development of commer-
cial phonocardiographic-based fetal home care monitor-
ing system. 
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ABSTRACT 
 
Microarray gene expression measurements are 
reported, used and archived usually to high 
numerical precision. However, properties of 
mRNA molecules, such as their low stability and 
availability in small copy numbers, and the fact 
that measurements correspond to a population 
of cells, rather than a single cell, makes high 
precision meaningless. Recent work shows that 
reducing measurement precision leads to very 
little loss of information, right down to binary 
levels. In this paper we show how properties of 
binary spaces can be useful in making infer-
ences from microarray data. In particular, we 
use the Tanimoto similarity metric for binary 
vectors, which has been used effectively in the 
Chemoinformatics literature for retrieving che- 
mical compounds with certain functional prop-
erties. This measure, when incorporated in a 
kernel framework, helps recover any informa-
tion lost by quantization. By implementing a 
spectral clustering framework, we further show 
that a second reason for high performance from 
the Tanimoto metric can be traced back to a 
hitherto unnoticed systematic variability in ar-
ray data: Probe level uncertainties are system-
atically lower for arrays with large numbers of 
expressed genes. While we offer no molecular 
level explanation for this systematic variability, 
that it could be exploited in a suitable similarity 
metric is a useful observation in itself. We fur-
ther show preliminary results that working with 
binary data considerably reduces variability in 
the results across choice of algorithms in the 
pre-processing stages of microarray analysis. 
 
Keywords: Microarray Gene Expression; Binary 
Gene Expressions; High Numerical Precision; mRNA 
Molecules 

1. INTRODUCTION 

It is anecdotally known and has been formally estab-
lished recently that gene expression measurements ar-
chived in microarray repositories are reported to a far 
higher numerical precision than is supported by the un-
derlying biology of the measurement environment. Here, 
precision refers to the difference between representing 
the mRNA abundance, or relative abundance, of a gene 
to several decimal places (e.g. 2.4601) and retaining 
only the binary information as to whether the gene is 
expressed or not. Shmulevich and Zhang [1] recommend 
that gene expressions should be quantized to binary pre-
cision and Hamming distance between signatures used 
as distance metric in solving class prediction problems. 
Their starting point in defining binary expressions is a 
“notion of similarity used by biologists when comparing 
gene expressions from different samples... counting the 
number of genes that show significant differential ex-
pression”. From this premise, they give an algorithm for 
binarizing gene expressions and show that a multi di-
mensional scaling (MDS) projection of the data sepa-
rates different types of tumors. More recently, Zilliox 
and Irizarry [2] introduce the concept of gene expression 
“barcodes”, which are essentially binary representations 
of transcriptomes, and present impressive results on pre-
dicting tissue types. These authors take a very different 
approach in that they scan through a very large number 
of archived datasets of a particular array type to con-
struct barcodes. Genes that are frequently expressed 
across the whole ensemble are set to be ON and the oth-
ers set OFF. In our own recent work [3], we showed that 
progressive quantization of gene expression measure-
ments, right down to binary levels, loses very little in-
formation as far as the quality of inference is concerned. 
We were able to demonstrate this on a range of different 
inference problems including classification, cluster 
analysis, determination of genes that are periodically 
expressed and the analysis of developmental time course 
data. 

Why would we be interested in low precision, or bi-
nary, representations? The initial motivation comes from 
the underlying biology. mRNA is only available in very 
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small quantities in cells and are extracted from a popula-
tion of cells rather than from a single cell. Further, the 
process of microarray hybridization itself is a stochastic 
one, the effect of which is pronounced when small 
numbers of molecules are involved. All these reasons put 
together make one sceptical about high precision repre-
sentations of the transcriptome, i.e. the signal available 
may only be reliable to low precision. Critical appraisals 
of microarray technology, while recognising good re-
producibility of technical replicates, often identifies 
large variations with respect to biological replicates. One 
such survey by Draghici et al. [4] concludes: 

“...the existence and direction of gene expression 
changes can be reliably detected for the majority of 
genes. However, accurate measurements of abso-
lute expression levels and the reliable detection of 
low abundance genes are currently beyond the 
reach of microarray technology.” 

Artificially inflated precision can potentially hurt. A 
plethora of sophisticated inference methods (e.g. Bayes-
ian inference) have been applied to microarray data. Al-
gorithmic complexity of such models is generally de-
rived from how well noise is captured. High precision 
gives the illusion of complex noise structures leading to 
the use of such algorithms. If the data were far simpler, 
one would impose a far higher sense of parsimony in 
model selection. Simple classification rules offering 
good performance (e.g. the top scoring pairs of genes 
approach of Geman et al. [5]) on some problems also 
bears testimony to this point. Motivated by the above, 
we ask the following research question: If transcriptome 
can be represented at low precision, binary for instance, 
can we take advantage of properties of high dimensional 
binary spaces to achieve increased classification per-
formance? We show that this is indeed the case, by use 
of a particular similarity metric between high dimen-
sional binary vectors, the so called Tanimoto metric. 
Following experiences seen in the chemoinformatics 
literature, we embed this similarity metric in a kernel 
discriminant framework (support vector machines-SVM) 
and show that very high classification accuracies are 
obtainable with binary representation of expression pro-
files. We offer explanations for why such increased per-
formances can be achieved, and attribute this to two 
reasons: a) the training of class boundaries that happen 
in SVMs, and b) a hitherto unnoticed probe level uncer-
tainty in microarray data. 

Finally, the analysis of microarray data goes through a 
number of stages of processing steps: background inten-
sity correction, within array normalization, between ar-
ray normalization and algorithms for detecting differen-
tially expressed genes. A user has a choice of several 
algorithms at each of these steps and a very large choice 
if we consider combinations of available algorithms. A 

particular appeal of working with binarized representa-
tions, as shown by preliminary results in this paper, is 
that the algorithmic variability in inference is drastically 
reduced without compromising the quality of inference. 

2. RESULTS 

2.1. Classification 

Table 1 compares classification performances of several 
classifiers on six microarray class prediction datasets. In 
all cases the accuracies are averaged over 25 random 
partitions of the data into training and test sets, and 
standard deviations in performance across these parti-
tions is also given. In all the different problems we 
checked to ensure that our implementation of the linear 
SVM classifier acting on raw data performed as well as 
the results quoted in the original publication or some 
other publication that used the dataset, thus confirming 
the correctness of our implementation. Note that in all 
the tasks considered, comparing data represented at raw 
and binary precisions and classifying with linear SVMs, 
we note that binarising the data has not lost much dis-
crimination. In fact in some of the tasks binarization has 
actually improved performance. Secondly, in half the 
tasks considered, the use of Tanimoto kernel SVM im-
proves the results of binarized classification. Where 
there is not an improvement, the method is at least as 
good as a linear SVM on binarized data. 

Our simulations also show that in all the tasks consid-
ered the distance to template methods perform signifi-
cantly worse than the corresponding kernel methods. 
This is true both for templates set as centroids and for 
centroids positioned optimally by genetic search. In two 
of the four datasets considered, optimization of tem-
plates quickly led to overtraining, resulting in classifiers 
whose performance on test data (entries in Table 1) were 
worse than their initial values (which were the perform-
ances with templates at centroids). In the genetic opti-
mization, we also found that the local search by mutation 
was the dominant contributor, showing that the solution 
to the optimized distance based classifier was in the vi-
cinity of the centroids. Cross-over operations nearly al-
ways produced far worse solutions and were quickly 
abandoned. To explore this further, in addition to the 
centroids, we included noisy templates into the search 
algorithm, but found no improvement. 

2.2. Clustering 

Figure 1 shows the eigenvector obtained in spectral 
clustering for the widely studied ALL/AML problem 
[11], computed in three different ways: raw and bi-
narized data with negative exponential of Euclidean dis-
tance as similarity, and binarized data with Tanimoto 
similarity. The scatter clearly shows cluster separation 
along the components of the eigenvector. This is also 
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reflected in the Fisher scores between clusters and the 
corresponding classification errors which are shown in 
Table 2, (columns 4 and 5), where except in one of the 
datasets, there is improvement in the cluster tightness 
when Tanimoto similarity is applied. Similarly, in all but 
one of the tasks, the resulting classification error rates 
are also lower for the Tanimoto metric. 

The final column in Table 2 shows classification error 
rates arising from spectral clustering when the microar-
ray profile consists of a filtered subset of genes. In each 
task we ranked the genes according to their Fisher scores 
of discriminating power taken one at a time, precisely 

the same way as done by Golub et al. [11], and report 
best performing subsets. The difference between the 
different distance metrics with subsets of genes is shown 
in Figure 2 for four of the tasks. We see that the use of 
Tanimoto similarity leads to better separated clusters in 
general. Further the better separated clusters also lead to 
better discrimination. We emphasize that the clustering 
here is done without the use of class labels, and it is to 
verify how good the clusters are that we use this infor-
mation. Thus as expected note the accuracies much 
lower than when the problem is formulated as a classifi-
cation problem in the first place. 

 
Table 1. Comparison of classification with different types of kernels for SVM. 

Dataset Data type Method Accuracy 

Raw-Binary Linear-SVM 0.83 ± 0.10 

Binary Linear-SVM 0.86 ± 0.08 

Binary Tanimoto-SVM 0.87 ± 0.08 

Binary Distance-to-class mean 0.79 ± 0.08 

West et al. [6] 

Binary Distance-to-optimized template 0.77 ± 0.11 

Raw-Binary Linear-SVM 0.63 ± 0.12 

Binary Linear-SVM 0.67 ± 0.08 

Binary Tanimoto-SVM 0.67 ± 0.10 

Binary Distance-to-class mean 0.60 ± 0.11 

Huang et al. [7] 

Binary Distance-to-optimized template 0.66 ± 0.11 

Raw-Binary Linear-SVM 0.99 ± 0.01 

Binary Linear-SVM 0.96 ± 0.03 

Binary Tanimoto-SVM 0.99 ± 0.01 

Binary Distance-to-class mean 0.88 ± 0.07 

Gordon et al. [8] 

Binary Distance-to-optimized template 0.90 ± 0.07 

Raw-Binary Linear-SVM 0.99 ± 0.01 

Binary Linear-SVM 0.98 ± 0.01 

Binary Tanimoto-SVM 0.98 ± 0.01 

Binary Distance-to-class mean 0.67 ± 0.02 

Brown et al. [9] 

Binary Distance-to-optimized template 0.75 ± 0.03 

Raw-Binary Linear-SVM 0.78 ± 0.11 

Binary Linear-SVM 0.82 ± 0.07 

Binary Tanimoto-SVM 0.84 ± 0.03 

Binary Distance-to-class mean 0.80 ± 0.07 

Alon et al. [10] 

Binary Distance-to-optimized template 0.72 ± 0.10 

Raw-Binary Linear-SVM 0.96 ± 0.05 

Binary Linear-SVM 0.95 ± 0.03 

Binary Tanimoto-SVM 0.96 ± 0.04 

Binary Distance-to-class mean 0.94 ± 0.02 

Golub et al [11]. 

Binary Distance-to-optimized template 0.92 ± 0.09 
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(a)                                                         (b) 

 
(c) 

Figure 1. Figures showing spectral clustering results for different type of metrics. In (a) spectral clustering is applied 
to continuous data by using Euclidean distance, in (b) binary data is used with Euclidean distance and in (c) binary 
data is used with Tanimoto coefficient for spectral clustering. Data from [11]. 

 
Table 2. Comparison of spectral clustering results by using Tanimoto and Euclidean distance with Fisher score and error rates. 

Dataset Data type Distance metrics Fisher score Error rate 
Error rate  

(best subset of genes) 

Raw Euclidean 2.47 ± 0.50 0.14 ± 0.08 

Binary Euclidean 0.47 ± 0.49 0.33 ± 0.02 Simulated data 

Binary Tanimoto 0.66 ± 0.21 0.21 ± 0.10 

 

Raw Euclidean 0.98 ± 0.41 0.32 ± 0.23 0.05 ± 0.11 

Binary Euclidean 1.01 ± 0.43 0.10 ± 0.08 0.02 ± 0.04 Golub et al. [11] 

Binary Tanimoto 1.49 ± 0.42 0.05 ± 0.05 0.004 ± 0.02 

Raw Euclidean 0.35 ± 0.22 0.21 ± 0.05 0.04 ± 0.05 

Binary Euclidean 0.37 ± 0.18 0.22 ± 0.05 0.03 ± 0.05 Huang et al. [7] 

Binary Tanimoto 0.33 ± 0.17 0.21 ± 0.05 0.02 ± 0.04 

Raw Euclidean 0.35 ± 0.04 0.45 ± 0.06 0.45 ± 0.06 

Binary Euclidean 0.30 ± 0.18 0.33 ± 0.08 0.21 ± 0.15 West et al. [6] 

Binary Tanimoto 0.35 ± 0.24 0.28 ± 0.09 0.11 ± 0.07 

Raw Euclidean 0.21 ± 0.07 0.17 ± 0.03 0.16 ± 0.03 

Binary Euclidean 0.41 ± 0.19 0.13 ± 0.02 0.09 ± 0.03 Gordon et al. [8] 

Binary Tanimoto 0.52 ± 0.19 0.12 ± 0.02 0.08 ± 0.02 
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(a)                                                    (b) 

       
(c) )                                                    (d) 

Figure 2. Comparison of spectral clustering results for four different datasets at various number of genes   
selected with Fisher Ratio. (a) is for [11], (b) is for [7], (c) is for [6] and (d) is for [8]. 

 

      
(a)                                                    (b) 

Figure 3. Reduction in variability of results due to preprocessing choice of algorithms. randomly chosen 38 combi-
nations of preprocessing the CEL files produce large variations in classification results (leftmost columns). Working 
with discretized data reduces this variation in the inference. (a) data from [6], and (b) data from GSE2665. 

 
2.3. Reduction in Algorithmic Variability 

Figure 3 shows reduction in the variability caused by 
choice of preprocessing algorithms. Patterns of gene 

expression levels change substantially with choice of 
algorithms, and this has a substantial effect on the re-
sulting inference. A recent careful study (P. Boutros, 
personal communication1) established that this variabil-
ity is significant. The leftmost columns of Figures 3(a) 
and (b) show this as box plots on two datasets. We see 

1Also presented at the Microarray Gene Expression Society (MGED) 
meeting, Riva del Garda, Italy, September 2008. 
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standard deviations in classifier performances, with out-
liers removed, of 0.032 and 0.134 respectively, and these 
reduce to 0.017 and 0.009 when the expression levels are 
binarized. The use of Tanimoto metric (box plots of the 
last columns of Figure 3) improves this even further. 

3. DATA AND METHODS 

3.1. Approach 

Our approach was to show that on a sample of classifi-
cation problems published in literature, classification 
accuracies reported by the authors do not significantly 
degrade when the gene expression data is quantized to 
binary precision (i.e. if the gene is expressed or not). 
Having achieved this, we implemented a similarity 
measure suitable for high dimensional binary spaces in a 
kernel framework to show that any loss of performance 
is easily recovered. In a number of cases the approach 
we took indeed produced better accuracies than working 
with the data at raw precision (see Results). 

3.2. Tanimoto Similarity 

Tanimoto coefficient (T ) [12], between two binary vec-
tors, is defined as follow: 

cba

c
T


  

where 
a : the number of expressed points for gene x,  
b : the number of expressed points in gene y and 
c : the number of common expressed points in two 

genes. 
Tanimoto similarity ranges from 0 (no points in com-

mon) to 1 (exact match) [13] and is the rate of the num-
ber of common bits on to the total number of bits on two 
vectors. It focuses on the number of common bits that 
are on. The denominator of Tanimoto coefficient can be 
considered as a normalization factor which helps to re-
duce the bias of the vector size (i.e with larger vectors 
Tanimoto coefficients work better [14,15]. For this rea-
son Tanimoto coefficient is the preferred similarity 
measure in chemoinformatics as all the vectors are long 
and there are only few bits on. 

Tanimoto kernel can be defined as [16]:  

zxzzxx

zx
zxK

TTT

T

Tan


),(  

where ,  and . It follows 
from the work of Trotter [16] that this similarity metric 
satisfies Mercer conditions to be useful as a valid kernel: 
i.e. kernel computations in the space of the given binary 
vectors map onto inner products in a higher dimensional 
space so that SVM type optimizations for large margin 
class boundaries is possible. 

xxa T zzb T zxc T

Alternate ways of classification of binarized data can 

be considered. Motivated by the distance to barcode 
classifier built by Zilliox and Irizarry [2] we imple-
mented similar classifiers. An obvious choice in these 
circumstances is to set two templates, one to represent 
each class, and position them at the centroids of the two 
class profiles. This is a distance to mean classifier in 
standard statistical pattern recognition terminology. A 
particular limitation of this strategy is discussed later. 
The barcodes designed by Zilliox and Irizarry [2], how-
ever, are not positioned at the centroids because they are 
evaluated by analysing a large number of archived ex-
periments. We also built such discriminant templates, by 
doing a stochastic search starting from the centroids as 
initial condition. Such an optimization achieves tem-
plates that are better positioned in the input space than 
centroids for distance-based discrimination. 

Clustering is the most popular tool in the analysis of 
microarray data. In order to conform whether the use of 
Tanimoto distance metric is useful in clustering, we ap-
plied the method of spectral clustering to the classifica-
tion problems considered above. Without knowledge of 
the class labels, we clustered each of the datasets into 
two clusters using spectral clustering. Subsequently, us-
ing knowledge of the class labels we looked to see how 
well separated the clusters formed were, and how accu-
rately the data was allocated to the right clusters. To 
measure cluster compactness we used the Fisher ratio as 
performance metric:  

Fisher Score = 
21

21 )(





abs

 

Checking if the examples were consistently associated 
with the right clusters, we computed percentage classifi-
cation errors. The choice of classification problems to 
evaluate cluster compactness offers a far better setting 
than clustering genes into functions. This is because 
cluster analysis, when the data has large numbers of 
clusters in them, is notoriously unstable. With data taken 
from classification problems, we could expect well de-
fined cluster formations (e.g. cancer versus non-cancer), 
in which we can compare the role of different distance 
metrics. 

3.3. Datasets 

We give a short description of the datasets used in our 
study. 
 Yeast dataset compiled and first used in Brown et 

al. [9] for predicting yeast gene functions. cDNA 
arrays, in which the task is to classify 121 ribo-
somal genes from the remaining 2346 using 79 
features. The features are hybridization conditions 
during cell cycle progression under different syn-
chronization methods. 

 Widely used Leukemia dataset (Golub et al., 
[11]); there are 5000 genes with 38 samples (27 
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ALL, 11 AML), being the test subset of the full 
dataset. 

 Colon dataset (Alon et al., [10]), 2000 genes with 
62 samples (20 normal and 42 tumour samples). 

 Two Breast cancer datasets, first one from (West 
et al., [6]) 7129 genes and 49 samples, (25 ER+ 
and 24 ER-) and the other Huang et al. [7] 12625 
genes with 89 samples (depending on LN status). 

 Lung cancer dataset, (Gordon et al., [8]), 12533 
genes and 181 samples (31 malignant pleural 
mesothelioma (MPM) and 150 adenocarcinoma 
(ADCA)). 

 53 randomly selected datasets from ArrayExpress 
(http://www.ebi.ac.uk/arrayexpress/) and Gene  
Expression Omnibus (GEO)  
(http://www.ncbi.nlm.nih.gov/geo/) for probe level 
uncertainty analysis analysis. Accession numbers 
of these datasets are: 
GEO: GSE5666, GSE7041, GSE8000, GSE8505, 

GSE6487, GSE6850, GSE8238, GSE2665 
Array Express: E-GEOD-6783, E-GEOD-6784}, 

E-MEXP-1403, E-ATMX-30, 
E-GEOD-6647, E-GEOD-6620, 
E-ATMX-13, E-MEXP-1443, 
E-GEOD-2450, E-GEOD-2535, 
E-MEXP-914, E-MEXP-268, 
E-GEOD-2848, E-GEOD-2847, 
E-MEXP-430, E-GEOD-6321, 
E-MEXP-70, E-GEOD-1588, 
E-MEXP-727, E-TABM-291, 
E-GEOD-3076, E-GEOD-1938, 
E-GEOD-7763, E-GEOD-3854, 
E-GEOD-1639, E-TABM-169, 
E-MAXD-6, E-MEXP-526, 
E-GEOD-2343, E-GEOD-3846, 
E-MEXP-26, E-GEOD-1723, 
E-GEOD-1934, E-MAXD-6, 
E-MEXP-879, E-GEOD-10262, 
E-GEOD-10422, E-MEXP-998, 
E-MEXP-580, E-GEOD-10072, 
E-GEOD-10627. 

Web Pages:  
http://yeast.swmed.edu/cgi-bin/dload.cgi, 
http://data.genome.duke.edu/west.php, 
http://data.genome.duke.edu/lancet.php, 
http://chestsurg.org/publications/2002-microarray.aspx 
 Synthetic data was produced following Dettling 

[17], using R code made available by the au-
thors. Data is produced to follow the statistics 
(mean and correlation structure) of the leukae- 
mia data [11]. We generated several realizations 
of 200 samples in 250 dimensions. We explored 
varying these values over a range, and results 
reported in this paper correspond to the above 
figures. 

3.4. Spectral Clustering 

Spectral clustering uses eigenvectors of the pairwise 
similarity matrix to partition the data. The most widely 
used distance metric to calculate the similarity matrix is 
the negative exponential of a scaled Euclidean distance.  



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
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xx
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where the scale parameter   is a free tuning parameter. 
The steps involved in spectral clustering, in which we 
replace the similarity measure by Tanimoto similarity 
between binary strings, are summarized as follows: 
 Pairwise similarity matrix jiA ,  between the 

genes i and j is calculated by using Tanimoto coef-
ficient.  

 Following Brewer [18] an exponential is applied: 
2)1(

exp
 ijAF

ijA


 

 Compute the normalized Laplacian matrix. 
2/12/1   DADL F   

 Compute the eigenvalue decomposition of L.  

iii DyyLD  )(  

 Select the eigenvector corresponding to the second 
smallest eigenvalue. 

Parameters   and   were tuned by searching over a 
range of feasible values: –5.0 5.0. 

Uncertainties in results for cluster analysis were 
evaluated by a bootstrap method. For each of the tasks, 
100 datasets of the same size as the original data were 
created by sampling with replacement before the appli-
cation of the spectral clustering algorithm. Perfor- 
mances reported are averages and standard deviations 
across these 100 bootstrap samples. 

3.5. Optimised Templates 

The search to find templates better than class means for 
a distance-to-template classifier was implemented as a 
stochastic local search by means of a genetic algorithm. 
Templates were initialized to class means. At every step 
in an iterative search, we randomly changed 20% of the 
elements in the two templates, to derive mutated bar-
codes in their vicinity. Throughout the search, we re-
tained ten best template pairs at any iteration. Large 
search steps were implemented by crossover operation 
between pairs of templates whereby half the bits in the 
patterns were swapped between pairs, a standard opera- 
tion in genetic algorithms. We evaluated the accuracy of 
the resulting classifier and there was an improvement we 
retained the mutated templates, and discarded them if 
was no improvement. 

http://www.ebi.ac.uk/arrayexpress/
http://www.ncbi.nlm.nih.gov/geo/
http://yeast.swmed.edu/cgi-bin/dload.cgi
http://data.genome.duke.edu/west.php
http://data.genome.duke.edu/lancet.php
http://chestsurg.org/publications/2002-microarray.aspx
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that classification by computing distances to a template 
is optimal only in the case that the distributions of each 
class is Gaussian, isotropic (i.e. variances of each feature 
is the same) and these variances are the same for both [22]. 

3.6. Algorithmic Variability 

We used the EXPRESSO set of algorithms in package 
Affy in Bioconductor. For both datasets West et al. [6] 
and GSE2665, we worked from the CEL files and app- 
lied a total of 38 different preprocessing combinations 
from a total of 315 possibilities, randomly chosen. 

When any of these assumptions is violated, a distance to 
template classifier is no longer optimal. Even under the 
mild relaxations of the assumption, that of Gaussian den- 
sities with identical but nonisotropic covariance matric- 3.7. Other Details 
es, the optimal classifier requires computation of second 
order statistics in the form of the Mahalanobis distance 
to class means. In gene expression data isotropic variation 
cannot be assumed. Under regulation by combinatorial 
transcription factor activity where each transcription fac- 

To analyse probe level uncertainties (Milo et al. [19]) we 
used the PUMA package (Propagating Uncertainty in 
Microarray Analysis), downloaded from the site 
( www.bioinf.manchester.ac.uk/resources/puma/ ). 
For quantization of microarray data, we used the method 
developed by Zhou et al. [20], which models gene ex- 

tor may control several genes, correlated expression of 
groups of genes should be expected. Indeed, the wide 
use of cluster analysis of microarray data is based on the 
assumption that correlated expression profiles might su- 

pressions as mixture Gaussian densities. For quantiza- 
tion to binary levels, two Gaussians are used, resulting in 
two means and standard deviations: 1 , 2 , 1 and 2 . ggest co-regulation. Therefore, as uncorrelated features 

cannot be assumed, optimal classification is unlikely to 
be achieved by distance to template decision rules. 

From these a threshold , is computed as  5.0  
)( 2121   . SVM implementations were done 

Does the same difficulty arise in the barcode method 
proposed by Zilliox and Irizarry (2007)? To verify this 
we took three datasets, one of which was not included in 
their analysis. Prediction accuracies for these three, com- 

in the MATLAB SVM package described in Gunn [21] 
(http://www.isis.ecs.soton.ac.uk/isystems/kernel/).  

4. CONCLUSIONS 
paring the barcode method to Tanimoto-SVM, are shown 
in Table 3. We note that training and testing on the same 
database, as we have done with Tanimoto-SVM, achiev- 

The results suggest that a binary representation for tran- 
scriptomic data is indeed suitable and good classification 
accuracies can be obtained in this space using suitable 

es consistently better prediction accuracies than the bar-
code method. But in fairness to the barcode method we 
remark that their intention is to make predictions on a 
new dataset based on accumulated historic knowledge, 
rather than repeat the training/testing process all over 
again. On this point, while there is impressive perform- 

similarity metrics cast in a kernel framework. There are 
two reasons for the superior performance of Tanimoto- 
SVM based approach over the distance to template appr- 
oach inspired by the barcode approach. 

4.1. Distance to Template Classifier 
ance reported on the datasets Zilliox and Irizarry (2007). 
worked on, the method can fail badly too, as in the case 
of the lung cancer prediction task E-GEOD-10072 
shown in Table 3. 

Why did the distance to template method not perform 
well consistently in classification problems? We suggest 
this result is largely to be expected. With continuous data, 
it is a well known result of statistical pattern recognition 

 
Table 3. Comparison of Tanimoto-SVM with [2]’s barcode. 

Dataset Data type Method Accuracy 

E-GEOD-10072 Binary Barcode 0.50 

Lung Binary Tanimoto-SVM 0.89 ± 0.03 

Lung tumor vs. normal Binary Tanimoto-SVM 0.99 ± 0.03 

GSE2665 Binary Barcode 0.95 

Lymph node/tonsil Binary Tanimoto-SVM 0.99 ± 0.02 

lymph node vs. tonsil Binary Tanimoto-SVM 1.0 ± 0.0 

GSE2603 Binary Barcode 0.90 

Breast Tumor Binary Tanimoto-SVM 0.99 ± 0.01 

Breast Tumor vs. normal Binary Tanimoto-SVM 0.99 ± 0.01 

Openly accessible at  

http://www.bioinf.manchester.ac.uk/resources/puma/
http://www.isis.ecs.soton.ac.uk/isystems/kernel/
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(a)                                                    (b) 

Figure 4. A systematic variation in probe level uncertainty of Affymetrix microarray data. (a) On 53 randomly 
chosen arrays we plot the average uncertainty of determining expression levels against the number of genes de-
tected as present. Only liner regression lines are shown for clarity. (b) Scatter plots of uncertainties against number 
of expressed genes, and the linear regression lines, for the three datasets analysed in this paper. 

 
4.2. Probe Level Uncertainty 

The Tanimoto similarity metric attaches higher scores to 
profiles with large numbers of expressed genes. For 
example if we consider two pairs of vectors with  

[1 0 0 0 0 0 0 0]        [1 1 0 0 0 0 0 0], 

[1 1 0 0 0 0 0 0]        [1 1 1 0 0 0 0 0] 

In both cases Hamming distance, thus Euclidean dis-
tance, is one. The Tanimoto similarities between these 
pairs, however, are different: 0.5 for the first pair and 
0.66 for the second. We suggest that a reason why such a 
weighting on the similarity scores translates to improve 
clustering and class prediction performance comes from 
the uncertainties associated with microarray measure-
ments. We found a systematic variation in uncertainties 
in expression levels as function of the numbers of ex-
pressed genes in an array. To illustrate this we used a 
probabilistic model of encapsulating probe level uncer-
tainties introduced in Milo et al. (2003) [19], and plotted 
the average uncertainty in expressed genes as a function 
of the number of genes marked as expressed under our 
quantization scheme for several arbitrarily chosen data-
sets. 

Figure 4 shows the variation in uncertainty with 
numbers of expressed genes, for three of the datasets on 
which we report classification results, and for 50 arbi-
trarily taken datasets from archives. We see that there is 
a systematic reduction in probe level uncertainty as the 
number of expressed genes in an array gets larger2. We 
offer no molecular level explanation for this, but the 

effect is systematic and its impact on the Tanimoto-SVM 
is clear. Arrays with larger numbers of expressed genes 
are being measured with higher levels of confidence. 
Hence if we were to increase the weighting given to 
similarities between such profiles we would expect in-
creased performance. Such probe level uncertainty has 
been of interest to other researchers, too. Rattray et al. 
[23] and Sanguinetti et al. [24] show how cluster analy-
sis and visualization in a subspace by principal compo-
nent projections can be carried out incorporating probe 
level uncertainty. In general these are errors-in-variables 
type models. We believe accounting for probe level (and 
other low level) uncertainties in microarray analysis is 
an important topic, and the systematic variability we 
have noted here may well be an aspect that other re-
searchers can exploit in microarray inference. 
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ABSTRACT 
 
Blood plays an important role in the clinical di-
agnosis and treatment, the analysis of blood will 
be of very important practical significance. The 
experiment shows that the absorption spectra 
of blood are of serious noise in the wave band 
of 200 to 300 nm, which hides the useful spec-
tral characteristics. The effective separation of 
the noise was achieved by db4 wavelet trans-
form, and the signals of reconstruction have 
been obviously improved in the noise serious 
wave band, reflecting some useful information. 
The absorption peaks of different samples are 
displaced to some degrees. The correlation 
between absorbance at 278nm and blood fat 
concentration is no significant and random. 
Based on the evident correlation between se-
rum absorption spectrum and blood fat con-
centration in the wave band of 265 to 282nm, a 
neural network model was built to forecast the 
blood fat concentration, bringing a relatively 
good prediction. This provides a new spectral 
test method of blood fat concentration. 
 
Keywords: Blood Fat Concentration; Ultraviolet 
Absorption Spectra; Neural Network (NN); Serum; 
Wavelet Transform 
 
1. INTRODUCTION 

An organism (especially the human organism) is a com-
plex life system, with important spectral information. 
Research shows that the spectral features of an abnormal 
biological tissue will be changed. Swiss scientists found 
that nerve cell degeneration will lead Alzheimer’s dis-
ease. Early diagnosis of the disease can be made through 
the analysis of fluorescence information of degeneration 
process of tissue [1]. Thus, it is a new challenging re-
search topic to make effective analysis and diagnosis of 

disease using the spectrum information of biological 
tissue, particularly blood analysis technology. Some 
meaningful research about this have attracted much at-
tention [2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18]. 

Although a lot of researches about blood spectra have 
been reported, a deep and general research is still need to 
be processed. This may be because that little blood sam-
ple was used and the samples were not representative. 

For example, Wang et al. [2] have studied the infrared 
absorption spectra of normal blood sample and abnormal 
blood sample, the difference of the spectra between 
normal and abnormal blood samples was obtained, how- 
ever, there are only three samples were researched, so 
the reliability of their results should be tested deeper. 
The actual blood components are very complex, so the 
absorption spectrum is consist of multiple spectral com-
ponents, the information of the components can be ob-
tained from the spectrum distribution and spectral char-
acteristics. 

Neural network can simulate human learning to han-
dle highly nonlinear problems. This can make it widely 
applied in complex systems forecast, achieving the effect 
of nonlinear mappings, which are difficult to achieve by 
traditional algorithms [19,20,21]. 

It is known from the early study [22] that the serum 
with different blood fat concentration presents unlike 
absorption spectrum, therefore, information such as 
blood fat in the serum can be obtained by analyzing the 
absorption spectrum of different concentration blood fat 
and then be help for diseases diagnosing. This paper 
studies the relation between the blood fat concentration 
and the absorption spectrum at 278nm, as well as to es-
tablish the BP nerve network model used for predicting 
blood fat concentration, supplying a new method for 
spectrum analysis of the blood detection. 

2. NEURAL NETWORK STRUCTURE 
AND METHODS 

Figure 1 shows a widely applied BP neural network 
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Figure 1. Diagram of a BP neural network. 

 

 

Figure 2. Optical pathway diagram of detecting absorption 
spectra. 

 
structure(this schematic diagram can be obtained in all 
textbooks about serve network), which is a feed-forward 
neural network. I is for input and O is for output. The 
neurons of this network structure only receive one output 
before the neurons normally. There is no connection 
between neurons in the same layer. Study shows that 
three layer feed-forward neural network will be able to 
approach any continuous function [23]. 

In this paper, BP neural network was used to deter-
mine the blood fat content in the blood, which contains 
three layers, that is, input layer, hide layer and output 
layer respectively. There is a node in the output layer, 
which represents blood fat content (expressed by con-
centration). The absorbance of 265nm to 282 nm wave 
band is for Network input. The number of hide layer 
node was determined by the correlation coefficient be-
tween the target and the output. The two transfer func-
tion is different. S-type function was used for input layer 
and hide layer, and specific function here was hyperbolic 
form. The linear function was used for hide layer and 
output layer. 

In order to improve the efficiency of neural network 
training, the absorption spectra were pretreatment: 

1) Normalization will make the treated input and tar-
get data appear normal distribution.  

2) The treated samples data were used for PCA to 
eliminate redundant data and to reduce the number of 
data dimension. 

In order to increase network capacity of generalization 
and recognition, “stay ahead” approach was used in 
training. The samples were divided into training samples 
collection, validation samples collection and testing 
samples collection. 

3. SPECTRAL DETECTION SYSTEM 
AND EXPERIMENTAL SAMPLES  

3.1. Spectral Detection System 

The absorption spectra detection system used in the ex-
periment is UV-3600 made by SHIMADZU Corporation. 
Figure 2 shows UV-3600 optical pathway diagram of 
double beam spectrophotometer. A beam of light from 
lamp-house D2 or W becomes parallel beam through 
reflector M1, plane reflector M2, entrance slit S1 and col-
limating mirror M3. The parallel beam is dispersed by 
grating G. Then, through M3, enters slit S2, sector mirror 
Se1 and reflector M4, the beam alternately enters into the 
sample cell and the reference cell. At last, the beam al-
ternately passes through Se2 and is finally received by 
photomultiplier PM. The signal of the beam then dis-
plays on the computer. 

3.2. Experimental Samples 

All the samples come from the Hospital of Nanjing 
University of Aeronautics and Astronautics. Person, 
whose blood was collected, are not permitted to have 
breakfast. 0.2ml blood serum mixes with 2ml distilled 
water. The mixture of proper volume is injected into 
quartz cell and spectrometer will be used for detecting 
the absorption spectra of the samples.  

4. PROCESSING ANALYZING OF    
EXPERIMENTAL RESULTS  

4.1. The Reconstruction of Absorption 
Spectra 

Figure 3 shows the original signal, reconstruction signal 

 

 
Figure 3. Original signal, reconstruction signal and 
the noise. 
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they found that the absorbance of these two different 
kinds serum are obvious different at 278nm, however, 
there are only three samples are studied, so none exact 
conclusions are obtained. Our paper will research the 
relation between absorbance and concentration of 45 
samples at 278nm. The relationship is shown in Figure 5. 
The abscissa is blood fat content, and longitudinal coor-
dinates is absorbance. 

and the noise of a sample by db4 wavelet transform (the 
signal filtering threshold was selected based on both 
rigrsure rules and the principle of stein unbiased likeli-
hood estimate). It is discovered from Figure 3 that there 
is serious noise in the wave band from 200nm to 300 nm 
in the original spectrum signal, which has an influence 
on analyzing useful information in the spectrum. The 
reconstruction signal between 200nm and 300nm be-
comes clear, and some absorption peaks (such as 278nm) 
appear. Figure 3 shows that the noises mainly concen-
trate on the wave band from 200nm to 300nm, and the 
values of the noises evenly distribute near zero, which is 
usually the characteristic of the noise. There is no noise 
in the wave band after 300nm, and it accords with the 
original spectrum. 

We can see from Figure 5 that the correlation between 
the absorbance and blood fat content is not obvious but 
random. It indicates the absorbance at 278 nm is synthe-
sis of absorption of all kinds of components. When the 
blood fat content is in 0.5-1.0 mmol.L-1, many samples 
have the larger absorbance, mostly due to that other con-
stituent’s absorbance is relatively larger. Therefore, for 
the actual blood, whether abnormal blood fat level can 
not be used to determine only considered the absorbance 
of some peaks (such as 278 nm) usually. 

Figure 4 shows the reconstruction signals of part dif-
ferent samples in the wave band from 200nm to 300nm. 
It can be known from the Figure 4 that absorption spec-
trum is of the following characteristics in the wave band 
from 200nm to 300 nm: 1) The shape of the absorption 
spectrum is complex. There is more absorption peak, 
showing that there is a complex absorption phenomenon 
in blood group macromolecules. 2) The curve shapes of 
absorption spectra are similar to different samples, due 
to that the spectrum is synthesis of some group macro-
molecules absorption spectrum. Therefore, the spectral 
distribution contains information such as the blood fat 
content. 3) The absorption peak of different samples 
displace to some degree. 

4.3 Neural Network Prediction Fat Content 

As noted above, the absorbance is the synthesis of ab-
sorbance of all kinds of components. There is informa-
tion of many elements at any wavelength. Therefore, the 
spectral distribution contains much information such as 
the blood fat content. In this paper, the neural network 
model based on a certain absorption spectra was used to 
obtain information of the blood fat contents. When the 
range of wavelength variation is changed, the correlation 
coefficient between the predictive value and target value 
for the blood concentration will vary. Therefore, we can 
choose suitable model based on the correlation coeffi-
cient. It is known from the calculation that a good net-
work forecast model can be found when the spectrum 
data of 265 to 282 nm is used for network input. 

4.2. Relationship between Absorbance of 
278nm and Blood Fat Concentration 

Zhao et al. [22] have reported the ultraviolet absorption 
spectrum of normal and abnormal serum respectively, 
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Figure 4. The reconstruction signals of part different samples. 
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Figure 5. The relationship between absorbance of 278nm 
and blood fat content 

 

 

Figure 6. Error training curves. 

 
Figure 6 shows the network training error curves, 

where the abscissa being the training number and longi-
tudinal coordinate corresponding to MSE. The validation 
error is basic agreement with testing error’s trend, indi-
cating the samples division is reasonable. Network 
training first stop at step 6, which is because that the 
testing error becoming larger. Training errors is rela-
tively satisfying from the training curve error. 

Figure 7 is the regression analysis result of network 
output blood fat content. The correlation coefficient be-
tween predicted blood fat content output A and objec-
tives T reaches 0.928, it can be regarded as a better pre-
diction. It also shows that the blood fat content informa-
tion is implicit in absorption spectrum and neural net-
work provides an effective means to access spectral in-
formation. 

 

Figure 7. Regression analysis result of network output (A) 
blood fat content. 

 

5. CONCLUSIONS 

Db4 wavelet has preferable transformation character 
when it is used to analyze absorption spectra of blood. 
The signals of reconstruction are obviously improved in 
the noise serious wave band, reflecting some useful in-
formation. 

The ultraviolet absorption spectrum of serum is com-
plex. There is more absorption peak from 200to 300nm, 
showing that there is a complex ultraviolet absorption 
phenomenon in blood group macromolecules. The ab-
sorption spectrum is the synthesis result of blood fat and 
other components spectrum, and the information is con-
tained at each wavelength. Therefore, blood fat content 
and other information are contained in the spectral dis-
tribution, which is the basis of blood testing based on 
spectra analysis. The absorption peaks of different sam-
ples are displaced to some degrees.  

There is no significant correlation between absorbance 
at 278nm and blood fat concentration. Based on the evi-
dent correlation between serum absorption spectrum and 
blood fat concentration in the wave band of 265 to 
282nm, a neural network model was built to forecast the 
blood fat concentration, resulting a relatively good pre-
diction. 
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ABSTRACT 
 
This paper presents a diagnostic system for 
classification of cardiac arrhythmia from ECG 
data, using Logistic Model Tree (LMT) classifier. 
Clinically useful information in the ECG is found 
in the intervals and amplitudes of the charac-
teristic waves. Any abnormality in the wave 
shape and duration of the wave features of the 
ECG is considered as arrhythmia. The ampli-
tude and duration of the characteristic waves of 
the ECG can be more accurately obtained using 
Discrete Wavelet Transform (DWT) analysis. 
Further, the non-linear behavior of the cardiac 
system is well characterized by Heart Rate 
Variability (HRV). Hence, DWT and HRV tech-
niques have been employed to extract a set of 
linear (time and frequency domain) and non- 
linear characteristic features from the ECG 
signals. These features are used as input to the 
LMT classifier to classify 11 different arrhyth-
mias. The results obtained indicate an impres-
sive prediction accuracy of 98%, validating the 
choice and combined use of the current popular 
techniques (DWT and HRV) for cardiac ar-
rhythmia classification. The system can be de-
ployed for practical use after validation by ex-
perts. 
 
Keywords: ECG; Arrhythmia; Wavelet Transform; 
HRV Analysis; Feature Extraction 
 
1. INTRODUCTION 

Electrocardiography is a commonly used, non-invasive 
procedure for recording electrical changes in the heart. 
The record, which is called an electrocardiogram (ECG 
or EKG), shows the series of waves that relate to the 
electrical impulses which occur during each beat of the 
heart. The information present in the ECG characteristic 
wave peaks and time intervals between them are impor-

tant. The waves in a normal record are named P, Q, R, S, 
and T and follow in alphabetical order. Any abnormal 
change in the shape and variation of time intervals is 
considered as arrhythmia. 

Detection of abnormal ECG signals is a critical step in 
administering aid to patients. Arrhythmias can occur in a 
healthy heart and be of minimal consequence. They may 
also indicate a serious problem and lead to heart disease, 
stroke or sudden cardiac death. Cardiac arrhythmia is 
one of the major causes of sudden death. To detect the 
presence of arrhythmia, patients are hooked to cardiac 
monitors in hospitals. This requires continuous monitor-
ing by the physicians. Visual inspection is tedious and 
physician dependent. Computer programs have been 
developed to help in this visual analysis by providing 
condensed printouts. This again requires meticulous 
study by the physician to identify arrhythmia. To cater to 
large number of patients, to eliminate subjective inaccu-
racies and to aid the physician in the diagnosis several 
methods for automated arrhythmia detection have been 
developed in the past few decades to attempt simplify 
the monitoring task and improve diagnostic efficiencies. 

In pursuit of arrhythmia detection and classification 
work, many computer techniques have been developed. 
Notably, Palreddy et al. employed a multiple-classifier 
architecture composed of Self Organizing Maps (SOM) 
and Learning Vector Quantization (LMQ) to classify 
premature ventricular contraction (PVC) beats and the 
non-PVC beats [1]. Babak Mohammadzadeh-Asl et al 
used both linear and non-linear parameter extracted from 
heart rate signals with multilayer feed forward neural 
networks to classify only five types of arrhythmias [2]. J. 
Lee et al. proposed a wavelet based approach along with 
Linear Discriminant Analysis (LDA) for classifying only 
five types of arrhythmias using multilayer perceptron 
classifier [3]. Chazal et al. has proposed a method for 
automatic classification of heartbeats using ECG mor-
phology, heartbeat interval features and RR intervals to 
discriminate only five different beat types [4]. Dingfie et 
al. classified only six arrhythmias using autoregressive 
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modeling and Generalized Linear Model (GLM) [5]. 
Linh et al. selected the Hermite Function Expansion as 
the feature extraction method to represent the QRS com-
plex. They proposed a fuzzy neural network where Her-
mite coefficients served as the features to classify only 
seven different types of arrhythmias [6]. Kannathal et al. 
used three non-linear parameters as inputs to the pro-
posed ANF classifier for classification of only ten dif-
ferent types of arrhythmias [7]. Kadbi et al. used wavelet 
parameters along with RR interval and Form Factor as 
inputs to an ANN classifier to discriminate only ten dif-
ferent arrhythmias [8]. 

In clinical domains, one has to face the problem of 
developing classifiers that are able to deal with nonlinear 
discrimination between classes, incomplete or ambigu-
ous input patterns, and suppression of false alarms. It is 
necessary to develop new detection schemes with a high 
level of accuracy, or equivalently, low false-positive and 
false-negative statistics, for them to be useful in practical 
applications. In this direction a new approach based on 
Logistic Model Tree classifier is presented in this paper. 
LMT is a recent addition to decision trees that replace 
the terminal nodes of a decision tree with logistic regres-
sion functions. This has the advantage of producing de-
cision trees that are more comprehensible, have higher 
accuracy, and have higher fidelity than previous decision 
tree extraction algorithms [9]. 

2. DATA SOURCE AND CONTENT 

ECG data for use in this classification work has been 
collected from the MIT-BIH arrhythmia database as 
published in Physionet, a site dedicated to data for vari-
ous diseases and their study [10]. The database contains 
48 recordings, each containing two 30-min ECG lead 
signals (denoted A and B). In 45 recordings, lead A is 
modified-lead II and for the other three is lead V5. Lead 
B is lead V1 for 40 recordings and is either lead II, V2, 
V4 or V5 for the other recordings. Twenty-three records, 
numbered from 100 to 124 with some numbers missing, 
serve as a representative sample of routine clinical re-
cordings and the remaining twenty-five records, num-
bered from 200 to 234 again with some numbers missing, 
contain complex ventricular and supraventricular ar-
rhythmias. In this work, ECG signals from Modified 
Lead II (MLII) leads are chosen. Prior to recording, the 
ECG signals in these records have been sampled at a 
frequency of 360Hz and preprocessed to remove noise 
due to power-line interference, muscle tremors, spikes 
etc. This database was selected because it contains a 
variety of beat types. Another reason for considering this 
database was its use in other studies and thus compari-
son of results can be performed. One minute segments of 
each beat type were extracted from the records for fur-
ther processing. This work focused on several important 
arrhythmia types such as Paced beat (P), Atrial prema-

ture beat (A), Right bundle branch block beat (R), Left 
bundle branch block beat (L), Ventricular escape beat (E), 
Ventricular flutter wave (!), premature ventricular con-
traction (V), Fusion of ventricular and normal beat (F), 
Fusion of paced (f), Blocked Atrial Premature Beat (x) 
and the Normal beat segment (Normal). The number of 
segments extracted for each type from the database re-
cords is given in Table 1. 

3. FEATURE EXTRACTION 

The main objective of the feature extraction process is to 
derive a set of parameters that best characterize the sig-
nal. These parameters, in other words, should contain 
maximum information about the signal. Hence the selec-
tion of these parameters is an important criterion to be 
considered for proper classification. Arrhythmia classi-
fication, therefore, involves determination of several 
characteristic features of the ECG signal. This work ex-
plores a combination of linear (time and frequency do-
main) and non-linear characteristic features of the ECG 
signal. The Discrete Wavelet Transform has been used to 
obtain the amplitude and duration of the characteristic 
waves of the ECG from which a set of time-domain pa-
rameters are derived. The DWT is also used to obtain the 
RR interval time series.  Heart Rate Variability (HRV) 
helps in understanding the non linear behavior of the 
cardiac system. Using the RR series a set of non linear 
parameters are also derived. 

3.1. Time-Domain Analysis 

For each of the segments extracted from the records, the 
characteristic points P, Q, R, S and T are obtained using 
Discrete Wavelet Transform. 

3.1.1. Discrete Wavelet Transform (DWT) 
The wavelet transform is a convolution of the wavelet 
function (t) with the signal x(t). Orthonormal dyadic 
discrete wavelets are associated with scaling functions 

 
Table 1. Arrhythmia types classified in proposed method. 

Type of Arrhythmia 
No of Segments Ex-

tracted 

Normal 459 

P 105 

A 123 

R 99 

L 108 

E 18 

! 24 

V 290 

F 16 

f 27 

x 12 
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tion A1 respectively. The first approximation A1 is de-
composed again and this process is continued. The de-
composition of the signal into different frequency bands 
is simply obtained by successive highpass and lowpass 
filtering of the time domain signal. The signal decompo-
sition can be mathematically expressed as follows: 

(t). The scaling function can be convolved with the 
signal to produce approximation coefficients A. The 
wavelet transform of the signal x(t) can be written as: 

, ( ) .,( )m n t d tm nT x t


 

           (1) 

By choosing an orthonormal wavelet basis, m, n (t), 
one can reconstruct the original signal [11]. The ap-
proximation coefficients of the signal at scale m and 
location n can be represented by: 

hiy [k] = x[n].g[2k - n]          (3) 

loy [k] = x[n].h[2k - n]          (4) 

The characteristic points P, Q, R, S and T are obtained 
at different decomposition levels as shown in Figure 2. 

, ( ) .,( )m n t d tm nA x t


 

      (2) 
 Segment selection 
 8-level wavelet decomposition using Daube-

chies 6 wavelet functions 3.1.2. DWT Decomposition 
Discrete Wavelet Transform involves decomposition of a 
signal by wavelet filter banks. DWT uses two filters, a 
low pass filter (LPF) and a high pass filter (HPF) to de-
compose the signal into different scales. The output co-
efficients of the LPF are called approximations while the 
output coefficients of the HPF are called details. The 
approximations of the signal are what define its identity 
while the details only imparts nuance [12]. 

 Detection of R peak at level 4 using adaptive 
threshold value (related to the maximum and 
mean values of the signal) 

 Determination of R-R interval using R-R dis-
tance 

 Detection of Q, S points as local minimum 
points at level 0, before and after R wave 

 Elimination of the QRS complex from the signal 
to obtain other parameters The DWT decomposition of an input signal x[n] is 

schematically shown in the Figure 1 below. Each stage 
consists of two digital filters and two downsamplers to 
produce the digitized signal. The first filter, g[n] is a 
high-pass filter, and the second, h[n] is a low-pass filter. 
The downsampled outputs of the first high pass filter and 
low-pass filter provide the detail D1 and the approxima- 

 Detection of T wave at level 6 and 7 for finding 
QT distance 

 Detection of P wave at level 6 and 7 for finding 
P-R and P-P distance 

From the values obtained the following five time- 
domain parameters have been calculated: 

 
Feature Meaning Formula 

P-P Mean of P-P interval durations. TPP = Pi+1 –Pi  , i=1…N – 1
R-R Mean of R-R interval durations. TRR=Ri+1 –Ri  , i=1…N – 1
P-R The time duration between successive P and R waves in each beat. TPR=R – Pon-set 

QRS Duration 
The time duration from the beginning of the Q wave to the end of 

the S wave. 
TQRS=TS  –TQ 

QT Interval Duration 
It is the time from the beginning of the Q-wave to the end of the 

T-wave 
TQT =Toff-set–Q 

 

 

Figure 1. DWT decomposition. 

Openly accessible at  
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n

3.2. Frequency Domain Analysis 

Time-domain methods are computationally simple but 
lack the ability to discriminate between sympathetic and 
parasympathetic contributions of HRV. Spectral analysis 
is the most popular linear technique used in the analysis 
of HRV signals [13]. Spectral power in the high fre-
quency (HF) (0.15–0.4 Hz) band reflects respiratory 
sinus arrhythmia (RSA) and thus cardiac vagal activity. 
Low frequency (LF) (0.04–0.15Hz) power is related to 
baroreceptor control and is mediated by both vagal and 
sympathetic systems [14]. Hence, the frequency domain 
parameter LF/HF, which is the ratio between LF and HF 
band powers, is obtained for each segment. 

3.3. Non-Linear Analysis 

The cardiovascular system is a complex non-linear sys-
tem and is characterized by many complex estimators. In 
this classification work the following parameters have 
been derived from the RR-interval time series obtained 
using DWT. 

3.3.1. Spectral Entropy 
The power spectral density (PSD) of a signal is the dis-
tribution of power as a function of frequency. This PSD 
can be obtained using Fourier transform. The normaliza-
tion of this PSD yields the probability density function 
(PDF) [15]. This PDF has a value in the range 

0 1 1 , 2 , . . . ,fp f        (5) 

1

1
n

f
f

p


             (6) 

The spectral entropy H which describes the complex-
ity of the heart rate variability (HRV) signal is obtained 
using Eq.(7). 

1
f

f f

H p
p

 
 

  
         (7) 

Here pf is the probability density function at f. The spec 

tral entropy H calculated for each segment is used as one 
of the classifying parameters [16]. 

3.3.2. Detrended Fluctuation Analysis (DFA) 
The Detrended Fluctuation Analysis (DFA) is used to 
quantify the fractal scaling properties of short time R-R 
interval signals. This technique is a modification of the 
root-mean square analysis of random walks applied to 
nonstationary signals [17]. The root-mean-square fluc-
tuation of an integrated and detrended time series is 
measured at different observation windows and plotted 
against the size of the observation window on a log-log 
scale. First, the R-R time series (of total length N) is 
integrated using the equation: 

1

( ) ( ( ) ))
k

avg
i

y k RR i RR


           (8) 

where y(k) is the kth value of the integrated series, RR(i) 
is the ith inter beat interval and RRavg is the average 
inter beat interval over the entire series [18]. Then, the 
integrated time series is divided into windows of equal 
length, n. In each window of length n, a least squares 
line is fitted to the R-R interval data (representing the 
trend in that window). The ‘y’ coordinate of the straight 
line segments are denoted by yn(k) . Next, we detrend 
the integrated time series, yn(k) in each window. The 
root mean-square fluctuation of this integrated and de-
trended series is calculated using Eq.(9) for each seg-
ment. 

2

1

1
( ) [ ( ) ( )]

N

n
k

F n y k y
N 

  k         (9) 

4. LOGISTIC MODEL TREES CLASSIFIER 

Logistic Model Trees are a combination of a tree struc-
ture and logistic regression functions to produce a single 
decision tree [19,20,21,22]. The decision tree structure 
has the logistic regression functions at the leaves. The 
leaf node has two child nodes which is branched right 

 

 

Figure 2. Characteristic points extraction from ECG signal at various decomposition levels.
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k

and left depending on the threshold. If the value of the 
attribute is smaller than the threshold it is sorted to left 
branch and value of attribute greater than the threshold it 
is sorted to right branch as shown in Figure 3. 

The threshold is usually fixed by Logit Boost method 
[19]. Logit Boost uses a ensemble of functions FK to 
predict classes 1, . . . , K using M “weak learners”. 

1

( ) ( )
K

k m
m

F x f


  x               (10) 

Steps followed for developing the LMT classifier: 
 The linear regression function is fitted using the 

Logitboost method to build a logistic model. 
The Logitboost method uses 5 examples for the 
cross validation to determine the best number of 
iterations to run, when fitting the logistic regres-
sion function at a node of the decision tree 

 The logistic model is built using all data. 
 The split of the data at the root is constructed 

using the threshold. 
 This splitting is continued till some stopping 
 

criterion is met. Here the stopping criterion is 5 
examples, since it helps in cross validation for 
logitboost method. 

 Once the tree has been build it is pruned using 
CART-based pruning [19]. 

Reasons for choosing the Logistic Model Tree classifier: 
 Logistic Regression is very good at detecting 

linear relationships and then combining those 
relationships into an equation that provides the 
odds of the dependent variable reaching a par-
ticular outcome, when the various independent 
variables are fed into the resulting equation.  

 Logistic Regression models are widely used and 
they are considered robust and not prone to over 
fitting the data. 

 These models can be built with high level of 
accuracy using little data preparation. 

 Logistic Model Trees give explicit class prob-
ability estimates rather than just a classification. 

The classification task, depicted in Figure 4, involves 
the following steps: 

 

 
Figure 3. Tree structure of logistic model tree (LMT). 

 

 

Figure 4. Block diagram of the proposed method. 
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 One minute segments of each beat type are ex-
tracted from ECG records in the database. 

 Each segment is then decomposed using DWT 
into various levels for extracting linear time- 
domain parameters. 

 The different nonlinear parameters are calcu-
lated using their respective formula. 

 Both linear and non-linear parameters for all the 
segments are combined and a dataset is formed. 

 75% of the dataset, called training set, is used 
for training the classifier. 

 The remaining 25% of the dataset, called test set, 
is used for testing the classifier. 

5. RESULTS AND DISCUSSIONS 

The objective of any clinical research is to find the rela-
tionship between results and presence of any disease. 

For the evaluation of the proposed classifier, a total of 
1281 segments, extracted from the MIT BIH arrhythmia 
database records were used. Five time-domain, one fre-
quency domain and two non-linear parameters were de-
rived from these segments. These eight parameters along 
with the corresponding output class (type of arrhythmia) 
forms a feature vector. Thus 1281 feature vectors com-
prise the dataset. 75% of each type from this dataset was 
used as the train dataset and the remaining 25% as the 
test dataset. The output obtained from the Logistic 
Model Tree was used to calculate the accuracy of each 
type of beat using Eq.(11)). 

Number of beats correctly classified
Accuracy

Total number of beats
  

(11) 
The experimental results are presented in Table 2. 

 
Table 2. Performance of the proposed method. 

Type of 
Arrhythmia 

No of Segments 
Extracted 

No of Segments for 
Training 

No of Segments for 
Testing 

Correctly 
Classified 

Accuracy % 

Normal 459 353 106 102 96.22 

P 105 74 31 29 93.54 

A 123 95 28 26 92.85 

R 99 74 25 25 100 

L 108 77 31 31 100 

E 18 13 5 5 100 

! 24 18 6 6 100 

V 290 219 71 70 98.6 

F 16 12 4 4 100 

F 27 19 8 8 100 

X 12 7 5 5 100 

Average=98.29 

 
Table 3. Performance comparison of different ECG arrhythmia classifiers. 

Work Reference Types Accuracy (%) Feature Extraction Method Classifier 

Palreddy [1] 2 98.58% LVQ SOM 

Babak [2] 5 99.38% HRV NN 

Lee [3] 5 99.48% WT LDA/MLP 

Chazal[4] 5 96.87% ECG Morphology/ Interval LDA 

Dingfie [5] 6 93.2% AR Modeling GLM 

Linh [6] 7 96% HER FNN 

Kannathal [7] 10 94.64% HRV ANN 

Kadbi [8] 10 90% WT Cascade ANN 

Proposed Method 11 98.29% DWT/HRV LMT 
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Table 3 shows the performance comparison of the 

different ECG arrhythmia classifiers. The proposed me- 
thod shows comparable performance even when 11 dif-
ferent types of arrhythmias have been considered. 

6. CONCLUSIONS 

In this paper, the effectiveness of the Logistic Model 
Tree classifier for arrhythmia classification has been 
demonstrated. The Logistic Model Tree classifier was 
fed by the combination of linear and non-linear parame-
ters derived from ECG data using DWT and HRV. The 
results indicate that the proposed method employing the 
LMT classifier with linear and nonlinear parameters is 
effective for classification of cardiac arrhythmias with an 
acceptably high accuracy. Compared to other approaches 
in the literature cited, the proposed method exploits the 
power of HRV and DWT techniques in discriminating 11 
different arrhythmia types. Parameters derived from 
ECG features and HRV analysis can therefore be used as 
a reliable indicator of different types of arrhythmias. The 
proposed system, after validation by experts, can serve 
as a diagnostic tool and aid the physician in the detection 
and classification of cardiac arrhythmias. 
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ABSTRACT 
 
Revealing biodiversity in microbial communities 
is essential in metagenomics researches. With 
thousands of sequenced 16S rRNA gene avail-
able, and advancements in oligonucleotide mi-
croarray technology, the detection of microor-
ganisms in microbial communities consisting of 
hundreds of species may be possible. Many of 
the existing strategies developed for oligonu-
cleotide probe design are dependent on the re-
sult of global multiple sequences alignment, 
which is a time-consuming task. We present a 
novel program named OligoSampling that uses 
MCMC method to design group-specific oli-
gonucleotide probes. The probes generated by 
OligoSampling are group specific with weak 
cross-hybridization potentials. Furthermore a 
high coverage of target sequences can be ob-
tained. Our method does not need to globally 
align target sequences. Locally aligning target 
sequences iteratively based on a Gibbs sam-
pling strategy has the same effect as globally 
aligning sequences in the process of seeking 
group-specific probes. OligoSampling provides 
more flexibility and speed than other software 
programs based on global multiple sequences 
alignment. 
 
Keywords: 16S Rrna; Probe Design; MCMC 
 
1. INTRODUCTION 

Metagenomics is a new field combining molecular biol-
ogy and genetics in an attempt to reveal the vast scope of 
biodiversity in a wide range of environment, as well as 
new functional capacities of individual cells and com-
munities, and the complex evolutionary relationships 
between them [1,2,3,4]. Apparently, revealing biodiver-
sity in microbial communities is the first step [1,5]. The 

vast majority of microbial diversity had been missed by 
cultivation-based methods [2]. The analysis of 16S 
rRNA gene sequences is the most common approach to 
determine microbial diversity [6]. 

Oligonucleotide microarrays now afford an idea tool 
for identifying sequence variants (even single-base-pair 
variant) in 16S rRNA gene copies of diverse microorgan-
isms simultaneously in a single assay [7,8,9,10]. Many 
16S rRNA-based oligonucleotide microarrays have been 
designed to detect multiple pathogens simultaneously [11, 
12,13,14,15]. Such technology has the potential to revolu-
tionize clinical diagnostics [15,16,17,18,19,20,21,22,23]. 

A critical issue for oligonucleotide microarray design 
is to find appropriate oligonucleotide probes specific to 
their target sequences. To improve efficiency in probe 
design, many softwares or databases have been devel-
oped. Kaderali et al. proposed a combination of suffix 
trees and dynamic programming based alignment algo-
rithms to compute melting temperature (T ), and pre-

sented an efficient algorithm to select probes with high 
specificity in detecting the target [24]. Loy et al. built a 
comprehensive database containing more than 700 pub-
lished rRNA-targeted oligonucleotide probe sequences 
with supporting bibliographic and biological annotation 
[25]. Kumar et al. provided a software package ARB to 
evaluate sequence alignments and oligonucleotide 
probes with respect to three-dimensional structure of 
ribosomal RNA [26]. DeSantis et al. proposed an align-
ment compression algorithm, NAST (Nearest Alignment 
Space Termination), to find Operational Taxonomic 
Units (OTUs) for automated design of effective probes 
[27,28]. 

m

Global multiple sequences alignment plays an im-
portant role in comprehensive analysis of group-spe-
cific oligonucleotide probe for those methods men-
tioned above. It is a challenge for personal computer 
to align a large amount of sequences. Here we present 
a novel program named OligoSampling that uses 
MCMC method to design group-specific oligonucleo-
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tide probes. OligoSampling does not need to globally 
align target sequences. This MCMC method is more 
flexible and efficient. 

2. RESULTS  

2.1. Algorithm Overview 

Figure 1 summarizes the global overview of the Oligo-
Sampling algorithm. We assume that we are given a set 
of N sequences  1, , NS SS   and that those N se-

quences are divided into m group. We seek a group-spe-
cific oligonucleotide probe for each group. For a par-
ticular probe of specified width W segments in probe 
binding sites within each sequence are mutually similar. 
Conversely we seek within each sequence mutually 
similar segments. The segments can be regarded as 

binding sites for a particular probe. If the probe is spe-
cific to group A, segments within sequences in group A 
are more mutually similar. And to avoid cross-hybridi-
zation, there need to be more sequence variants between 
segments within sequences of group A and segments 
within sequences in any other group. In the process 
seeking mutually similar segments, patterns shared by 
multiple sequences in each group are obtained. 

The algorithm maintains an evolving data structures. 
The data structure is a set of positions , for k from 1 

to N. For a particular set of positions  we obtain the 

pattern descriptions of mutually similar segments in each  

ka

ka

group i from 1 to m, in the form of a probabilistic model 
of base pair frenquencies for each position j from 1 to W, 
and consisting of the variables . , ,1 , ,4, ,i j i jq q

 

 

Figure 1. Algorithm overview: The algorithm is initialized by choosing starting positions , for k from 1 to N, within the various 

sequences. A Gibbs sampling-based local multiple alignment algorithm [29] is applied to update . After an identical jump for each 

position , the Gibbs sampling-based local multiple alignment algorithm [29] is applied again to update . An objective function 

defined to evaluate sensitivity and specificity of probes is calculated based on positions  before jump and after alignment respec-

tively. The ratio of objective values is compared to a random number 

ka

k

ka

ka ka

a

  uniformly distributed in [0, 1]. The result of comparison 
determine whether the update of  are rejected or not. Then go back to step 1 and start a new iteration loop. ka
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In the process of seeking group-specific probe for 

group i the algorithm is initialized by choosing starting 

positions  0
ka  within the various sequences. A Gibbs 

sampling-based local multiple alignment algorithm [29] 

is applied to update  0
ka  to  1

ka . After alignment the 

algorithm then proceeds through many iterations to exe-
cute the following three steps: 

Openly accessible at  

1) Jump step. Draw a sample d from a normal distri-

bution. Positions  1
ka  are updated to    2 1

k ka a d  . 

2) Local multiple alignment step. Gibbs sampling- 
based local multiple alignment algorithm is applied re-

garding positions  2
ka  as initial starting point. Positions 

 2
ka  are updated to  3

ka . 

Rejection step. We define an objective function (Eq.1). 

Based on positions  1
ka  and  3

ka , the objective func-

tion  previousF i  and  tnexF i  are calculated respective- 

ly. We generate a random number   uniformly distrib-

uted in [0, 1]. If    next previousF i F i  , we accept  3
ka . 

Otherwise, positions resume to  1
ka . Then, go back to 

step 1. 

   
4 4

, ,
, , , , , ,1

1 1 1 1 , ,

log min log
W W

j k
j i j k i j k j j km

j k j k i j ki

q
F i q q q

q





 
 

   


   

 
 


                    (1) 

In the objective function sensitivity of the probe is 
measured by entropy, and specificity is measured by 
Kullback-Leibler divergence. By selecting a set of  

that maximizes the objective function, the algorithm finds 
the most group-specific oligonucleotide probe for group i. 

ka

2.2. Design Group-Specific Oligonucleotide 
Probes for 5 Bacterial Species 

To examine the performance of OligoSampling on 
group-specific probe design, we select 5 bacteria species 
(Afipia sp., Bordetella pertussis, Brucella sp., Es-
cherichia coli O157:H7, and Mycobacterium tuberculo-
sis) with a total of 40 sequences. For OligoSampling, the 
input dataset is 5 clusters of homologous sequences. The 
objective of this algorithm is to find a group-specific 
oligonucleotide probe for each cluster. As shown in Fig-
ure 2, the probes generated by OligoSampling are group 
specific with weak cross-hybridization potentials. Oligo- 
Sampling also obtains a high coverage of target sequences. 

3. DISCUSSION  

The secondary structure model of 16S rRNA consists of 
a conserved core that is interspersed with a number of 
variable areas. 16S rRNA evolves slowly and is often not 
very convenient to resolve bacterial strains at the species 
level. Therefore, multiple copies of 16S rRNA gene in 
different species share high sequence similarity. In jump 
step each aligned position  is updated by jumping a 

same distance in the same direction. Convergence will 
be achieved rapidly in the following alignment due to 
high sequence similarity between sequences (Figure 3). 
In the process of updating positions , Gibbs sam-

pling-based local multiple alignment algorithm is ap-
plied to keep sequences locally aligned. And then, sensi-
tivity and specificity of probe is evaluated based on en-
tropy and Kullback-Leibler divergence. This process is 
functionally equivalent to oligonucleotide probe design 
based on global multiple sequences alignment, but has 

less calculation amount. 

ka

ka

Through the iterative algorithm mentioned above, dif-
ferent initializations sometimes lead to different local 
optimal solutions. Therefore, searches beginning with 
multiple initializations have more possibility to achieve 
global optimal solution. Searches beginning with differ-
ent initializations are mutually independent and can be 
executed in parallel. It is convenient to parallelize this 
algorithm. 

Gibbs sampling-based local multiple alignment algo-
rithm is sensitive to starting positions 

k
. Appropriate 

starting positions  can quicken convergence speed. 
a

ka

 

 

Figure 3. Convergence of local alignment: Optimal ob-
jective values converge in 10000 iterations under three 
conditions: after jump, beginning with starting positions 
proportional to sequence length, and beginning with 
random starting positions. To make the comparison of 
convergence speed independent of initialization, ten 
alignment procedures beginning with different sets of 
starting positions are executed under each condition. Av-
erage optimal objective values in iterations 1 to 10000 
were normalized to that in last iteration. 
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Sets of target sequences are highly similar to each other. 
We choose initial starting positions by letting the dis-
tance from 5’ termini to initial starting position in each 
target sequence be proportional to sequence length. As 
shown in Figure 3, Local alignment beginning with 
proportional starting positions can achieve faster con-
vergence speed than that beginning with random starting 
positions. In this method, the algorithm is initialized by 
choosing a random proportion. And the proportion is 
used to find starting position in each target sequence. 

It is noted that if a probe can match well with several 
segments in a 16S rRNA, local multiple alignment can 
not analyze this situation comprehensively. We have 
analyzed the possibility that a probe matches well with 
several segments in a 16S rRNA. At present, the Ribo-
somal Database Project [30] (RDP) has collected around 
280,952 16S rRNA sequences in bacteria superkingdom. 
Among the 280,952 16S rRNA sequences we picked out 
a 16S rRNA sequence and chose a segment in this 16S 
rRNA randomly. And then in this 16S rRNA sequence 
another segment which is most similar to the original 
segment was found. Mismatches of the two segments 
were counted. The procedure mentioned above was iter-
ated 10,000 times. As shown in Figure 4, there is little 
possibility that a probe can match well with several 
segments in a 16S rRNA. 

The problem of group-specific probe selection is fur-
ther complicated as all probes must work under the same 
hybridization condition. To ensure the closer optimum 

 

 

Figure 4. Mismatch in similar segments: Among 280,952 
16S rRNA sequences in bacteria superkingdom collected 
by RDP, we picked out a 16S rRNA sequence and chose 
a segment in this 16S rRNA randomly. And then in this 
16S rRNA sequence another segment which is most 
similar to the original segment was found. Mismatches of 
the two segments were counted. The procedure men-
tioned above was iterated 100,000 times. 

hybridization condition in one chip including all oligos, 
probe lengths must be variable. By adjusting probe 
lengths (increase or decrease base-pairs in 5’ and 3’ 
ends), probe whose melting temperatures ( ) are closer 

to a predefined optimum hybridization condition will be 
generated. As shown in Table 1, probe lengths are se-
lected based on a predefined melting temperature. Melt-
ing temperatures of all probes can be close enough to 
work well under the same hybridization condition. 

mT

4. CONCLUSIONS  

OligoSampling provides an efficient alternative for 
group-specific oligonucleotide probe design. Using this 
method we do not need to globally align target se-
quences. Locally aligning target sequences iteratively 
based on a Gibbs sampling strategy has the same effect 
as globally aligning sequences in the process of seeking 
group-specific probes. OligoSampling provides more 
flexibility and speed than other software programs based 
on global multiple sequences alignment. Furthermore, 
search for multiple local optimal solutions beginning 
with multiple initializations can improve the effect of 
this algorithm in group-specific probe design. This algo-
rithm can be parallelized conveniently. 

5. METHODS 

5.1. A Gibbs Sampling Strategy for Local 
Multiple Alignment 

Lawrence et al. have described a Gibbs sampling algo-
rithm for local multiple alignment of protein sequences 
[29]. We applied Lawrence’s method to locally align 
target sequences. 

Pattern shared by multiple sequences is described in 
the form of a probabilistic model of base pair frequen-
cies for each position i from 1 to W, and consisting of 
the variables . This pattern description is 

accompanied by an analogous probabilistic description 
of the “background frequencies”  with which 

base pairs occur in sites not described by the pattern. 

,1 ,4, ,iq q i

4p1, ,p 

Through many iterations to execute two steps of the 
Gibbs sampler an objective function (Eq.2) evaluating 
the alignment is maximized. In the study, the two steps 
of the Gibbs sampler were executed to locally align tar-
get sequences. 

4
,

,
1 1

log
w

i j
i j

i j j

q
F c

p 

               (2) 

First step, one of the N sequences, z, is chosen in 
specified order. The pattern description  and back-

ground frequencies 
,i jq

jp  are calculated, as described in 

Eq.3, from the current positions  in all sequences 

excluding z. 
ka
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Table 1. Adjust probe lengths according to a predefined optimum hybridization condition (70℃). 

Original probe mT  Adjusted probe mT  

3’-GTTGGGGCCTTGACGGAAAC-5’ 74.98 3’-GGGGCCTTGACGGA-5’ 71.07 

3’-AACCCCGGAAGCCCGGAACC-5’ 80.38 3’-CCGGAAGCCCGGA-5’ 70.93 

3’-CTTGTTGTGTCCCTTTGAAC-5’ 66.40 3’-CCTTGTTGTGTCCCTTTGAAC-5’ 70.05 

3’-CCGAAGGCCTCGATTGCGCA-5’ 78.59 3’-GAAGGCCTCGATTGCGC-5’ 70.69 

3’-ACAACCACCCCACTGCCGGA-5’ 82.37 3’-ACCACCCCACTGCCG-5’ 71.66 

 

,
, 1

i j j
i j

c b
q

N B




 
               (3) 

For the ith position of the pattern we have 1N   ob-
served nucleotides, because sequence z has been ex-
cluded; let  be the count of nucleotide j in this posi-

tion. These  are supplemented with nucleotide-dep- 

endent “pseudocounts”  to yield pattern probabilities. 

B is the sum of the 

,i jc

,i jc

jb

jb . 

Openly accessible at  

Second step, the probability xQ  of generating seg-

ment x in position za  according to the current pattern 

description  are calculated, as are the probability ,i jq

xP  of generating this segment by the background prob-

abilities . The weight jp x x xA Q P  is assigned to 

current segment x. And then draw a sample d from a 
normal distribution. Positions za  are updated to 

. In the updated position weight za d xA  is calculated 

in the same way. We generate a random number   
uniformly distributed in [0, 1]. If x xA A  , we accept 

the update of positions za . Otherwise, we reject the 

update. Then go back to first step. 

5.2. Selection of Weight Set in Sensitivity 
and Specificity Evaluation 

Pozhitkov et al. examined the effects of single-base pair 
mismatch (all possible types and positions) on signal 
intensities of hybridization through a series of calibra-
tion experiments [31]. The results of experiments indi-
cated that the most optimal discrimination of mismatch 
from perfect match probe-target duplexes is provided 
with the mismatch in the middle of the duplex. To sup-
press non-specific binding of probe to target, the posi-
tion of the mismatch should be moved from the 5’ or 3’ 
termini to the center of the probe. Therefore, in evalua-
tion of sensitivity and specificity of group-specific  
oligonucleotide probes the weight coefficients j  (in 

Eq.1) should dependent on the signal intensity values of 
mismatches in different positions. Based on normalized 
signal intensity values of mismatch duplexes at position 

1 to 20 provided by Pozhitkov et al., the weight coeffi-
cients j  are assigned. Position in the middle has the 

highest weight. 
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ABSTRACT 
 
The finite element method has been increas-
ingly adopted to study the biomechanical be-
havior of biologic structures. Once the finite 
element mesh has been generated from CT data 
set, the assignment of bone tissue’s material 
properties to each element is a fundamental 
step in the generation of individualized or sub-
ject-specific finite element models. The aim of 
this work is to simulate the inhomogeneous and 
anisotropic material properties of femur using 
the finite element method. A program is devel-
oped to read a CT data set as well as the finite 
element mesh generated from it, and to assign 
to each element of the mesh the material prop-
erties derived from the bone tissue density at 
the element location. Moreover, for cancellous 
bone in femoral neck and cortical bone in fe- 
moral stem, the principal orientations of trans- 
verse isotropy were defined based on the tra-
becular structures and the haversian system 
respectively. 
 
Keywords: Finite Element; Material Property; In-
homogeneous; Transverse Isotropy; Femur 
 
1. INTRODUCTION 

The determination of the mechanical stresses in human 
bones is of great importance in both research and clinical 
practice. Since the stresses in bones cannot be measured 
non-invasively in vivo, an effective way to estimate 
them is through the finite element (FE) analysis which is 
widely used in academic research and clinical applica-
tions, such as the theory of bone remodeling [1], the 
design of prosthesis [2] and the evaluation of facture risk 
[3]. In early period the methods used to get bone geome-
try and mechanical properties were inaccurate and some-
times highly invasive and destructive. It is well known 

that CT images can provide fairly accurate quantitative 
information on bone geometry based on high contrast 
between the bone tissue and the soft tissue around [4,5]. 
Moreover, it has been demonstrated that CT numbers are 
almost linearly correlated with apparent density of bio-
logic tissues [6]. Good empirical relationships have been 
established experimentally between density and me-
chanical properties of bone tissues [7,8]. 

In early studies, if a generic bone model was con-
structed, then the mechanical properties of the different 
bone tissues were usually derived from average values 
reported in published experimental studies [9]. For an 
individualized or subject-specific model, however, me-
chanical properties should be derived from CT data. It 
has been shown that the stress distribution of a bone is 
strongly related to the mechanical properties distribution 
in the bone tissue [10], and the mechanical properties of 
bone have been showed to depend on the subject, anat-
omic location, orientation, biological processes and time. 
Hence, it is important to find an effective method to 
properly map the material properties derived from CT 
data into finite element models. 

The CT data can be regarded as a three-dimensional 
scalar field (related to the tissue density) sampled over a 
regular grid. If the finite element mesh is generated 
starting from the same data, the mesh and the density 
distribution are perfectly registered in space. The only 
problem is how to account for this inhomogeneous dis-
tribution of material properties into the FE model. Many 
approaches were proposed in literature to perform this 
task [11,12,13,14,15,16,17,18,19]. However, these algo-
rithms only simulated the inhomogeneity of bone, and 
the isotropic material property assignment was adopted 
without considering the orientation of material. Since the 
bone material is widely recognized as being anisotropic 
rather than isotropic [8,20], the FE simulation of inho-
mogeneity and isotropy cannot reflect the actual charac-
teristics of bone structure. The aim of this study is to 
simulate the inhomogeneous and anisotropic material 
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properties of femur with finite element method. 

2. MATERIALS AND METHODS 

2.1. CT Data 

The CT dataset of a man’s femur is obtained from the 
public database which is created by VAKHUM project 
(http://www.ulb.ac.be/project/vakhum/index.html). The 
use of the data is free for academic purposes. The CT 
data are in standard DICOM formats. The slice thickness 
is 1mm in the epiphysis and 3mm in the diaphysis. 

2.2. Finite Element Mesh 

The finite element mesh of the right femur (Figure 1) 
generated from the corresponding CT dataset above is 
also obtained from the VAKHUM project. It is in a 
Patran Neutral file format. The mesh is made of linear 
hexahedral elements and is generated using the HEXAR 
(Cray Research, USA) automatic mesh generator that 
implements a grid-based meshing algorithm. The model 
mesh is spatially registered with the CT dataset. The 
complete finite element mesh consisted of 9,294 nodes 
and 7,934 elements. 

2.3. The Procedure of Material Property  
Assignment 

2.3.1. Calculation of the Average CT Number 
( HU ) 

For each element of the mesh, an average HU value is 
calculated with a numerical integration as follows [17]: 
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Figure 1. (1) The finite element mesh of 
femur (2) The geometrical model of femur. 

where  indicates the volume of the element n, (x,y,z) 

are the co-ordinates in the CT reference system, (r,s,t) 
are the local co-ordinates in the element reference sys-
tem, and J represents the Jacobian of the transformation. 
The integrals in (1) are evaluated numerically, and the 
order of the numerical integration can be chosen by us. 
The value of HU(x,y,z) in a generic point of the CT do-
main is determined by a tri-linear interpolation between 
the eight adjacent grid points’ values. 

nV

2.3.2. Calibration of the CT Dataset and    
Simulation of the Inhomogeneity 

CT numbers are dependent on many factors related to 
the specific exam. It is assumed that the relationship 
between CT numbers and apparent density is linear. A 
calibration phantom with bone-equivalent (solution of 
hydroxyapatite) insertions of different densities, embed-
ded in a water-equivalent resin-based plastic (The Euro-
pean Spine Phantom, [21]) was used to obtain the pa-
rameters of the linear regression. The calibration equa-
tion is then: 

nn HU                 (2) 

where n  is the average density assigned to the ele-

ment n of the mesh, nHU  is the average CT number 
and   and   are the coefficients provided by calibra-
tion. 

Referenced values for calibration are selected for ap-
proximate calibration from [16]: Radiographic and ap-
parent density of water (0 HU, 1 g/cm3); Average radio-
graphic density in the cortical region and the apparent 
density value for cortical bone (1840 HU, 1.73 g/cm3). 

With the steps above, each element of the mesh is as-
signed different apparent density. Therefore, this proce-
dure makes the simulation of inhomogeneity of femoral 
material come true. 

2.3.3 The Density-Modulus Relationship and the 
Simulation of Anisotropy 

Various empirical models of the relationship between 
Young’s modulus and the apparent bone density can be 
found in the literatures [7,8]. The relations are generally 
reported: 

c
n nE a b               (3) 

where nE  is the average Young’s modulus assigned to 

the element n of the mesh, n  is its apparent density 

and a, b and c are the coefficients. 
In most of these works [11,12,13,14,15,16,17,18,19], 

the isotropic material property assignment was adopted 
without considering the direction of material property as 
its simplicity. Many previous studies had clearly demon-
strated the anisotropic behavior of bone, and the deter-
mination of bone material properties as a function of 
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direction is the essential requirement [22]. The axial 
direction is defined according to the Haversian osteons 
of the cortical bone and according to the spatial main 
direction of the trabecular structures of cancellous bone. 
The relationship between bone material properties and 
apparent density is given by [8]: 

coincide with the structure of bone. 
As we know, bone structure is customarily recognized 

as confirming to ‘wolff’s law’ which is essentially the 
observation that bone changes its external shape and 
internal architecture in response to stresses acting on it. 
Thus, the structure of bone (or material orientation) 
strongly coincides with the principal stress track. The 
directions of the femoral neck and stem can be approxi-
mately regarded as stress track in femur. 

 Cortical bone:  
1.57 3.09

1 2 3

12 13 23

12 1 12 13 23

2314 , 2065 ,

0.58, 0.32,

/ 2(1 ), 3300;

E E E

G E G G

 
  



  

  

   
    (4) Femoral bone can be recognized as transversely iso-

tropic material. According to the cortical bone structure 
in femoral stem and cancellous bone structure in femoral 
neck, the principal material orientation of cancellous 
bone is defined by the direction of the trabecular struc-
tures and the principal material orientation of cortical 
bone by the direction of the haversian system. 

 Cancellous bone: 
1.78 1.64

1 2 3

12 13 23

12 1 12 13 23

1157 , 1094 ,

0.58, 0.32,

/ 2(1 ), 110;

E E E

G E G G

 
  



  
  
   

     (5) 

3. RESULTS 
where E is the Young’s modulus (MPa), G the shear 
modulus (MPa),   is the apparent density (g/cm3),   

the Poisson’s ratio. All parameters are set in elemental 
Cartesian coordinate system of Patran (MSC, USA).  

3.1. Material Properties Distribution 

This material assignment procedure produces 165 dif-
ferent material cards. The distribution of the material 
properties in femur are shown in Figure 2. The maxi-
mum and minimum values for apparent density and elas-
tic modulus are listed in Table 1. The maximum values 
are corresponding to the Mat-1 and the minimum to 
Mat-165 as a result of the definition in the program. The 
numbers of elements for each material property card are 
showed in Figure 3. 

This procedure may, theoretically, lead to a different 
material card (Mat) for each element of the mesh, which 
may result in computational problems with those codes 
that can handle a limited number of materials. We can 
reduce the number of materials by choosing a E  
threshold. Then the maximum computed value of the 
elastic modulus,  is assigned to the material Mat-1. 

All the elements with are assigned the 

material Mat-1. Mat-2 is characterized by the maximum 
E of the remaining elements and so on until the whole 
set of the model material is defined. In this paper, the 
threshold 

maxE

)( max EEE 

E  is taken as 50 MPa. 

3.2. The FE Simulation of Transversely   
Isotropic Material Property 

Figure 2 only showed the inhomogeneous distribution 
of material properties. After separating the femoral stem 
and neck, the principal material orientations for elements 
in neck and stem are defined respectively. Figure 4 il-
lustrates the vector form of the principal orientations in 
femoral neck. Figure 5 presents the vector form of the 
principal orientations in femoral stem. 

A program was developed to read the original data in-
cluding CT data, finite element mesh data and some pa-
rameters and then to implement the procedure described 
above. In this way, each element is assigned different 
density, elastic modulus and Poisson’s ratio. At last, a 
finite element mesh provided with the assigned material 
properties is written out in a Patran Neutral file format. 4. DISCUSSION 

Every element of the finite element model has its own 
element coordinate system used to determine the mate-
rial’s principal axe of this element. As the element coor-
dinate systems vary from element to element, the prin-
cipal material orientations need to be defined so as to 

As is well-known, it is of significance to explore the 
biomechanical behavior of bone. FE analysis has been 
adopted by many researchers based on CT data that can 
provide useful information on the geometrical topology 

 
Table 1. Material properties of femur (the unit for density is g/cm3, and for elastic modulus is MPa). 

Material properties Maximum Minimum 

  1.787 0.686 

E1 (E2) 5755.799 591.512 

E3 12410.846 1026.157 
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Figure 2. Right femur with different material properties 
mapped on it, observed from different angles of view. 

 

 
Figure 3. The number of elements for each material property card. 
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Figure 4. The principal material orientations 
in femoral neck showed in vector form (the
purple arrows). 

Figure 5. The principal material orientations in 
femoral stem showed in vector form (the pur-
ple arrows). 

 
and material properties of bone. However, how to con-
struct accurate FE models that reflect the real material 
properties of bone remains a problem. This work is 
aimed to simulate the inhomogeneity and anisotropy of 
the femur in order to make the FE material model more 
accurate. 

As the relationship between density and Young’s 
modulus is power law, different results will be produced 
when firstly averaging on each element the HU field and 
then calculating the element Young’s modulus, or, on the 
contrary, averaging Young’s modulus derived from HU 
value. It has been demonstrated that the latter can 
achieve more accurate results [18]. In the present work, 
CT number over each element volume is averaged first 
and then the Young’s modulus is calculated with the ex-
periential relationships. However, it has no influences on 
the FE simulation of anisotropy. 

Different algorithms are adopted to assign material 
properties into elements of the mesh model [17]. Most of 
these algorithms are based on the assumption that the 
variability of the CT numbers within the volume of each 
element can be neglected. All differences rely on how 
the average value of each element is computed. As we know, inner of the femur is marrow cavity that 

contains marrow or air. However, the mesh model in this 
study does not take into account the endosteal surface. 
Thus, the elements that belong to marrow cavity are as-
signed density and elastic modulus as well. 

Some simple methods are introduced to assign to each 
element the value by averaging the CT numbers of the 
CT sampling grids which are nearest to corresponding 
nodes of element or by averaging the CT numbers of the 
eight CT sampling points surrounding the element cen-
troid [10,15]. These methods may produce inaccurate 
results when the element size is significantly larger than 
the spacing of the CT sampling grid. 

FE simulation of complete anisotropy of femoral bone 
is impossible at present. Thus, femoral material is sim-
plified as being transversely isotropic in this study. It has 
been demonstrated that the structure of femur is highly 
variable, especially to cancellous bone. Thus, a clear and 
exact definition of the principal axes of transversely 
isotropy is impossible. In this study, we only separated 
the femoral neck and stem. Then, the principal orienta-
tions of neck were defined on the basis of the direction 
of trabecular structure and the principal orientations of 
stem on the basis of the direction of harversian system. 
As the structure of femur (or material orientation) coin-
cides with the track of principal stress, the orientation 
definition based on pass of stress is reasonable. 

A second approach that can avoid those shortcomings 
determines all CT sampling points that fall inside the 
element volume and assigns to the element the average 
of these values [16]. However, this method may not 
produce satisfactory results when the elements are of 
comparable dimension or smaller than the voxel size. 

An advanced method adopted in our study estimates 
the average CT numbers by numerical integration over 
the element volume [17]. In this case, the dimension of 
the finite element is not influent on the accuracy of the 
average CT number estimation since the calculation of 
CT numbers takes into account the spatial distribution of 
the CT number in the eight surrounding CT lattice verti-
ces. 

Muscle, as well as bone, is one of the most important 
parts of the biologic body. Musculoskeletal loading in-
fluences the stresses and strains within the human bone 
and thereby affects the processes of bone modeling and 
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remodeling. Therefore, three-dimensional FEA for mus-
cle is also of great importance. Assignment of the mate-
rial properties to muscle FE mesh using the method in 
this paper may encounter some difficulties as the muscle 
belong to soft tissue that do not have steady shape. Thus, 
further research may be focused on the assignment of 
muscle material property. 
Although the inhomogeneous and transversely isotropic 

material properties simulated in this work are theoreti-
cally close to that of real femur, experimental validation 
need be performed in the future. 
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ABSTRACT 
 
The single image containing only a human face 
not previously addressed in the literature is 
employed to estimate body height. The human 
face especially the facial vertical distribution 
possesses some important information which 
strongly correlates with the stature. The vertical 
proportions keep up relative constancy during 
the human growth. Only a few facial features 
such as the eyes, the lip and the chin are nec-
essary to extract. The metric stature is esti-
mated according to the statistical measurement 
sets and the facial vertical golden proportion. 
The estimated stature is tested with some indi-
viduals with only a single facial image. The per- 
formance of the proposed method is compared 
with some similar methods, which shows the 
proposal performs better. The experimental re-
sults highlight that the developed method esti-
mates stature with high accuracy. 
 
Keywords: Human Height Estimation; Golden 
Proportion; Facial Proportion; Feature Extraction; 
Projection Model 
 
1. INTRODUCTION 

Human height estimation has many important applica-
tions such as soft-biometrics and human tracking [1]. In 
the first case, the stature can be used to rule out the pos-
sibility that a particular person is the same person from 
the surveillance cameras [2,3]. In the latter case, it can 
be exploited to distinguish among a small set of tracked 
people in the scene [1,4,5,6,7]. The stature, therefore, 
may become a very useful identification feature. In the 
cases with two or more images, the stature estimation by 
stereo matching is computationally expensive and there 
exists ambiguity being resident in the stereo correspon-
dence, which is not overcome efficiently so far [8,9,10]. 
In the case of only one image available, the stature 

measurement from single image has to be performed. 
Many single view based approaches are proposed based 
on some geometric structures or models [1,2,3,4,5,6, 
7,11,12,13,14,15,16]. In [1,2,3,4,5,6,7,12,13,14,15,16], 
plane metrology algorithms based on vanishing points 
and lines are developed to measure distances or lengths 
on the planar surfaces parallel to the reference plane. 
Any slight inaccuracy in measuring vanishing points will 
result in large errors [2,17]. Reference points defining 
the top and bottom of the object should be clear and 
unambiguous. Besides, reference objects must be in the 
same plane as the target object. Moreover, the full body 
of the user must be visible in measuring the stature. In 
[11], BenAbdelkader and Yacoob incorporated some 
certain statistical properties of human anthropometry 
into the stature estimation. It would be difficult to obtain 
the stature when some anthropometric values such as 
acromion and trapezius (or neck) are not available. Be-
sides, if the whole body and/or the facial plane are at an 
angle with respect to the camera, the weak perspective 
assumption cannot be exploited. 

Although many single view based approaches have 
been proposed, there exist some problems in the litera-
ture. In order to improve both validation and automation 
of the procedure, we have developed an approach to es-
timating the stature with the following advantages. 1) 
The used image contains only the human face not previ-
ously addressed in the literature. The human face espe-
cially the facial vertical distribution owns some impor-
tant information which strongly correlates with the stat-
ure [18]. The facial vertical proportion used is based on 
the golden proportion [19,20]. A number of investigators 
have commented on the relative constancy of the facial 
vertical proportions during the human growth [21]. 2) 
Only a few facial features are necessary to extract, and 
the procedure is processed automatically by image 
analysis operators. 3) The extracted facial features and 
the facial vertical proportions are used together to esti-
mate the stature. The estimated result is tested with some 
individuals with only a facial image, showing high esti-
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mation accuracy, which validates the developed ap-
proach to be objective, and can be taken as an automated 
tool for estimating the stature. The potential applications 
of this work include biometric diagnoses, user authenti-
cation, smart video surveillance, human-machine inter-
face, human tracking, athletic sports analysis, virtual 
reality, and so on. 

The rest of the paper is organized as follows: Section 
2 describes the facial proportions used for estimating the 
stature. Section 3 discusses the face detection and the 
facial features extraction. Section 4 describes the stature 
estimation based on a calibrated camera. Experimental 
results and evaluation of the performance are given in 
Section 5 and followed by some conclusions and future 
works in Section 6. 

2. FACIAL PROPORTIONS 

All living organisms including humans are encoded to 
develop and confirm to a certain proportion [20]. The 
human face especially the facial vertical proportion 
owns some important information which correlates with 
the stature [18]. The facial vertical proportions include 

the golden proportion [19,20] and the facial thirds 
method [22,23]. The facial golden proportion is ap-
proximately the ratio of 1.618 to 1 as shown in Figure 1. 
It states that the human face may be divided into a 
golden proportion distribution by drawing horizontal 
lines through the forehead hairline, the nose, and the 
chin, or through the eyes, the lip, and the chin. 

The facial thirds method states that the face may be 
divided into roughly equal a third by drawing horizontal 
lines through the forehead hairline, the eyebrows, the 
base of the nose, and the edge of the chin as shown in 
Figure 2. Besides, the distance between the lip and the 
chin is double the distance between the base of the nose 
and the lip [22,23]. 

The golden proportion and the facial thirds are similar 
to each other. The former specifies a larger number of 
proportions than the latter. They used some different 
features so that they cannot be directly compared [19]. 
By experiments it shows that the accuracy of stature 
estimated by the golden proportion is more consistent 
with the ground-truth data than that of by the facial 
thirds. 

 

              

Figure 1. Facial vertical golden proportion               Figure 2. Facial vertical thirds proportion 

 

 

Figure 3. Face detection and facial features extraction results. A: origi-
nal image. B: extracted binary foreground. C: extracted foreground ob-
ject. D: extracted binary blob. E: resulting image from horizontal edge 
detection. F: horizontal locations of the eyes, the lip and chin lines. 
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3. FOREGROUND DETECTION AND  

FACIAL FEATURE EXTRACTION 

Robust and efficient extraction of foreground object 
from image sequences is a key operation. Many algo-
rithms have been developed [24,25,26]. The algorithm 
proposed in [26] is employed to extract foreground blob 
as shown in Figure 3B. After extracting the foreground 
objects, accurate facial features extraction is important 
for reliable estimation of the stature. A number of meth-
ods have been developed for extracting facial features 
[27,28,29]. Among the facial features such as the eyes, 
nose, lip, chin, and so on, the eyes are one of the most 
important facial features [30,31]. Since effective auto-
matic location and tracking of a person’s forehead hair-
line is difficult, we select the eyes, lip, and the chin as 
the facial features used in the study. 
The first step consists of locating the facial region to 

remove irrelevant information. Human skin color, 
though differs widely from person to person, is distrib-
uted over a very small area on a CbCr plane [32,33]. This 
model is robust against different types of skin, such as 
those of people from Europe, Asia and Africa. The skin 
tone pixels are detected using the Cb and Cr components. 
Let the thresholds be chosen as [Cb1, Cb2] and [Cr1, Cr2], 
a pixel is classified to skin tone if the values [Cb, Cr] fall 
within the thresholds. Each pixel in the Cb and Cr layer 
which does not meet the range [Cb, Cr] is set to zero. In 
some cases, the obtained mask has concavities or spikes 
as shown in Figure 3D, which affects the facial features 
location. We use the algorithm in [34] to process this 
problem. 

There are many fairly long horizontal edges near the 
facial features. In order to make the edge detector be-
haves more stable, we transform the intensity of the im-
age into a second derivate and then horizontally project 
it to determine the horizontal positions of facial features 
[34] (seen from Figure 3E). The positions of peaks in 
the horizontal projection curve correspond with the 
horizontal facial features including the eyes, nose and lip. 
Horizontal transition is stronger at the lip than at the 
eyes in some cases. The lip can be detected in hue/satu-
ration color space [35]. We detect the peak with a maxi-
mal value above the lip as the horizontal position of eyes. 
In the meantime, the chin is automatically located be-
tween the lip and the neck. The horizontal location of the 
eyes, lip and chin is given in Figure 3F. 

4. STATURE ESTIMATION 

Stature estimation is discussed here to highlight the use 
of the extracted facial features. Assume the person 
stands or walks on a plane and a camera is calibrated 
with respect to this plane. We compute 3D position of 
the extracted facial features according to the golden 
proportion. Since the facial vertical proportions keep 

relative constant during the human growth [21], the 3D 
position of the extracted facial features can be deter-
mined if a certain length or distance is known. 

More detailed metric description of the head and face 
was recognized quite early. Major U.S. surveys, those in 
which large numbers of measurements have been made 
on samples of a thousand or more individuals, have been 
carried out on military personnel [18]. The measurement 
device could provide a sensitivity of less than 0.01 mm 
in each axis, and the accuracy with the order of 0.1 mm 
could be achieved [36]. Shiang [18] has made extensive 
3D statistical work of human head and face also. Ac-
cording to the measurement sets the metric stature can 
be estimated based on the calibrated camera. 
The camera model used is a central projection. Effect 

such as radial distortion can be removed and is not det-
rimental to the method. The camera perspective projec-
tion model can be represented by a 34 matrix M. The 
image coordinates (ui, vi) of a point Pi expressed in a 
homogenous coordinate system are given as follows: 
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When estimating the stature, we assume that depth 
difference among the eyes, lip and the chin is negligible. 
For simplifying computation, assume that the 3D coor-
dinates of the chin point (u1, v1) is (X, Y, Z) whose hori-
zontal line intersects with the vertical line through the 
center of the eyes. The coordinates of the lip point (u2, v2) 
is (X, Y, Z+h) whose horizontal line intersects with the 
same vertical line as above. According to the golden 
proportion the coordinates of the center of the eyes point 
(u3, v3) is (X, Y, Z+2.618h). If h, the height between the 
chin and the lip is known, (1) can be used to infer the 3D 
coordinate of the chin point. Expending the (X, Y, Z) 
gives as follows: 
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From (2), the linear least-squares solution is given by 

[X, Y, Z]T = (ATA)-1ATB         (5) 

Once person’s head-top point (u4, v4) are known, we 
can rearrange (2) to estimate the stature as (6) using the 
coordinates (X, Y). It is found that (6) as a function of v4 
can get a more stable estimation of the stature. 

  24 4 34 4 31 21 4 32 22

4 33 23

m v m v m m X v m m Y
H

v m m
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


 (6) 

5. EXPERIMENTAL RESULTS 

To evaluate the performance of the proposed method, we 
have done experiments with some individuals. The ex-
periments are performed with a CCD camera which 
produces 640×480 pixels image sequences. The camera 
is mounted overhead which look down at an oblique 
angle to capture human face. In the experiment, the pa-
rameters of skin segmentation are fixed for all images as 
follows: Cb1=83, Cb2=127, Cr1=140, Cr2=175. The pa-
rameter h used in (4) is selected as 44.96 mm. 

The experimental setup includes a wall screen with a 
maximum size of 2.4 m  4 m which is parted into 24 
intended panels pointing by the users. The users’ posi-
tion is about 2 m~4.5 m away from the screen and the 
user can walk freely in the experimental room. The room 
size is about 3 m5 m. The experiment is performed as 

following way. We capture the pointing person as she/he 
is pointing at the intended panel. We extract the pointing 
user’s face and estimate his stature. Figure 4(a) gives 
some input video images as a user pointing at the panels. 
The tested user’s face is shown in some light blue pixels 
superimposed on the original images. The estimated 
stature (unit: mm) is given in the image also. Figure 4(b) 
shows the stature as the user pointing at the panels at 
different locations. The symbol in the legend refers to 
some different statures: the real human height (real H), 
the thirds proportion based estimated height (thirds 
based H), and the golden proportion based estimated 
height (the proposed H). 

The standard derivation σ of the estimated stature by 
the proposal is 6.744 mm, and the maximal deviation 
from the real height is 17.80 mm which is accurate 
within 3σ. Correspondingly, the σ of the thirds based 
estimated height is 10.4188 mm, while the maximal de-
viation from the real height is 36.9 mm which is out of 
3σ. The proposed method outperforms the thirds based 
method in estimating the stature. 

The deviation is due to the fact that relative error in-
crease with the distance between the camera and the user 
since the pixel size is proportional to the view angle, 
which means smaller resolution from a larger distance. 
In the experiment a pixel difference corresponds to about 
5.26 mm resolution ambiguity from the distance of 3 m. 
Besides, inaccurate camera calibration affects the meas-
urement results. Another factor is human gesture. Hu-
man gesture involves periodic up-and-down displace-
ment. Some other factors such as occlusion, and face 
orientation may affect the estimation result. This prob-
lem can be avoided by using multiple cameras and a 
camera with the best view is used to estimate the stature. 

 

 

Figure 4. Height results. (a) The person pointing at the panels and the extracted face 
shown in light blue pixels superimposed on the original images. The estimated height is 
given based on the proposal also. (b) Heights at different locations. 
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Table 1. Height estimation results. 

                                         Tested object 

                1                     2                   3                4 

AM        MD    AM        MD    AM        MD     AM         MD 

Kim[7]     1817.2  5.12  10.77  1708.2  8.56  15.34  1668.5  6.45  15.36   1653.6  6.75  15.75 

Wang[12]   1820.4  7.35  20.65  1722.4  10.56  26.74  1685.4  8.34  23.74  1664.5  9.26  26.51 

Lee[15]     1818.5  6.45  17.34  1720.6   9.78  22.58  1682.8  7.67  22.46  1663.7  8.78  25.12 

Proposed  1813.6  4.89   8.90  1715.4   8.78  15.56  1672.3  6.16  15.13  1647.3  6.69  14.90 

Algorithm 

 

 
We hope to discuss it in the future. The processing speed 
of the proposal is roughly 15frames/s for a single object 
and frontal face in the scene. 
To verify the effectiveness of the mentioned approach, 

we have performed experiments with some moving indi-
viduals. The performance of the proposal for four tested 
individuals with known stature is compared with that of 
some similar methods [7,12,15] shown in Table 1. Table 
1 summarizes the average measurement (AM) stature, 
the standard derivation (σ), and the maximal derivation 
(MD) for each tested object. It is clearly seen that the 
developed approach performs better. 

6. CONCLUSIONS AND FUTURE WORKS 

We have developed unsupervised single view based 
method for robust and real-time estimating the stature. 
The image contains only a face or upper body little dis-
cussed in the literature. Only a few facial features such 
as the eyes, lip and chin are necessary to extract. The 
metric stature is estimated according to the statistical 
measurement sets and the facial vertical golden propor-
tion. The estimated stature is tested with some individu-
als with only a facial image, showing high accuracy, 
which validates the proposal to be objective, and can be 
taken as an automated tool for estimating the stature. 
Extension to un-calibrated scenario case would be de-
veloped in the future. 
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ABSTRACT 
 
Reliability of medical devices such as infusion 
pumps is extremely important because these 
devices are being used in patients who are in 
critical condition. Occlusion pressure, as an 
important parameter of infusion pumps, should 
be detected when an occlusion occurred. How-
ever, infusion pumps’ occlusion pressure could 
not be tested and the performance of these 
pumps is not known to us. In order to test the 
occlusion pressure of infusion pump, a testing 
system has been put forward according to 
standards of IEC 60601-2-24:1998/ GB 9706.27- 
2005. The system is comprised of sensor, ac-
quisition card, three-way tap and so on; this 
system is controlled by a PC. At the same time, 
sampling rate could be changed if necessary 
and test time could be recorded. And then the 
characteristics of this system were studied, 
such as linear, effects of pump rates and dif-
ferent pumps. The system remained linear in a 
given environment. The higher is the pump rate, 
the faster is the time to reach occlusion condi-
tion. The testing system has been proved to be 
effective in testing the occlusion pressure of 
infusion pumps and the accuracy error of 
pressure is content the demand of ±1% of 
range. 
 
Keywords: Infusion Pump; Occlusion Pressure; 
Testing System 
 
1. INTRODUCTION 

Infusion pumps have been widely used in clinical prac-
tice, such as in intravenous infusion therapy to infuse 
fluids, medication or nutrients into patient’s circulatory 
system and can produce quite high but controlled pres-
sure so as to inject controlled amount of fluids, however, 
pressure values are different regarding to different pumps. 

Nowadays, most infusion pumps have an occlusion 
pressure preset threshold, once the pressure of tubing, 
connecting to patients, exceeds the preset limit, the 
alarm of occurring occlusion will be active. Some infu-
sion pumps adopt a method of speed administration, in 
this case, if fluid rate is zero during a certain time and 
the alarm of occlusion will be active. However, on the 
one hand, the pressure values of vascular are different 
regarding to different persons and the same person at 
different time. When an occlusion occurs along the de-
livery path, medication will not be delivered to patient 
but the pressure does not reach the preset pressure and 
the alarm will not be active. In this case, the pump can 
not only continue to operate normally, but it can display 
erroneous values about the infusion rate and accumu-
lated volume. This incorrect record for the patient could 
lead to an improper analysis, which will cause injury to 
patient. The higher is occlusion pressure, the more seri-
ous is the injury, so the test of occlusion pressure is cru-
cial to pumps [1]. On the other hand, the inaccurate in-
fusion rates of infusion pumps could be generated if the 
pumps are not checked up after a long time usage. At last, 
some infusion pumps could be used to detect tissue ex-
travagation [2]. At this moment, infusion pumps must be 
periodically tested to determine whether they are func-
tioning properly [3,4]. 

A testing system of infusion pump occlusion pressure 
is designed to test an infusion pump and determine 
whether the pump is operating correctly. 

At present, there are several products commercial 
availably in market; mostly they are designed by for-
eigners, such as IDA-4 Plus Infusion Pump Analyzer, 
Infutest Solo Infusion Pump Analyzer and so on. The 
former is designed by Fluke, it has a function of PCA 
(Patient Controlled Analgesia) Pumps Bolus measure-
ment and testing four pumps at the same time; the latter 
is designed by Datrend Systems Inc. and there are other 
corporations to design infusion pump analyzers (tester) 
[5,6]. Though these devices have well performances, the 
price is high accordingly. At the same time, some of 
these devices are not designed rationally; one device is 
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ruined for its first using, so we designed this simple but 
good performance testing system. But the most impor-
tant point is that these devices are not designed followed 
the IEC 60601-2-24:1998 standard, so they can be not be 
used to test other infusion pumps and so on. 

During our previous work, we have found that, if fluid 
speed is low in syringe pumps, in the curve of time- 
pressure, there exists and smooth phase liking a part of 
round and pressure values should be the in this phase. 
On this condition, we adopted a different method and got 
an elementary result, but this method was not satisfac-
tory and would be ameliorated. 

2. METHODS AND APPARATUS 

2.1. Description of Apparatus 

According to the standards of IEC 60601-2-24:1998 and 
GB 9706.27-2005, a test system is designed which is sh- 
own in Figure 1. This system is applied to infusion pum- 
ps, volumetric infusion pumps and syringe pumps [7,8]. 

The testing system can be divided into three parts ac-
cording to their different functions.  

Part 1: In this part, the aim is designed to provide in-
fusion pumps to be tested; and infusion pumps provide 
the driving force for occlusion pressure. The administra-
tion set, which is medical tubing in this system, sets to 1 
m. 

Part 2: The aim is designed to simulate the occlusion 
in patient and collect the fluids. Occlusion is realized 
through the turning of three-way tap and then the signal 
of sensor is transmitted to the acquisition card. At the 
beginning of test, when the three-way tap is opened, 
fluids will be collected in the collecting vessel; if 
three-way tap is closed, occlusion pressure will be gen-
erated following the rigid tubing and then the pressure 
signal is transmitted to the pressure transducer. At the 
end of test, fluids will be collected in the collecting vessel. 

 

Part 3: In this part, the interface between PC, running 
under Windows XP and sensor was realized through an 
RS-232 connection. The sampling rate is controlled by 
PC and software, which is basing on Visual C++ 6.0 
platform. The signal, coming from sensor, is obtained by 
acquisition card, and then is transmitted to computer. 
After the further dealing and calculation of signals, the 
dealt signals could be displayed on monitor in the form 
of wave.  

2.2. Measurements 

The test is carried out using a test solution of ISO class 
Ⅲ water for medical use, under normal condition 
(20℃±2℃, 65%±5%RH (Relative humidity)). There are 
several steps to implement this apparatus [7,8]: 

First: Connect all the joints and check the testing sys-
tem. The rigid tubing between three-way tap and sensor 
should fill with water in advance. If the occlusion alarm 
threshold can be selected, set it to minimum. Then, set 
the appropriate pump rate and volume, then start it. 

Second: Open the three-way tap (stopcock) and let 
fluids flows into the collecting vessel. Close the three- 
way tap (stopcock) when the internal liquid flow be-
comes steady and test the occlusion pressure alarm 
threshold, this threshold will be registered by computer, 
then collect fluids, which generated by the expand of 
medical tubing. 

Third: If the occlusion alarm threshold can be selected, 
repeat the test with the occlusion pressure set to maxi-
mum. 

Pressure sensor is an important part in testing system, 
and the accuracy and precision of sensor are influenced 
by actual environment, such as temperature, relatively 
humidity. So to ensure the accuracy of the testing result, 
pressure calibration of the testing system is necessary 
before testing infusion pumps.

 

Figure 1. Structure of infusion pumps testing system. 
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Table 1. Relation between calibrator value and computer display value. 

Calibrator 
display(KPa) 

10.10 19.99 29.96 40.01 50.01 60.02 70.01 79.99 89.98 99.98 

Computer 
display(V) 

2.7309 2.9733 3.2176 3.4636 3.7087 3.9555 4.2012 4.4464 4.6906 4.9373 

Results of  
expression(KPa) 

10.13 19.99 29.92 39.96 49.95 60.01 70.01 80 89.96 99.99 

error 0.03 0 0.04 0.05 0.06 0.01 0 0.01 0.02 0.01 

 
Regarding to the Infusion Pump Analyzers mentioned 

before, the occlusion pressures are recorded once the 
pressure level is highest, at the same time the elapsed 
time is recorded [5,6]. In this testing system, the occlu-
sion pressure and elapsed time are recorded, meanwhile, 
the delayed time, between the pressure reaches to the 
alarm threshold of infusion pump and the pump is not 
active, is recorded. The delayed time is also an important 
parameter though it is zero in some pumps. The real- 
time pressure wave could be displayed in monitor and 
could be reviewed and analyzed. 

3. RESULTS 

In this testing system, pressure calibrator of Fluke-718 
30G was used, it can be used to calibrate pressure sensor 
and this testing system, its accuracy is ±0.05% of range 
and resolution is 0.01KPa [9].The performance of pres-
sure sensor, under the same environment is summarized 
in Table 1. The unit of calibrator is KPa and computer 
display is V (voltage), computer display is the value of 
pressure signal, which has been magnified and filtered. 

From the data results above, we can see that if the 
value of calibrator increases about 10KPa, the value of 
computer display increases about 0.24V correspond-
ingly, so the performance of pressure sensor shows well 
linear. 

Based on the relationship between calibrator value 
and computer display value, a line could be drawn. The 
relation between the display of computer and pressure 
calibrator is almost linear. The expressions were calcu-
lated with least squares approximation and they are: 

and , 

respectively. The sign x is computer display which is 
obtained form acquisition card and the sign y is the value 
of calibrator. Since the model is almost linear, the pri-
mary output is proportional to the input signal, so the 
first expression is enough in this system. In our testing 
system, the range of pressure is 0-200KPa and the accu-
racy of testing system is ±1%, so the error is allowed 
basing on the linear expression.  

11.101732.40  xy 66.101033.410392.0 2  xxy

Three different infusion pumps (ANGEL-AJ5800, 
YDBS-11A, and ATOM-P300) were tested under the 
infusion rate of 250ml/h and sampling rate was 1Hz. The 
performance of infusion pumps is shown in Figure 2. 

4. DISCUSSION AND CONCLUSIONS 

The lines in Figure 2 are test results of the pumps and 
these tests were implemented under normal environment. 
From these results, firstly, a peak pressure (occlusion 
pressure) can be found, peak pressure of ATOM-P300 
infusion pump, ANGEL-AJ5800 infusion pump and 
YBDS-11A infusion pump was 114.80KPa, 215.80KPa, 
and 165.1KPa respectively. Secondly, occlusion time 
(the time from occlusion to occlusion alarm) was 12s, 
38s and 12s, respectively. 

The different occlusion pressures between infusions 
pumps could be seen from the test results. ATOM-P300 
infusion pump has a pressure sensor and the precision is 
high; ANGEL-AJ5800 infusion pump has a higher oc-
clusion pressure value. Pressure of YBDS-11A is neither 
high nor low. In order to ensure the safety of patients, 
low occlusion pressure and occlusion time are necessary 
and pressure sensor is the better choice in fusion pumps. 
The occlusion pressure of usual infusion pumps is about 
100KPa, and some new made infusion pumps is about 
7PSI (48.265KPa) or even more lower. Occlusion pres-
sure alarm of ATOM-P300 infusion pump is lower than 
YBDS-11A infusion pump and ANGEL-AJ5800 ，
ATOM-P300 infusion pump can prevent patient from 
hurting much sooner than the latter if an occlusion hap-
pens. 

The sensor is influenced by environment, especially 
by temperature. In order to ensure the accuracy of the 

 

 

Figure 2. Relation between time and pressure of different 
pumps. 
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Figure 3. Structure of infusion pump. 

 
test, calibration process should be implemented before 
performance, even in stable environment, calibration 
should be operated periodically. 

Most infusion pumps are peristaltic, so the pressure is 
not stable. After a higher (lower) value, there is a lower 
(higher) value, as shown in Figure 2. That is determined 
by the structure of infusion pump, shown in Figure 3, so 
it is natural for the unstable pressure value. 

We have mentioned that pressure curve of syringe 
pump is different to infusion pump; it is also determined 
by their structure. 

In this study the infusion pump testing system is de-
signed and its focus is detection of occlusion pressure. 
The results of infusion pump automatic detection system 
have verified that this method is efficient in different 
type of infusion pumps. The future research is concerned 
with these following topics. 

1) Software should be perfect. The essential function 
could be achieved in present software, but many acces-
sional functions should be achieved in the future. The 

friendly interface is necessary and the manual operation 
should be decrease to ensure the accuracy of the testing 
system. 

2) Although the occlusion pressures of infusion pumps 
were recorded, the delayed time should be recorded by 
testing system automatically, through analyzing the ob-
tained data results. 

3) The system is influenced by environment, such as 
temperature，relative humidity, so more tests should be 
implemented to come to a much better relation between 
system and environment, which can be a reference for 
further tests. 
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ABSTRACT 
 
This article introduces a new biomedical / open 
surgical instrument to assist surgeon in apply-
ing surgical clips to patient’s body tissue and 
blood vessel during surgical processes. The 
new clip delivery system is designed to better 
the clip’s distal advance through internal clip 
channel, jaw guiding track, and all other transi-
tion areas to keep surgical clip from accidental 
shooting out during clip’s distal move into jaws. 
Currently the clip distal move in normal surgical 
instrument is usually driven by compression 
springs and some complains of clip accidental 
drop-off were recorded in surgical procedures. 
Because higher request of dimensional toler-
ance and better component surface quality are 
needed in case the compression springs are 
used as driven force, a little dimensional devia-
tion or less qualified part surface produced from 
manufacturing processes will potentially cause 
surgical clip device malfunction or misfiring of 
the clips. It is clearly known that the jaws can 
seriously sever or damage patient’s blood ves-
sel or body tissue if there is no clip inside the 
jaws due to accidental clip drop-off, when sur-
geons close instrument handles. The improved 
internal system design in this new open surgical 
instrument can prevent clip from accidental 
drop-off because of well guided and controlled 
clip distal move through internal clip channel 
and track. Besides the operational force to fully 
form clip is lower than existing surgical clip de-
vices due to better mechanical advantage in this 
new instrument design. In addition to the above, 
manufacturing and product cost can be de-
creased since lower requirement of dimensional 
tolerance and surface quality of instrumental 
parts is allowed in this new surgical instrument 
design. This new instrumental prototype is build 
upon the analysis of computer aided modeling 

and simulation to prove its good mechanical 
advantage, feasible function, reliable perform-
ance. The preliminary results of instrument fir-
ing force from both computer aided modeling 
and prototype testing are very close to each 
other, and preliminary prototype testing shows 
no accidental clip drop-off in this new biomedi-
cal / surgical clip instrument. 
 
Keywords: Blood Vessel; Body Tissue; Ligation; 
Computational Modeling; Mechanical Advantage 
 
1. INTRODUCTION 

It is critical for surgeons to apply surgical clip instru-
ment to the severed organs, blood vessels and body tis-
sues to stop bleeding in surgical procedure [1,2,3]. The 
surgical clip instrument jaws should be put around patent 
blood vessel or body tissue and clips can be closed to 
secure the vessel and tissue to prevent them from bleed-
ing when surgeon bring instrument handles together. 
Next surgical clip will be automatically driven into in-
strument jaws through internal clip channel when sur-
geons release instrument handles.  

The surgical devices to apply clips onto blood vessel 
and body tissue have been developed for many years [4, 
5,6]. It includes single clip and multiple clip applications 
[7,8,9]. Next clip can be loaded into instrument after 
firing each clip in single clip applications and multiple 
clips can be sequentially applied to the vessel or tissue in 
multiple clip applications. The surgical clip devices usu-
ally have two handles, a master body, a clip loading and 
crimping assembly, clip driving mechanism and some 
other functioning components such as clip pusher and 
jaws. The improvement for better clip advancement and 
lower cost instrument is continued to develop more reli-
able, better functional and cost-effective clip instruments 
to support surgeons in their surgical processes. 

Some complains were previously recorded from clinic 
fields showing several incidents of accidental clip 
shooting out from jaws while clip was driven into jaws 
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in clip instruments using compression springs as driving 
force. These incidents showed that the closed jaws will 
potentially sever or damage blood vessel or body tissue 
if there is no clip in jaws. The accidental clip drop-off is 
mainly caused by improper control of dimensional tol-
erance when manufacture the instrumental components. 
The surgical instruments in which surgical clips were 
driven by compression spring require higher dimensional 
tolerance control and better surface quality during com-
ponent manufacturing and this will lead a low volume 
and high cost instrumental production, otherwise the 
clips will drop-off or shooting out if dimensional toler-
ance are too loose or clips will jam or not move by 
spring force if dimensions are too tight. 

This new instrument design has different clip delivery 
system compared with current clip instruments. The dis-
tal movement of clip pusher driven by instrument han-
dles gradually advances clip from clip magazine, 
through clip channel and transition area between clip 
channel and jaws, and finally form clip after clip being 
driven into guide track in jaws. The clip pusher returns 
proximally to its original start position when surgeons 
release instrument handles and then readily picks up next 
clip. Since the internal clip delivery can be easily and 
well controlled through simple lever-linkage driving 
system in this new design, the accurate dimensional tol-
erance control and higher surface quality are not re-
quired during production and manufacturing processes 
of instrumental components. This can lead cost-effective 
machining process, increase production volume, and 
reduce production cost. The preliminary prototype test-
ing also indicates that there is no accidental clip shooting 
out in this new instrument design and operational force 
to fully form clip is lower than current surgical clip in-
struments.  

This new instrumental prototype testing has been 
conducted on dogs including vascular occlusion, ligating 
for tubular ducts, and applying surgical clip to animal 
tissue. In vitro and in vivo studies were conducted to 
investigate the clip holding force, degradation rate, and 
tissue reactivity for clips of titanium material. The clips 
were applied across excised canine cystic ducts by this 
new instrument and both axial and transverse pull-off 
forces have been recorded and measured. In the next 
phase, the titanium clips were implanted subcutaneously 
into the animals and the remaining strength within the 
clips has been measured after 1, 3, 5, 7, 9, 11, 13, or 21 
days. The preliminary results show that the clips applied 
by this new surgical instrument function properly.  

The preliminary testing results also indicated that 
there is no clip shooting out in this surgical instrument 
design and the operating force to fully form the clip is 
between 3.16 lbf and 3.30 lbf which are lower than 4 lbf 
in existing surgical instrument. 

2. ANALYSIS OF NEW SURGICAL CLIP 
INSTRUMENT 

The prototype, instrument front and rear portion views 
of this new surgical instrument are indicated in Figure 
1-3. First the instrument will be put around patient blood 
vessel or body tissue. When surgeons start and gradually 
close instrument handles, clip driven by clip pusher ad-
vances distally from clip magazine through internal track 
and channel into jaws and finally secured blood vessel or 
body tissue. The instrument jaws can be open as sur-
geons release instrument handles, and clip pusher and 
driving bar return to its original start positions. Com-
pared with current instrument that clip delivery is driven 
by compression spring, the clip being loaded into jaws is 
well guided and controlled in this new instrument design. 
The driving bar linked to instrument handles at pivot 
point moves distally to drive clip pusher that advances 
clip steadily into jaws as surgeons gradually close surgi-
cal instrument handles. Such a stable clip linear motion 
in this new design can be easily and well controlled by 
surgeons to prevent clip from accidentally shooting out 
from instrument. The preliminary prototype testing of 

 

 

Figure 1. Prototype of new surgical instrument. 

 

 

Figure 2. Front portion view of new surgical instrument. 
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Figure 3. Rear portion view of new surgical instrument. 

 

 
Figure 4. Force analysis diagram in instrument. 

 
this new design indicated its proper and reliable per-
formances with no clip shooting out and lower opera-
tional force than usual to form surgical clips. 

3. COMPUTATIONAL MODELING AND 
ANALYSIS  

Referring Figure 4, the energy balance and force equa-
tions in this new surgical instrument design can be de-
rived as follows. 

Fload * Vlinear = T * ω         (1) 

Because torque T = Fpivot * R,   

T * ω = Fpivot * R * ω = Fpivot * Vangular      (2) 

Then 

Fload * Vlinear = Fpivot * Vangular        (3) 

Fload = (Vangular / Vlinear ) * Fpivot  = (VR) * Fpivot  (4) 

Referring the force diagram of this instrument handle 
in Figure 4: 

Ffinger * L = Fpivot * R         (5) 

The different Ffinger can be determined with different 
combination of L and R. The computational simulation 

can find the optimized values of L and R to reduce the 
operational force to fully form clip. The computer aided 
solution suggested L = 4.85 inch and R = 2.20 inch for 
best instrument performance. 

Based on Eq.5, 

Ffinger * 4.85 = Fpivot * 2.20 

Fpivot = 2.20 * Ffinger 

Referring Eq.4,  

Fload = (VR) * Fpivot = (VR) * 2.20 * Ffinger   (6) 

The velocity ratio of (Vangular / Vlinear) can be deter-
mined by computer aided simulation targeting optimized 
instrument performance, and simulation results are 
shown in Figure 5. 

The mechanical advantage of this new instrument can 
be found when surgical clip is fully formed: 

Mechanical advantage = (VR) * 2.20          (7) 

= (.04940 / .03548) * .20 = 3.063 

This result shows that, if 20 lbf forces are required to 
fully form the surgical clip, the operational force that 
surgeon needed is 3.265 lbf that is lower than normal 
spec of 4 lbf and this will benefit surgeons in their sur-
gical procedure. Also, both computational simulation 
and prototype testing results are very close which verify 
and prove the credibility of this new instrument design 
and research methodology. 

4. CONCLUSIONS 

The prototype of this new surgical clip instrument has 
been proved to have feasible function and better per-
formance based on instrumental functional study, com-
puter aided modeling and solution, and preliminary pro-
totype testing. This new instrument design has several 

 

 
Figure 5. Linear and angular velocity vs. time phase in op-
erating the instrument. 



Z. Li / J. Biomedical Science and Engineering 2 (2009) 435-438 

SciRes Copyright © 2009                                   http://www.scirp.org/journal/JBISE/

438 

[2] D. Chan, J. Bishoff, I. Ratner, L. Kavoussi, and T. Jarrett, 
(2000) Endovascular gastrointestinal stapler device mal-
function during laparoscopic nephrectomy: Early recog-
nition and management, Journal of Urology, 164(2), 
319–321 

major advantages compared with some current surgical 
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APPENDIX 
  

 Nomenclature 
  
Ffinger – lbf, load on surgeon’s finger T – inch-lbf, torque on pivot point of handle 
Vlinear – inch per second, linear distal moving velocity of 
instrument drive bar     

Fload – lbf, force required to close jaws to form clip 
L – inch, distance between handle pivot point and sur-
geon’s finger position (VR) – velocity ratio 

R – inch, distance between handle pivot and linkage 
pivot 

Fpivot – lbf, load on linkage pivot  
ω – degree per second, angular speed of handle at pivot  
point 
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ABSTRACT 
 
This paper presents an algorithm based on the 
wavelet decomposition, for feature extraction 
from the Electrocardiogram (ECG) signal and 
recognition of three types of Ventricular Ar-
rhythmias using neural networks. A set of Dis-
crete Wavelet Transform (DWT) coefficients, 
which contain the maximum information about 
the arrhythmias, is selected from the wavelet 
decomposition. These coefficients are fed to the 
feed forward neural network which classifies 
the arrhythmias. The algorithm is applied on the 
ECG registrations from the MIT-BIH arrhythmia 
and malignant ventricular arrhythmia databases. 
We applied Daubechies 4 wavelet in our algo-
rithm. The wavelet decomposition enabled us to 
perform the task efficiently and produced reli-
able results. 
 
Keywords: Daubechies 4 Wavelet; ECG; Feed 
Forward Neural Network; Ventricular Arrhythmias; 
Wavelet Decomposition 
 
1. INTRODUCTION 

The cardiac disorders which are life threatening are the 
ventricular arrhythmias such as Ventricular Tachycardia 
(VT), Ventricular Fibrillation (VFIB) and Ventricular 
Flutter (VFL). The classification of ECG into these dif-
ferent pathological disease categories is a complex task.  

Successful classification is achieved by finding the 
characteristic shapes of the ECG that discriminate effec-
tively between the required diagnostic categories. Con-
ventionally, a typical heart beat is identified from the 
ECG and the component waves of the QRS, T and P 
waves are characterized using measurements such as 
magnitude, duration and area (Figure 1). 

In an arrhythmia monitoring system or a defibrillator, 
it is important that the algorithm for detecting ECG ab-

normalities should be reliable. The patient will be loos-
ing a chance of treatment if the system is not able to de-
tect the arrhythmia. Also a false positive detection will 
initiate a defibrillator to give improper therapeutic inter-
vention. Both situations are linked with the patient’s life. 

An algorithm based on Wavelet Transform is quite ef-
ficient for the detection of ventricular arrhythmias com-
pared to the Discrete Fourier Transform (DFT) since it 
permits analyzing a discrete time signal using frequency 
components. The DWT has been used for analyzing, 
decomposing and compressing the ECG signals [1]. 

The wavelet transforms make possible, the decompo-
sition of a signal into a set of different signals of restrict- 
ed frequency bands. Wavelet processing can be consid-
ered as a set of band pass filters [2]. Moreover, the dis-
crete wavelet transform corresponds to a multiresolution 
analysis [3] which can reduce the redundancy of each 
filtered signal so that the processing algorithm can be 
applied effectively to a small data subset of the original 
signal [4,5,6,7,8,9]. 

A classification scheme is developed in which a feed 
forward neural network is used as a classification tool 
depending on the distinctive frequency bands of each 
arrhythmia. The Back Propagation (BP) algorithm al-
lows experiential acquisition of input/output mapping 

 

 
Figure 1. Normal ECG waveform. 
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knowledge within multi-layer networks [10]. BP per-
forms the gradient descent search to reduce the mean 
square error between the actual output of the network 
and the desired output through the adjustment of the 
weights. It is highly accurate for most classification 
problems because of the property of the generalized data 
rule. In the traditional BP training, the weights are 
adapted using a recursive algorithm starting at the output 
nodes and working back to the first hidden layer. 

In our study, an algorithm is implemented to detect 
and classify Ventricular Tachycardia (VT), Ventricular 
Fibrillation (VFIB) and Ventricular Flutter (VFL) using 
wavelet decomposition and neural classification. 

The ECG registrations from MIT-BIH arrhythmia and 
malignant ventricular arrhythmia databases are used here. 
The analysis is done using Daubechies 4 wavelet. 

2. VENTRICULAR ARRHYTHMIA 

Arrhythmias are the abnormal rhythms of the heart. 
They cause the heart to pump the blood less effectively. 
Most cardiac arrhythmias are temporary and benign. The 
ventricular arrhythmias are life threatening and need 
treatment. Such ventricular arrhythmias are Ventricular 
Tachycardia, Supraventricular Tachycardia, Ventricular 
Fibrillation and Ventricular Flutter.  

VT is a difficult clinical problem for the physicians 
(Figure 2). Its evaluation and treatment are compli-
cated because it often occurs in life-threatening situa-
tions that dictate rapid diagnosis and treatment. Ven-
tricular tachycardia is defined as three or more beats of 
ventricular origin in succession at a rate greater than 100 
beats/minute. There are no normal-looking QRS com-
plexes. Because ventricular tachycardia originates in the 
ventricle, the QRS complexes on the electrocardiogram 
are widened (>0.12 seconds). Ventricular tachycardia has 
the potential of degrading to the more serious ventricular 
fibrillation. 

VFIB is a condition in which the heart's electrical ac-
tivity becomes disordered (Figure 3). During Ventricular 

 

 

Figure 2. ECG waveform with VT. 

 

Figure 3. Ventricular fibrillation. 

 

 

Figure 4. Ventricular flutter. 

 
fibrillation, the heart's ventricles contract in a rapid and 
unsynchronized way. It is a medical emergency. If this 
condition continues for more than a few seconds, blood 
circulation will cease, as evidenced by lack of pulse, 
blood pressure and respiration, and death will occur [11]. 

VFL is a tachyarrhythmia characterized by a high 
ventricular rate with a regular rhythm (Figure 4). The 
ECG shows large sine wave-like complexes that oscil-
late in a regular pattern. There is no visible P wave. QRS 
complex and T wave are merged in regularly occurring 
undulatory waves with a frequency between 180 and 250 
beats per minute. In severe cardiac or systemic disease 
states, ventricular tachycardia can progress to ventricular 
flutter, then to ventricular fibrillation. 

3. COMPARISION OF EXISTING    
ALGORITHMS 

Computer based detection and classification algorithms 
can achieve good reliability, high degree of accuracy and 
offer the potential of affordable mass screening for car-
diac abnormalities.  

Till now, many linear techniques for the detection of 
ventricular arrhythmias have been developed, such as the 
probability density function method [12], rate and ir-
regularity analysis, analysis of peaks in the short-term 
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autocorrelation function [13], sequential hypothesis tes- 
ting algorithm [14], correlation waveform analysis, four 
fast template matching algorithms, VF-filter method [15, 
16], spectral analysis [17], and time-frequency analysis 
[18]. However, these methods exhibit disadvantages, 
some being too difficult to implement and compute for 
automated external defibrillators (AED’s) and implant-
able cardioverter defibrillators (ICD’s), and some only 
successful in limited cases. For example, the linear tech-
niques [13,18] using the features of amplitude or fre-
quency have shown their limits, since the amplitude of 
ECG signal decreases as the VFIB duration increases, 
and the frequency distribution changes with prolonged 
VFIB duration.  

Openly accessible at  

The VF filter method relies on approximating the 
VFIB signal as a sinusoidal waveform. The method is 
equivalent to using a bandpass filter, the central fre-
quency of which is the mean signal frequency. The spec-
tral analysis technique relies on the fact that the VFIB 
frequency contents are concentrated in the bandwidth 
4-7Hz [13]. The increased power in this band of fre-
quencies is the major indication of the presence of VFIB. 
The above spectral analysis technique is applied to sta-
tionary signals. However, abrupt changes in the non- 
stationary ECG signal are spread over the whole fre-
quency range. Important time varying statistical charac-
teristics are lost once the signal has been Fourier trans-
formed.  

In recent years time-frequency analysis techniques 
have proved to be useful in experimental and clinical 
cardiology. These techniques are needed to fully de-
scribe and characterize the various ventricular arrhyth-
mias and facilitate the development of new detection 
schemes with high correct detection rate, or equivalently, 
with low false-positive and false-negative performance 
statistics. The wavelet transforms make possible, the 
decomposition of a signal into a set of different signals 
of restricted frequency bands. Wavelet processing can be 
considered as a set of band pass filters [15]. Moreover, 
the discrete wavelet transform corresponds to a multi- 
resolution analysis [12] which can reduce the redun-
dancy of each filtered signal so that the processing algo-
rithm can be applied effectively to a small data subset of 
the original signal.  

A classification scheme is developed in which a feed 
forward neural network is used as a classification tool 
depending on the distinctive frequency bands of each 
arrhythmia. The algorithm is applied to ECG signals 
with ventricular arrhythmia disorders. 

4. WAVELET DECOMPOSITION 

The wavelet transform is a mathematical tool for de-
composing a signal into a set of orthogonal waveforms 
localized both in time and frequency domains. The de-

composition produces coefficients, which are functions 
of the scale (of the wavelet function) and position (shift 
across the signal). 

A wavelet which is limited in time and frequency is 
called “mother wavelet”. Scaling and translation of the 
mother wavelet gives a family of basis functions called 
“daughter wavelets”. 

The wavelet transform of a time signal at any scale is 
the convolution of the signal and a time-scaled daughter 
wavelet. Scaling and translation of the mother wavelet is 
a mechanism by which the transform adapts to the spec-
tral and temporal changes in the signal being analyzed. 

The continuous wavelet transform for the signal x(t) is 
defined as: 

  dt
a
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where a and b are the dilation (scaling) and translation 
parameters, respectively. A wide variety of functions can 
be chosen as mother wavelet ψ, provided ψ(t) Є L2 and 

0)( 




dtt                 (2) 

The DWT makes possible the decomposition of ECG 
at various scales into its time-frequency components. In 
DWT two filters, a Low Pass Filter (LPF) and a High 
Pass Filter (HPF) are used for the decomposition of ECG 
at different scales. Each filtered signal is down sampled 
to reduce the length of the component signals by a factor 
of two. The output coefficients of LPF are called the 
Approximation while the output coefficients of HPF are 
called the Detail. The approximation signal can be sent 
again to the LPF and HPF of the next level for second 
level of decomposition; thus we can decompose the sig-
nal into its different components at different scale levels. 

Figure 5 shows the decomposition process of a signal 
into many levels. The details of all levels and the ap-
proximation of the last level are saved so that the origi-
nal signal could be reconstructed by the complementary 
filters. The reconstructed signals at each level are repre-
sented by the notations D1, D2, D3 and so on. 

 

 

Figure 5. Wavelet decomposition and reconstruction. 
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Figure 6. Ideal frequency bands for the various details. 
 

Figure 6 shows the ideal frequency bands for a sam-
pling frequency of 360 samples/second. Depending on 
the scaling function and the mother wavelet, the actual 
frequency bands and consequent frequency selectivity of 
the details are slightly different. 

5. METHODOLOGY 

In this section we present the algorithm which efficiently 
detects and classifies the various ventricular arrhythmias 
using wavelet decomposition and neural classification. 

5.1. Description of the Algorithm 

The algorithm first decomposes the ECG signals using 
wavelet transform. The decomposed signals are fed to 
the feed forward neural network. The wavelet theory is 
used as a time-frequency representation technique to 
provide a method for enhancing the detection of life 
threatening arrhythmias. It reveals some interesting 
characteristic features such as low frequency band (0-5 
Hz) for VFL, two distinct frequency bands (2-5, 6-8 Hz) 
for VT, and a broad band (2-10 Hz) for VFIB.  

A classification scheme is developed in which a neural 
network is used as a classification tool depending on the 
above distinctive frequency bands of each arrhythmia. 

The algorithm is applied to ECG signals obtained from 
patients suffering from the arrhythmias, mentioned above. 

5.2. ECG Analysis Using Wavelet        
Decomposition 

To quantify the differences between the various ar-
rhythmias with the help of the wavelet transform, the 
densities for different frequency bands are compared. 
The wavelet transform is performed using Daubechies 4 
wavelet since it provides better sensitivity [19].  

The algorithm computes the volume underneath the 
3D plots of the square modulus of the wavelet transform 
for several regions of the time-frequency plane. The 
time-frequency plane is divided into seven bands rang-
ing from 0 to 15 Hz. For sinus rhythm the energy is cal-
culated within the time intervals T1 and T2 integrated 
over the whole frequency axis. The time interval T1 is 
determined by the region of QRS complex, and the time 
interval T2 is determined by the region of the T-wave.  

As the wavelet transform is very sensitive to abrupt 
changes in the time direction, the energy parameter over 
the given time intervals attains relatively large values for 
normal subjects. This parameter is referred to as Tv and 
it defines the sum of the energy parameters computed 
within the intervals T1 and T2. Although the signals of 
VFL and VT exhibit a QRS-complex, the parameter 
value T2 for these signals remains relatively small, ow-
ing to the absence of abrupt changes in the region of the 
T-wave. Therefore, the value of Tv will still be smaller 
than that of the normal subjects.  

The 2D and 3D wavelet transform contours of Normal 
Sinus Rhythm (NSR), VT and VFL are shown in Figure 7. 

 

 

Figure 7. (a) 2D wavelet of NSR, (b) 2D wavelet of VT, (c) 2D wavelet of VFL, (d) 3D wavelet of NSR, (e) 3D wavelet of VT 
and (f) 3D wavelet of VFL. 
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3. Classification of Ventricular         
Arrhythmias Using Neural Network 

There are quite lot of network topologies with power
ng strategies which exist to solve nonlinear prob-

lems [20,21,22,23]. For the classification of Ventricular 
Arrhythmias, back propagation with momentum is used 
to train the feed forward neural network [24].  

A multilayer feed forward neural network with one 
layer of hidden (Z) units is used for this problem. The 

tput (Y) units have weights wjk and the hidden units 
have weights vjk. During the training phase, each output 
neuron compares its computed activation yk with its tar-
get value dk to determine the associated Error (E) by 
using (3) for the pattern with that neuron. 


m

2)(

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k
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1

 

rtificial Neural Net-
are adjusted to minimize the least-square

ror. The minimization problem is solved by gradient 
technique, the partial derivatives of E with respect to 
weights and biases are calculated using the generalized 
delta rule. This is achieved by the back propagation of 
the error.  

When using momentum, the neural network is pro-
ceeding not
direction of the combination of the current gradient and 
the previous direction of weight correction. Convergence 
is sometimes faster if a momentum term is added to the 
weight update formula. In the back propagation with 
momentum, the weights for the training step t+1 are 
based on the weights at training steps t and t-1. The 
weight update formulae for back propagation with mo-
mentum are given by (4) 

)]1()([)()1(  twtwztwtw kjkjk

)]1()([)()1(  tvtvxtvtv ijijijijij
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
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  (4) 

where the learning factor α and momentum param

eural net-

r 

d for the analysis [25]. The 
rom the records 200, 203, 205, 207, 208, 

14, 215, 217, 221, 223, 233, 106 etc were 

re used for training. The learning 
onverge 
 of VT, 

) and (6).  

eter µ 
are constrained to be in the range 0 to 1, exclusive of the 
end points. The weights and biases are initialized to 
some random values and updated in each iteration until 
the network has settled down to a minimum.  

The classification of the VT, VFIB and VFL arrhyth-
mia is carried out using a Back-propagation n
work whose input is the energy level calculated by the 
wavelet transform as described above, the output is a 
three bit pattern, in which 100 corresponds to VFL, and 
010 corresponds to VT, and 001 corresponds to VFIB.  

The network has three layers: The input, the output 
and one hidden layer. The input layer has seven nodes 
representing the seven different frequency bands from 
0-15 Hz. The output layer has three nodes that represent 
the three different types of arrhythmia signals VFL, VT 

effective size of the network and acceptable efficiency. 
The learning rate and the momentum term are chosen to 
be 0.7 and 0.3 respectively. 

5.4. Data  

The MIT-BIH arrhythmia and malignant ventricular ar-
rhythmia databases were use

and VFIB. The hidden layer consists of six nodes fo

VT episodes f
210, 213, 2
taken from the MIT-BIH arrhythmia database. VFIB and 
VFL episodes were from MIT-BIH malignant ventricular 
arrhythmia database from the records 418 – 430, 602, 
605, 607, 609, 610, 611, 612, 614, 615 and cu01 – cu35. 
The data files from arrhythmia database and malignant 
ventricular arrhythmia database were sampled at 360 
samples / second.  

6. RESULTS AND CONCLUSIONS 

Twenty-five signals of VT, ten signals of VFL and five 
signals of VFIB a
process took approximately 1000 iterations to c
with classification error of 0.001. Thirty signals
fifteen signals of VFL and four signals of VFIB are se-
lected as test set. For decomposition of ECG signal 
Daubechies 4 wavelet is used.  

In medical statistics, few parameters are important to 
evaluate the performance of the algorithm. These pa-
rameters are sensitivity (Se) and positive predictivity (+P) 
which can be computed using (5

FNTP

TP
  Se


                  (5) 

FPTP

TP
  P            


       (6) 

where TP is True Positive, FP is False Positive and 
False Negative. 

Classification results of testi
Forward Neural Network with BP are shown in Table 1. 

ias are shown in Table 2. The results 
sh

Detected Ventricular Arrhythmia Total 

FN is 

ng data sets using Feed 

Sensitivity and Positive predictivity for the various ven-
tricular arrhythm

ow that the BP algorithm is reliable in the classifica-
tion of all the three types of ventricular arrhythmias. 
 
Table 1. A comparison between the actual and detected ven-
tricular arrhythmias in terms of the number of patterns. 

Actual Ventricular 
Arrhythmia 

VT VFL VFIB 49 

VT 30 0 0 30 

VFL 1 13 1 15 

VFIB 0  0 4 4 
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VT 30 1 0 96.77 100 

VFL 

VFIB 

13 

4 

0 

1 
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0 
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80 
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of ventricular fibrillation using neural net-

–349. 

-

lter banks, IEEE 
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l networks, Journal on Medical 

s, Journal of 
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tection, Proceedings of World Congress on Medical 
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Learning representations by back-propagation erro
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[11] V. X. Afonso and W. J. Tompkins, (1995) Detecting ven-
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detect

plantable defibrillator, Medical Instrumentation, 10(3), 
163–167. 

[13] S. Chen, N. V. Thakor, and M. M. Mover, Ventricular 
fibrillation

fr
FIB. The algorithm is able to classify VT and VFIB 

with 100% sensitivity. The positive predictivity for VFL 
episodes is 100%. The algorithm is reliable by providing 
the overall sensitivity of 95.56% and the overall positive 
predictivity of 92.26%. The algorithm can be validated 
using more number of ECG samples. 
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ABSTRACT 
 
Background: In the last decade, sodium mag-
netic resonance imaging was investigated for its 
potential as a functional cardiac imaging tool for 
ischemia. Later interest was developed in con-
trast enhancement for intracellular sodium. Lit-
tle success was reported to suppress extracel-
lular sodium resulting in the intracellular so-
dium MRI image acquisition using quantum fil-
ters or sodium transition states as contrast 
properties. Now its clinical application is ex-
panding as a new challenge in brain and other 
cancer tumors. Contrast enhancement: We 
highlight the physical principles of sodium MRI 
in three different pulse sequences using filters 
(single quantum, multiple quantum, and triple 
quantum) meant for sodium contrast enhance-
ment. The optimization of scan parameters, i.e. 
times of echo delay (TE), inversion recovery (TI) 
periods, and utility of Dysprosium (DyPPP) shift 
contrast agents, enhances contrast in sodium 
MRI images. Inversion recovery pulse sequence 
without any shift reagent measures the intra-
cellular sodium concentration to evaluate ische-
mia, apoptosis and membrane integrity. Mem-
brane integrity loss, apoptosis and malignancy 
are results of growth factor loss and poor 
epithelial capability related with MRI visible in-
tracellular sodium concentration. Applications 
and limitations: The sodium MR imaging tech-
nical advances reduced scan time to distinguish 
intracellular and extracellular sodium signals in 
malignant tumors by use of quantum filter tech- 
niques to generate 3D sodium images without 
shift regents. We observed the association of 
malignancy with increased TSC, and reduced 
apoptosis and epithelial growth factor in breast 
cancer cells. The validity is still in question. 
Conclusion: Different modified sodium MRI 

pulse sequences are research tools of sodium 
contrast enhancement in brain, cardiac and 
tumor imaging. The optimized MRI scan pa-
rameters in quantum filter techniques generate 
contrast in intracellular sodium MR images 
without using invasive contrast shift agents. 
Still, validity and clinical utility are in question. 
 
Keywords: Sodium MRI; Double Quantum; Inver-
sion Recovery; Contrast Enhancement; Cancer 
 
1. BACKGROUND 

Sodium-23 (Na-23) nuclei are in abundance in the body 
but exhibit poor magnetic resonance sensitivity and 
serve as sodium MRI clinical imaging modalities. The 
sodium Na-23 nucleus is detectable by MRI due to its 
3/2 spin existing as -3/2, -1/2, 0, ½, 3/2 (5 states). 
Physical nature of sodium-23 with spin = 3/2 is suitable 
to have a nonvanishing magnetic moment and Larmor 
frequency = 11.26 MHz and exhibits four transition 
states with five different energy levels in the static mag-
netic field. MR detection sensitivity is very low (9.3 %) 
at in vivo concentration (approximately 0.05 %).  

Sodium is abundant (100 %) in living body tissue in 
3/2 spin state. The sodium ion is the predominent cation 
in the extracellular fluid (139 mmol/L), while its intra-
cellular concentration is very low (in the order of 8-10 
mmol/L), mainly bound with glycosides and proteins. 
The role of increased intracellular sodium due to con-
certed efflux through Na+/K+ ATP-ase intrinsic action, 
angiogenesis, and cell proliferation was described in 
ischemia, hypoxia, arrhythmia, myocardial edema, and 
tumors [1]. The sodium concentration is sensitive to 
disease as an indicator of cellular and metabolic integrity. 
Na-23 concentration in tissues is present in the order of 
tens of millimoles. The low sodium concentration results 
in low signal-to-noise ratio of 23Na MR imaging in long 
imaging times and/or poor spatial resolution. Therefore, 
it needs the use of shift reagents or pulse sequences with 
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filters such as single-, double-, triple-, and multiple 
quantum (SQ, DQ, TQ and MQ) filters to enhance the 
sodium contrast [2].  

Evidence of sodium transfer rates across the blood- 
brain barrier dates back to its use in MRI [3] followed by 
the use of spin echo pulse sequence for experimental 
sodium imaging with first surface coil [4]. Soon after it, 
in vivo clinical sodium imaging at clinical 1.5 T scan-
ners was first described using multislice spin echo pulse 
sequences [5]. Later developments were made at high 
magnetic field MRI scanners using ultrashort echo time 
sequences and hardware improvements that permitted 
better spatial resolution with shorter imaging times and 
better quantitative measurements of tissue sodium con-
centration without use of shift reagents [6].  

This paper describes the phases and roles of quantum 
filters in pulse sequence design to generate intracellu-
lar/extracellular sodium contrast, high signal-to-noise 
ratio, and high resolution in magnetic resonance sodium 
images by triple-quantum filter and double inversion 
recovery pulse sequence without using paramagnetic 
shift reagents. Triple quantum filter was evaluated as a 
superior method for high signal-to-noise ratio but needs 
a long acquisition time [7]. Other available multiple- 
quantum, single-, and double quantum filter tomographic 
magnetic resonance pulse sequences generate intracellu-
lar sodium images with high signal-to-noise ratio but 
need paramagnetic shift reagents as contrast agents. 

1.1. Nature of Sodium MR Signal 

At high field magnetic resonance application, the applied 
phase-cycled radio frequency pulses at set time intervals 
cause an alignment of nuclei populations within the 
sample, resulting in a measurable signal in the transverse 
plane. Optimized times of echo delay (TE) in single-, 
double-, triple quantum filters; optimized times of inver-
sion times (TI) for inversion recovery pulse sequence; 
and  application of a multiple quantum filter after injec-
tion of paramagnetic shift contrast reagents detected the 
distinct intracellular sodium signal to obtain a sodium 
weighted image. As a result, two sodium MRI signals 
are achieved with distinct MRI signal intensities to 
measure sodium intracellular and extracellular concen-
trations in the tissue. The MR signal intensity is related 
with tissue sodium content as follows: The MR signal 
intensity of Na-23 is:  

MR sensitivity = % Na-23/H-1. C (Na-23). A.γ. S2+S, 

where % Na-23/H-1 is sodium abundance, C (Na-23) is 
tissue concentration, A is MR scanner intrinsic parameter,  
γ is Gyromagnetic Ratio and S is nuclear spin. 

Due to the Gyromagnetic Ratio of Na-23 = 11.25 
MHz/T relative MR sensitivity is lesser. Moreover, sen-
sitivity is further decreased due to less sodium content in 
the tissue: about 1/1000th MR sensitivity of proton, so it 
needs use of high magnetic field imaging scanner and 

data acquisition techniques with contrast enhancement 
mechanisms, such as MQ, SQ, DQ and TQ. Sodium 
concentration is higher in blood than that in myocardium 
and other tissues. This high sodium density in blood 
contributes to tissue contrast in sodium MR imaging. 
However, a very small amount of Na-23 is MR visible in 
free ionic extracellular form due to poor sensitivity. 
Other intracellular forms of invisible sodium are mainly 
bound to proteins and phospholipids in the tissue, so 
intracellular sodium MRI visualization needs quantum 
filters. 

1.2. Quadruple Interactions and Sodium MR 
Signal 

Sodium signal is conventionally represented as quadru-
ple interactions between Na-23 and its molecular envi-
ronment. In sodium nuclei, magnetic resonance excita-
tion and subsequent transition of electrons to different 
energy levels of nuclear spins produce single-, double-, 
triple-, and multiple quantum sodium transition MR sig-
nals as said earlier. These different quantum transitions 
can be filtered by use of specific SQ, DQ, TQ and MQ 
pulse sequence techniques by use of selective phases in 
pulse sequence design as described later. These tech-
niques also produce spectral patterns reflecting the per-
centage of invisible intracellular sodium. These sodium 
spectra are iterated superimposed positions of different 
spectra and represent simulated signals from intracellular 
sodium in the cytoplasm including interstitium, mito-
chondria, intravascular space, and so on. However, this 
invisible “intracellular” Na-23 results from the presence 
of a broad frequency peak (T2, very short component). It 
masks the corresponding frequency peak. Another con-
tributory factor to intracellular Na-23 MR invisibility is 
long correlation times for short and long T2 components. 
For the heart, the correlation time is in the range of 10-12 
to 10-9 seconds. As a result, intracellular sodium is in-
visible. The double quantum pulse technique (instead of 
single quantum pulse technique) selects only double 
quantum transitions of sodium. These double quantum 
transitions allow sodium to be more ordered with long 
correlation time. These pulse sequence techniques visu-
alize the intracellular sodium. 

1.3. Nature of Sodium Nuclei and MRI 
Properties  

The Larmor frequencies of sodium in extracellular and 
intracellular sodium populations are the same because 
they have the same resonant frequencies. Therefore, 
three different approaches are used in distinguishing 
these two types of sodium nuclei. These include different 
relaxation times between intracellular and extracellular 
sodium, the use of paramagnetic shift reagents, and the 
use of special multi-quantum pulse sequences.  
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1.4. Sodium Relaxation Times  

Based on the observation that tissue transverse relaxa-
tion time for the intracellular space is smaller than that 
of extracellular space, intracellular space can be imaged 
by shortening the spin-echo time. Intracellular sodium 
signal intensity proportionally increases due to intracel-
lular space. Sodium transverse relaxation time (T2) is 
biexponential in nature, while sodium is bound with 
negatively charged macromolecules – mainly proteins or 
metabolites. Perhaps the longitudinal relaxation time (T1) 
also behaves as biexponential. 

1.4.1. Paramagnetic Shift Reagents  
Paramagnetic shift reagents are chelates of paramagnetic 
lanthanide ions with anionic complexes. These sub-
stances don’t cross the intact cell membranes. These 
reagents interact with extracellular sodium and introduce 
a frequency shift in the resonance frequency of extracel-
lular sodium. This shift allows the advantage of produc-
ing two separate spectral peaks arising from intracellular 
and extracellular sodium. Common lanthanide ions used 
as paramagnetic shift reagents are Dy3+ (Dysprosium), 
Tm3+ (Thulium), Gd3+ (Gadolinium), PPP5- (Tripoly-
phosphate), and TTHA6- (Tetraethylene Triaminehexa 
acetic acid). These reagents bind with intracellular cal-
cium and cause physiological disturbances and, in some 
cases, toxicity, so their use is limited. To overcome such 
problems, several approaches were recently developed 
based on the modification of pulse sequences and hard-
ware improvements as described in the following sec-
tion.  

1.5. Quantum Filters  

These are MR pulse sequences that allow direct observa-
tion of multiple quantum transitions. These filters usu-
ally are constructed by phase cycling manipulations. The 
general pulse sequence scheme is 90°-t/2-180°-t/2-90° 
-π-90°-acquire, where t is creation time and π is evolu-
tion time by use of pulsed field gradients. Characteristi-
cally, these filters are sensitive to variations in phase 
cycles up to 5° and magnetic field inhomogeneity. The 
filter can be single-, double-, triple-, or multiple quan-
tum and allow single, double-, triple-, and multiple 
quantum transitions. In the following sections, we intro-
duce readers to our strategy of quantum filters used in 
sodium MRI pulse sequence design. 

1.5.1. Single Quantum Pulse Sequence  
Due to its multiple spin state transitions, an alternative 
MR single quantum approach is used to measure intra-
cellular Na content based on the interaction of Na poly-
anions and their resultant effects on nuclear spin transi-
tions. Spin 3/2 nuclei (such as Na-23) have a nonvan-
ishing quadrupole moment, allowing interaction with 
electrostatic field gradients. The pulse sequence is a spin 
echo sequence.  

1.6. Multiple Quantum Pulse Sequence for 
Origin of Double- and Triple Quantum  

For intracellular sodium, using only multiple-quantum 
(MQ) NMR requires paramagnetic shift reagents (SRs) 
that have distinct disadvantages including: toxicity, pos-
sible drug interaction, expanded space, and imperme-
ability to the blood brain barrier. It is known that the 
correlation time, tc of the time variations of the electro-
static field gradients in spin 3/2 nuclei satisfies the rela-
tion if wLtc >> 1, where wL is the Larmor frequency. 
These nuclei can display biexponential relaxation and 
MQ spin transitions do occur in the nuclei and these 
transitions are detected by specific pulse sequences 
called multiple- quantum filters. 

A phase-cycled RF pulse sequence applied over a 
slice-select axis selects both echo and anti-echo signals 
of spin undergoing multiple-quantum spin transitions at 
resonating Larmor frequency. The RF pulse has both a 
flip angle and a phase angle. The phase angles are cycled 
using multiple-quantum transition filter and simultane-
ously produce an output signal proportional to the sum 
of echo and anti-echo signals of MQ coherence. It in-
cludes the evolution period with a flip angle of 180° to 
refocus the RF pulse to avoid inhomogeneity-induced 
amplitude deterioration. This output signal is measured 
by induction current in the RF coil during the realign-
ment process and is used in tomographic MQ transition 
23Na MRI images. 

The pulse sequence comprises: a preparation period of 
length tP extending from time t0, an evolution period of 
length te and a detection period of length td. The RF 
pulse sequence manipulates the selected nuclei to exhibit 
them with single quantum coherence. During the evolu-
tion period, the pulse sequence implements a MQ filter 
which isolates the coherence (e.g. double- or triple 
quantum) and simultaneously selects both echo and anti- 
echo signals corresponding to the coherence by; a) an 
evolution period first flip angle RF pulse timewise cen-
tered at tP which converts the selected nuclei from sin-
gle-quantum coherence to the selected multiple- quan-
tum coherence; b) an evolution period of second 90° flip 
angle RF timewise centered at tP+te, converts the se-
lected nuclei from multi-quantum to single-quantum 
coherence. Therefore, during the detection period, se-
lected nuclei exhibit single quantum coherence to gener-
ate a single quantum signal. 

The resultant collective phase angle of evolution pe-
riod RF pulse= ΦE=Φ3-2Φ4+Φ5, wheree ΦE is collective 
radio frequency phase during evolution time, and  Φ4 & 
Φ5 are phases of 90° RF pulses. A further preparation 
period of 90° flip angle radio frequency slice-selecting 
pulse, a preparation 180° flip angle refocusing pulse, and 
a detection period 180° flip angle radio frequency are 
applied – centered at t0, ½ tP and tP+te+1/2 td, respec-
tively. The preparatory 90° flip angle RF pulse selects a 
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slab of sample perpendicular to a slice-selection axis as 
shown in Figure 1. The preparatory 90° flip angle 
slice-selection RF pulse has phase angle Φ1, the pre-
paratory 180° Rf refocusing pulse has Φ2, and detection 
period 180° flip angle RF pulse has phase angle ΦP of 
the RF pulses during preparation time (evolution period 
90° flip angle RF phase Φ3) as described earlier(8). The 
phase angle is ΦP= Φ1-2Φ2+Φ3 and the output signal will 
be Φ= ΦP-m ΦE+ Φ5+2 Φ6+ ΦR, where m is the integer of 
magnetization, Φ is the phase of detected signal, and ΦR 
is the phase of receiver.  

For double quantum filtered images, m=+2, and for 
triple quantum filtered images, m=+3. The phases will 
be Φ1= (n/2)π, Φ2=[n/2+int(n/4)] π, Φ3=(n/2)π, 
Φ4=Φ5=Φ6=0 and ΦR =nπ for double quantum filter; and 
phases will be Φ1= (n/3)π, Φ2=[n/3+int(n/6)] π, 
Φ3=(n/3+1/2)π, Φ4=0, Φ5=(1/6) π, Φ6=0 and ΦR 

=[n+int(n/6)]π for triple quantum filter, where n/6 is 
integer part of the variable n/6. The variable n is positive 
integer of 0…N-1. N is a multiple of 8 and 12 for dou-
ble- and triple quantum filters respectively.  

The magnetic gradient pulse sequence is also applied 
along with the RF pulse sequence for positional infor-
mation in the data. A slice-select gradient pulse, first and 
second phase encoding gradient pulse, and read-out gra-
dient pulse are applied along read-axis after detection 
period 180° RF refocusing pulse during output signal 
observed as shown in Figure 1. The read-out pulse area 
before time tP+te+td is equal to the area of read-out gra-
dient pulse. These gradient pulses exhibit simultaneous 
synchrony with RF pulses. 

1.6.1. Inversion Recovery Pulse Sequence  
The inversion recovery technique can suppress the ex-
tracellular sodium nuclei with specific ranges of the lon- 
 

 

Figure 1. The figure illustrates a series of radiofrequency 
pulses and a synchronized series of magnetic gradient pulses 
for phase cycled evolution period 180° flip angle refocusing 
pulse. 

 

Figure 2. A scheme of inversion recovery pulse sequence is 
presented. On top, one cycle of IR with two recovery curves is 
shown for a single slice.  First, 180˚ pulse is flipping the 
magnetization Mz for first recovery followed by 90˚ pulse for 
FID and second recovery within TR period. At bottom, the 
application of two inversion pulses πA and πB is shown for 
slices A and B with simultaneous application of RF and gradi-
ent pulses. 

 
gitudinal relaxation time, T1 using fast spin-echo pulse 
sequence. The sequence has two sets of slice selective 
inversion pulse trains (long recovery period TI1 for ex-
tracellular sodium and short recovery period TI2 for in-
tracellular sodium nuclei). The first inversion pulse is 
played during a long recovery period TI1, during which 
extracellular sodium magnetization recovers just past its 
null point while longitudinal magnetizations of intracel-
lular sodium nuclei are almost fully restored. The second 
set of inversion pulse is played during short recovery 
period TI2, when intracellular Na nuclei magnetizations 
reach their null points following TI2 interval and become 
180° out-of-phase. After inversion pulses, a fast spin- 
echo acquisition sequence is applied to achieve mag-
netization in z-direction (Mz) as following: 

Mz=M0 [(1-2e-TIe/T1e + e-TR/T1e)(1-2e-TIi/T1i)    (1) 

where ‘e’ represents extracellular sodium nuclei and ‘i’ 
represents intracellular sodium nuclei. M0 is initial lon-
gitudinal magnetization, TI1 & TI2 are long and short 
inversion times, and T1e & T1i are longitudinal relaxation 

times of extracellular and intracellular sodium nuclei, 
respectively.  

The relaxation time for intracellular Na nuclei varies 
from 5-10 milliseconds (for Na bound to large molecules 
or dispersed in highly order environment) to 51 milli-
seconds (for extracellular sodium nuclei in free solution). 
Based on 3D projection reconstruction imaging pulse 
sequence, echo time TE as short as 0.1 ms can be 
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achieved. This captures the more rapid decay of short T2 
sodium components in the NMR signal so as to further 
improve the signal to noise (SNR). 

As shown in Figure 2, radio frequency pulse at 180˚ 
is followed by a 90˚ pulse for slice excitation utilizing 
echo-train length with any option of selective or nonse-
lective, single or composite, sinc, sech or tyco pulse as 
needed. So, inversion pulses are played out during in-
version TI1 and TI2 periods for both types of sodium 
nuclei. Data acquired includes projection reconstruction 
with slice selection or without slice selection using 
spin-echo or gradient echo. Thus, inversion/acquisition 
periods are played out for several slices per repetition of 
fast spin echo (FSE) sequence exhibiting two distinct 
null points for both sodium nuclei populations. 

2. MRI PHYSICS OF CONTRAST     
ENHANCEMENT BY INVERSION   
RECOVERY AND TWO NULL POINTS  

After first 180° RF pulse flips the magnetization from 
M-z  Mz’, the two different inversion times (TI1 and TI2) 
for two sodium populations exhibit two null points and 
growth of longitudinal magnetizations. In this sequence, 
soon after TI, a 90˚ RF pulse is applied to flip the longi-
tudinal magnetization into the x-y plane for the T1 
growth curve within repetition time TR. At this point, 
frequency induction decay (FID) is measured when the 
longitudinal magnetization is flipped into the x-y plane. 
Thereafter 180˚ RF pulses are repeatedly applied.  The 
magnetization signal ‘S’ may be measured as:  [S] α 
M0(1-2e-TI/T1)(1-eTR/T1), as T1 recovery curves for both 
180˚ and 90˚ degree pulses applied.  

The intracellular and extracellular populations of nu-
clei have different longitudinal relaxation times, so they 
generate intracellular/extracellular sodium contrast. To 
set the IR pulse sequence to suppress the contribution of 
sodium nuclei with specific ranges of T1, the inversion 
time TI1 or TI2 is set as (ln 2)(T1ex), where T1ex is the 
composite longitudinal relaxation time. This inversion 
time then determines the time between the 180o and 90o 

pulses in the IR pulse sequence.  

2.1. Projection Reconstruction Methods  

First, projection reconstruction was proposed based upon 
Fourier transformation of the FID (free induction decay) 
signals [9].  

Now, these FID signals are obtained by rotating a 
magnetic field gradient with back-projection to deter-
mine the spin-density function or enhanced contrast. So 
far, this technique has been used only for animal hearts. 
These signals can be gated to heart rate to reduce the 
motion artifact. Signals are reconstructed from 12 pro-
jections. Each projection is obtained from an average of 
320 FID signals. For image matrix 64 x 64 total data 
acquisition, time is approximately 15 minutes.  

2.2. Three-Dimensional Fourier Techniques 

In this technique, phase-encoding is made in two or-
thogonal directions, and a fixed gradient is applied in a 
third direction of read-out gradient [10]. The pulse- en-
coding steps are applied, typically 40 steps along each 
phase-encoding direction. As a result two echo signals 
with different spin-echo times are generated and added 
in a coherent manner to enhance contrast. This phe-
nomenon also improves the signal-to-noise ratio. This 
technique is used for the human brain. In cardiac sodium 
imaging the utility of this technique is limited to animal 
heart experiments. Typically short TR = 100 ms is used 
to get data in 3 hours, including different spin echoes 
summation. The application of greater sodium signal in 
the left anterior descending artery was observed in oc-
clusion, followed by re-perfusion of circumflex in the 
coronary artery after ischemia. 

2.3. Hybrid Spin Echo Techniques 

The spin-spin T2 relaxation time of intracellular sodium 
is shorter than that of the extracellular sodium compart-
ment, so it is difficult to observe it to create contrast, and 
it needs a hybrid spin-echo pulse sequence. In the hybrid 
approach, both projection-reconstruction and Fourier 
encoding schemes are used at the same time. Fourier 
analysis does slice selection in one direction while an-
other projection-reconstruction is performed in two other 
orthogonal directions. This technique is good for clinical 
MR scanners with gradient refocused sequence with 
modified head coil to generate echo time as short as 2.8 
msec [11]. 

2.4. Surface Coil Techniques and Coil  
Sensitivity 

Sodium imaging at short T2 relaxation times can be per-
formed by use of a customized radio-frequency coil fo-
cused on the region-of-interest to improve the signal-to- 
noise ratio. The pulse sequence is applied with optimiz-
ing the minimum saturation time of preamplifier and 
duration of 90-degree RF pulse. This effect minimizes 
the magnetic homogeneity influence over the free in-
duction image and the short T2 can be imaged. This 
technique is relatively better than others for human 
cardiac sodium imaging on clinical scanners. First, 
using different transmitter gains optimizes the gain for 
90° pulse, and different transmitter gains at increased 
and decreased gain values yields 23Na images at different 
flip angles of 45°, 90°, and 135° with matrix sizes 32 x 
32 x 32 points. Nonlinear least squares fit of the pixels 
intensities in all three images determines the B1 field 
strength (for 5% maximum intensity on image) as a 
function of the related [Na]i image intensities in re-
sponse to the local RF coils for receive and transmit sen-
sitivities [13].  



R. Sharma et al. / J. Biomedical Science and Engineering 2 (2009) 445-457 

SciRes Copyright © 2009                                   Openly accessible at http://www.scirp.org/journal/JBISE/ 

450 

The image signal intensity depends on coil transmit 

and coil receive sensitivity as:  

|)sin(|0 kkkk MRI            (2)  

where Ik is the signal intensity of the kth pixel, Rk is a 
sensitivity at the coil center, and M0k is the equilibrium 
magnetization. The flip angle Φk is a function of the 
transmitter gain setting (TG) as:  

20/
) 10)( TG

kk CR            (3)  

(C · Rk) and M0k were each fitted with a single parameter 
for each pixel. The constant ‘C’ is independent of spatial 
position and receives sensitivity. It is also directly pro-
portional to the transmit field distribution for the coil 
[13]. After normalization, the product (C · Rk) yields the 
relative sensitivity Rk for the kth pixel. The B1 (expressed 
as  B1/2 ) depends on reference transmit power, TGref:  
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where tp is the pulse duration.  
Local field B1 and longitudinal relaxation time T1 

determine the correction factors for saturation for each 
pixel k, SFk as follows: 
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where B1k is the B1 field in the respective ROI and is the 
gyromagnetic ratio for [Na]i using the pulse time tp=0.4 
msec, and the TR=120 msec [13]. 

2.5. Rotating Frame Techniques  

Conventionally, sodium imaging can be done using the 
rotating frame technique based on superimposing a 
magnetic field gradient on the excitation field B1. As a 
result, during this excitation period, spatial localization 
and spatial encoding may be performed very fast to gen-
erate sodium contrast. In this process, loss of MR signal 
intensities is also minimized. In an isolated perfused 
rabbit heart, sodium-rotating frame imaging experiment 
was completed in 12 msecs in a 128 x 128-image matrix 
with a clinical 1.5 T scanner [12]. 

2.5.1. Use of Contrast Agents  
Different shift agents such as dysprosium or Tm (DOTP) 
contrast agents increase the sensitivity and specificity of 
sodium MRI by shifting intracellular sodium magnetiza-
tion away from extracellular sodium magnetization (ex-
hibited well as shifted peaks). Dextran-magnetite in-
creases the contrast between tumor and surrounding soft 
tissue sodium images. Normal reticulo-endothelial cells 
take up a greater amount of magnetic particles than tu-
mor cells do, which supports the potential for tumor so-

dium imaging by contrast agents. However, a major role 
of sodium imaging seems to distinguish myocardial 
ischemia.  

Techniques used for sodium in vivo MRI: Several 
approaches have been used. Despite little success, these 
techniques are gaining interest in physiological MR im-
aging using intracellular sodium. Some landmark tech-
niques have been described for image generation.  

2.5.2. Spectrally Weighted Twisted Projection 
Imaging  

The 3D sodium MRI imaging can be made faster by 
reducing the T2 signal attenuation effects. This is im-
plemented by 3D twisted projection imaging. At high 
spatial frequencies, the sample density is reduced, and as 
a result the reduced readout time is achieved. This leads 
to decreased T2 signal attenuation, which translates into 
improved signal-to-noise ratio (SNR) without a loss of 
resolution [14]. 

2.5.3. Biexponential Relaxation Effect and   
Sodium Concentration Mapping  

Dual-frequency RF coils with identical B1 field distribu-
tions at the two different observation frequencies pro-
vide sodium and proton mapping. These optimize both 
dual frequencies in dual quadrature RF coils. Sodium 
and proton channels are decoupled to make dual-quad-
rature birdcage configurations. The fourth harmonic of 
sodium frequency happens to be very close to proton 
frequency. This is suitable for echo-planar imaging and 
metabolite quantification [15].  

2.5.4. 3-D Triple Quantum-Filtered Twisted   
Projection Na-23 Imaging  

A new approach was developed based on a three pulse, 
six-step, coherence transfer filter (with fast twisted pro-
jection imaging sequence) to generate spatial maps of 
the TQ signal. In principle, three pulse coherence filter 
leads to TQ sodium images. In these images, the image 
intensity depends on the spatial variation of the flip an-
gle. This image intensity is lesser than the flip angle 
chosen in the four pulse TQ filter. This technique allows 
the generation of RF inhomogeneity corrected TQ so-
dium images after TQ signal variation. The pulse se-
quence of TQ filtering is based on spherical tensor op-
erators or a density matrix. It consists of three non-se-
lective RF pulses, and sometimes a fourth RF pulse be-
tween the three first and the second pulses, to refocus the 
main magnetic field inhomogeneities [16]. In this pulse 
sequence, RF induces different flip angles as θ30, 2θ30, 

θ150, θ0…. flip angles where the phase stepped up through 
the values 30°, 90°, 150°, and so on. The second pulse is 
intended for the B inhomogeneities refocusing and is 
absent in the case referred to as “three pulse”. The 
preparation time is the period between two phases and 
evolution time is the period between θ150 and θ0.  
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2.6. Simultaneous Quadruple and Double  
Quantum Na-23 MR Imaging  

Na-23 is a quadruple nucleus with biexponential relaxa-
tion or non-vanishing quadruple coupling. Both proper-
ties contribute to generate Na-23 multiple-quantum (MQ) 
coherence [17]. The Multiple Quantum Filter pulse se-
quence can be represented as Eq.6:  

(θ1,φ1)-tP/2-(θ2,φ2)-tP/2(θ3,φ3)-tE-(θ4,φ4)-Acq(T,φR), (6) 

where refocused preparation time, φP and non-refocused 
evolution time, φE may be represented as Eq.7:  

43321 ;2   EP              (7) 

where φ1-4 denote the phase of each RF pulse with flip 
angle θ1-4, φR is receiver phase, and T is acquisition time, 
each θ1=π/2 and θ2=π. 

This sequence is good for detecting well-defined and 
ordered structures in biological tissues. Both quadru-
ple-order and double-quantum signals can be generated 
simultaneously by the same RF sequence without any 
loss in signal amplitude. In addition, the acquired MQ 
signals can be readily decomposed into their second – 
and third – rank components, i.e. into quadruple order 
and biexponential relaxation components. This allows 
reduction of the scan time to acquire MQ signals of dif-
ferent coherence orders and ranks, which should prove 
useful for in vivo studies.  

2.7. Double Spin-Echo Imaging and   
Transverse Relaxation Time  

This approach of imaging is good for myocardial water 
content analysis based upon the calculation of transverse 
relaxation time from dual-quantum spin-echo MRI [18]. 
Right and left ventricles can be assessed for quantifica-
tion of myocardial edema. The transverse relaxation 
times (T2) of ventricles can be calculated from the signal 
intensities within multiple regions of interest over myo-
cardium as shown in Eq.8:  

T2 =[(TE2-TE1)/ln(I1/I2)],            (8) 

where TE1 is first echo time, TE2 is second echo time, 
and I1 & I2 are image amplitudes of first & second spin 
echoes.  

2.8. Double-Quantum-Filtered Na-23 MR   
Spectroscopy  

The extracellular EC-Na and intracellular IC-Na con-
tents are better visualized by multiple-quantum-filter 
spectra acquired in the absence of chemical shift or re-
laxation reagents. The intracellular IC-Na sensitivity can 
be enhanced by double-quantum-filter (DQF) Na-23 
NMR to measure the detection of Na+ motion anisotropy 
with the presence of residual quadruple splitting (19). 
However, the application of this technique is limited to 
the experimental heart studies using the pulse sequence: 

90°-τ/2- 180° -τ/2 -θ-t1-θ-t(Acq), where τ denotes the crea-
tion time and t1 is evolution time, θ is RF flip angle.  

The magnetization M (τ, t, θ) for the MQF Na-23 
NMR signal, when the quadruple splitting factor (ωQ) is 
zero, is given by Eq.9:  

M(τ, t, θ)=αM0[exp(-τ/T2s) - exp ( -τ/T2f )]  

x [exp(-t/T*2s )-exp(-t/T*2f)]       (9) 

x sin2θ(1 - 3 cos2θ) 

where α is a factor which depends on the degree of 
quantum coherence , M0 is equilibrium magnetization, 
T2f & T2s are fast & slow transverse relaxation times, and 
T*2f  & T*2s are the corresponding inhomogeneity- 
broadened times. An important implication for this tech-
nique is the possibility of measuring intracellular sodium 
concentration in animal hearts with the DQF spectrum in 
the absence of shift or relaxation reagents. Significant 
attenuation of the DQF spectrum derived from extracel-
lular Na+ allows to differentiate the NMR spectrum from 
intracellular Na+. 

2.9. Double Quantum Filtering and 
Spin-Quantum Coherence  

Conventionally, the double-quantum filtering method for 
sodium imaging is completed in a four-step phase-cy-
cling scheme. In this process, the radio-frequency pulses 
generate single-quantum coherence. Its phase appears 
similar to the phase of a double-quantum coherence sig-
nal in the pulse sequence. Consequently, the interse-
quence stimulated echo passes through the double- 
quantum filtration in the phase cycling scheme and gra-
dient pulses in the DQ pulse sequence, so the sin-
gle-quantum coherence is an unwanted component in 
this pulse sequence. It is eliminated by the use of spoil-
ing RF pulses followed by dephasing gradient pulses 
incorporated into the DQ filtering pulse sequence. These 
spoiling pulses disperse the pulse transition and elimi-
nate the magnetization components of the intersequence 
stimulated echo in the DQ pulse sequence [20]. Another 
good way to eliminate single quantum coherence is to 
increase the repitition time TR. Moreover, a low signal 
level of DQ coherence also demands many signal aver-
aging at short TR to keep short scan time and not a 
longer TR. 

2.10. Chemical Shift Selective Acquisition 
of Multiple Quantum-Filtered Na-23 

In cardiac imaging, MQ signals over a wide off-reso-
nance bandwidth is a problem which causes interference 
between echo and anti-echo. It is due to a resonance off-
set insensitive to the flip angle of the creation RF pulse; 
usually the second π/2 pulse. Off-resonance effects are 
applied to eliminate the MQ signal in the presence of a 
chemical shift. It suppresses the MQ signal over a wide 
range of off-resonance bandwidth [21]. Existing tech-



R. Sharma et al. / J. Biomedical Science and Engineering 2 (2009) 445-457 

SciRes Copyright © 2009                                   Openly accessible at http://www.scirp.org/journal/JBISE/ 

452 

niques for chemical-shift-selective acquisition of SQ 
signals can be combined with MQ off-resonance effects 
to enhance the selectivity of chemical shift. 

2.11. Double Quantum Filtering and   
Elimination of Intersequence    
Stimulated Echo  

In cardiac sodium imaging the ‘intersequence stimulated 
echo’ is an unwanted component because the phase of 
this echo has the same properties as that of the dou-
ble-quantum (DQ) signal. Using a partition method and 
computer simulation can eliminate the magnetization 
components of the intersequence stimulated echo [22]. 
The DQ filter pulse sequence with non-refocused prepa-
ration time (τP) and evolution time (τE) may be ex-
pressed as: (θ1,φ1)-τP- (θ2, φ2)-τE-(θ3φ3)-Acq(t2,φR), 
where φn denotes the phase angle of  each RF pulse 
with the flip angle φn; t2 is acquisition or detection time 
and φR is  receiver phase. 

2.12. Multiple Quantum Filters of Arbitrary 
Phases of Na-23 Nuclei  

These Triple Quantum filtered data acquisition, uses the 
pulse sequence with arbitrary phase values: 90°(θ1)- t/2 
-180°(θ2) - t/2 -90°(θ3) -δ - 90°(θ4) - acq(θ5) (T), where δ is 
evolution time, t is the acquisition time, θ1, θ2, θ3, θ4, 
and θ5 are the phase values. Multiple-quantum-filtered 
(MQF) Na-23 NMR spectroscopy may provide increased 
sensitivity in detecting IC Na and thus offers the possi-
bility of monitoring changes in IC Na content without 
SR. The amplitude of the MQF spectrum is determined 
by several factors such as transverse relaxation times, 
creation times, and the amount of Na that exhibits MQ 
coherence. By the behavior of relaxation and greater 
IC-Na MQ coherence, it is possible to have MQF spec-
trum with intracellular sodium to measure IC-Na content 
[23].  

2.13. Spiral Cardiac Respiratory Gate 
Multi-Shot Functional MRI as     
Possibility  

Physiological fluctuations (possibly by sodium) are 
known to be a major contribution to noise in fMRI data. 
Cardiac noise adds noise to both the magnitude and 
phase of the image in regions localized near vessels and 
ventricles. Another factor, respiratory motion, has both 
global changes in the phase of image and localized 
variations in the image magnitude, particularly near ven-
tricles. Recently, an empirical model was used to capture 
the observed features of physiological noise in fMRI 
data to reduce intracellular ionic noise in fMRI data us-
ing a 3-D cylindrical-stack spiral pulse sequence [24]. 
Briefly, spiral waveforms of sequence were applied on 
the x and y gradients. The waveforms were designed get 
low slew rate limited except for the first few points, and 

their maximum amplitude was 0.75 G/cm to give a 3.8 x 
3.8 mm nominal in-plane resolution. Six interleaves 
were measured by adjusting the spiral waveforms (mul-
tiplying the x and y gradients by coefficients of a rota-
tion matrix) to effectively rotate the k-space trajectory in 
the kx - ky plane. At the end of each TR interval, crusher 
gradients were used to minimize spillover of the FID 
signal into subsequent intervals. Their amplitudes were 
set to generate about 3π dephasing over each voxel di-
mension of covered volume of interest. It results in a 
“stacked spirals” k-space acquisition scheme. With the 
spiral acquisition, all gradient moments, Mn(t), can be 
shown as Eq.10:  

Mn(t) = ∫G(t)tndt          (10) 

with t = 0 at the center of the RF pulse, are zero at the 
center of k-space (t = tc).  

The zeroth [M0(t)] and first [M1(t)] order moments of 
the slab select null at gradient at t = tc by using two addi-
tional gradient phases after the slice selection lobe. Fur-
thermore, the magnetization were nulled at t =TR i.e., 
M0(t) for the phase encode gradient and M0(t) and M1(t) 
for the spiral waveforms. These spiral waveforms are 
made of trapezoid waveforms at amplitude with mini-
mum gradient moments. In addition, a phase encoding 
scheme is inverted and quadratic RF phase modulation is 
performed to minimize stimulated echoes. Additional 
gradient pulses can minimize stimulated echoes after 
acquisition. Another good practice to decrease the scan 
time is inserting extra ‘dummy views’ to avoid extra 
acquisitions when the physiological phase corresponds 
to the view far away from the actual view to acquire, 
although these ‘dummy views’ reduce fMRI temporal 
resolution and lead to improper assessment of functional 
activity & physiological variance. Cardiac ordering 
shows greater utility due to shorter cardiac periods. It 
can reduce inter-image variance by using k-space post- 
processing techniques and may enhance sodium contrast. 
This technique is very promising but longer scan times 
are required.  

3. CLINICAL SODIUM MRI TRIALS  

Sodium MRI can be used in anatomical imaging appli-
cations in brain, tumors and cardiac cycle (25-29). Spe-
cial attention was focused on achieving intracellular so-
dium images. Triple Quantum filter in spin echo acquisi-
tion mode and inversion recovery methods are consid-
ered useful for it without using shift contrast agents. 
However, the triple-quantum filtered technique requires 
a very long repetition time. Inversion recovery technique 
suffers from poor nulling and poor suppression of ex-
tracellular or intracellular sodium population (30-31).  
Moreover, for imaging applications with the resolutions 
of 64 or 128 pixels, physiological noise corrupt even 
better regions without variation. These are referred to as 
‘ghosts’, and may be shifted away from the area of in-
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terest or avoided by using the ‘view ordering’ technique. 
It was done by sorting the views for which physiological 
period T = T0 (α =1) ‘low frequency sort mode’ or T = T0 
x N/2 ‘high frequency sort mode’, where α =N/2, 
N=total number of views). For cardiac sodium MRI data 
acquisition in real time, the physiological phase and 
corresponding view are obtained again and again till all 
views are expended. Physiological ghosts, phase varia-
tion is cause of further inter-image fluctuations in car-
diac MRI time course and affect activation related 
changes in the acquired signal. 

The sodium concentration may be measured by plac-
ing a phantom next to tumor or animal during MR im-
aging. The mean sodium concentration per kilogram wet 
body weight in the region of interest will be:  

aD

b
SFR

I

Na kk

k

k


][             (13)  

The coefficients a and b were calculated from the so-
dium concentrations C1 and C2 and signal intensities I1 
and I2 of the two phantoms as  

Intracellular sodium concentration measurement: Sev-
eral attempts to measure the intracellular sodium con-
centration including sodium flame photometry and ion 
electrodes in serum; ratiometric, electrom beam CT, 
atomic force (AFM) spectroscopy in tumors; and sodium 
MRS in myocardium suggested the role of ATP energy 
and Na+/K+ pump in ischemia & tumor apoptosis. 
Therapies that alter tumor ion homeostasis or affect/ 
destroy tumor cell membrane integrity are likely to gen-
erate changes that are observable with 23Na MR imaging 
and sodium concentration measurements [29,31]. For 
different methods, the concentration of intracellular so-
dium can be measured based on NMR peak areas by 
subtraction or magnetization ratio and intracellular/ex- 
tracellular volumes as following:  
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and  

2
22
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SFR

I
b               (15)  

where R1 and R2 are sensitivity factors.  
In the following section, we describe our experiments 

in support of increased sodium in malignancy and asso-
ciation with apoptosis in breast tumors and epithelial 
growth factor in breast isolated cancer cells. For simplic-
ity, we introduce readers to the biochemical basis of in-
creased sodium in tumor cells. The low sodium-hydro- 

For MQ method,  gen exchange kinetics by slow sodium-hydrogen trans-
porter is center point. In malignant tumor cells, acidic 
pH enhances the intracellular sodium that impairs both 
the sodium-hydrogen transporter ability and Na+/K+ 
pump resulting in reduced [Na+/K+] ATPase enzyme to 
release sodium (high intracellular sodium concentration 
inside cells) from mitochondrial oxidation which also 
triggers cells to slow down apoptosis or other associated 
epithelial growth factors [high intracellular Na with low 
apoptosis and EGF]. The low concentration of intracel-
lular sodium is sensitive to any malignancy change and 
serves as a diagnostic rapid MRI imaging assay to test 
drugs. 
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where [x] and [y] denote the corresponding tissue and 
standard phantom intracellular sodium concentrations. K 
is a constant equal to MM0,v (y) /[y]. VR/Vin is the ratio of 
reference and intracellular volumes in tissue. 

For DQ method, 

[Nai+]DQ= {(Ain/Aref)-(intercept)}/(slope)  (12) 

where Ain and Aref  represent areas under tissue and 
phantom intracellular sodium peaks.  3.1. Chemosensitivity Rapid Assays Using 

Sodium MRI  For SQ method,  

IC[Na] = {Ain/Aout}{Vout/Vin}{EC[Na]}   (13) Very limited studies reported the value of intracellular 
sodium in a chemosensitivity assessment by cell prolif-
eration and apoptosis in prostate and breast tumors. 
However, its applications are expanding to glioma, car-
tilage, and liver [32,33]. A technical advance was re-
ported using an inversion recovery pulse sequence and 
optimization of inversion times to achieve intracellular 
sodium images in less time. Its application was applied 
in texotere chemosensitivity response to PC 3-induced 
mouse prostate and MCF 7-induced rat breast tumors as 
shown in Figure 3. The enhanced contrast of increased 
intracellular sodium MRI signal was correlated with 
histopathology characterization of tumor tissues [34,35,

Ain and Aout are areas of the SQ 23Na NMR peaks for IC 
and EC spaces; EC [Na] is extracellular Na concentration.  

With these measurements, changes can be observed 
much earlier than with the effects of anatomic remodel-
ing. 1H MR imaging FLAIR sequence, use of MR con-
trast agents, and T2-weighted imaging along with 23Na 
MR imaging may improve tumor visualization of a ne-
crotic core or proliferating zones by multiparametric 
analysis methods. Other approaches of enhancement of 
3D 23Na images signal-to noise ratio depend on receivers 
and coils and the twisted-projection imaging pulse se-
quence [32].  

Openly accessible at  
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Figure 3. Inversion recovery pulse sequence using optimized inversion 
time generated high resolution intracellular sodium images of tumor (right 
on the phantom image) in each panel. On right, a tumor image is enlarged 
to show regional heterogeneity of MCF 7 induced breast tumor in rat. P 
represents image of agarose-sodium phantom and alphabets at different 
points indicate different stages of tumor growing cells to correlate with 
histology as shown in table to highlight the accuracy of sodium MR signal 
intensity and tumor pathology staging [36]. 

 

 

Figure 4. A Comparison between normal and malignant hu-
man breast epithelial cells (grown in a 2D monolayer and 3D 
culture matrix) shows a role of EGF in luminal structure for-
mation. Normal human breast epithelial (NHBE) cells (grown 
in the 3D culture matrix) form a luminal structure of normal 
phenotype. (a) Normal human breast epithelial cells in 
monolayer without rBME (2D monolayer) with normal EGF, 
(b) NHBE cells in rBME (3D matrix) with reduced EGF, (c) 
NHBE cells in rBME (3D) with normal EGF, (d) Malignant 
human breast epithelial cells (HTB-132 obtained from ATCC) 
in rBME (3D) with reduced EGF. Notice the role of FGF and 
the rBME matrix used in association with malignant character-
istic of cells. 

36]. However, the exact cause of increased TSC is not 
known. In another set of breast cancer culture cells, we 
observed the reduced EGF in tissues sensitive to sodium 
ion homeostasis and metabolic integrity. 

3.2. Correlation between Intracellular    
Sodium Signal and Malignancy 

Elevated TSC in breast lesions measured by non-inva-
sive 23Na MRI appears to be an indicator at the cellular 
level associated with malignancy. This Na-23 MRI 
method may have potential to improve the specificity of 
breast MRI with only a modest increase in scan time per 
patient [37]. Several physiological and biochemical 
changes associated with proliferating malignant tumors 
may cause an increase in total tissue sodium concentra-
tion (TSC) as a result of impaired sodium-hydrogen 
transporter and [Na/K] pump activity resulting in re-
duced EGF (Figure 5).  

Normal and malignant epithelial ductal cells were 
grown on a reconstituted basement membrane extract 
(rBME). In the event of the correct signaling from 
growth factor and extra-cellular matrix proteins, isolated 
human breast epithelial (HBE) cells formed their origi-
nal phenotype in vivo. HBE cells in the absence of re-
constituted basement membrane extract (rBME) failed to 
assemble organized structures, and arrested growth when 



R. Sharma et al. / J. Biomedical Science and Engineering 2 (2009) 445-457 

SciRes Copyright © 2009                                   Openly accessible at http://www.scirp.org/journal/JBISE/ 

455

 

EGF + ECM proteins                            

Glucose Na+/K+

transporter

Intracellular bound Na‐Proteins‐OH‐

Null Points (A) and (B) (TQ, DQ and MQ filters show difference)

Magnetic Moment Na+

Magnetic Moment Na+‐P 

Free extracellular Na+

+

+
+

+

+

‐

‐
‐
‐

‐

(A) Long T1

(B) Long T1

ATPase

H+

Cell
Membrane

(outer) (inner)

Sodium

ETS

 

Figure 5. This schematic description represents the origin of in-
tracellular sodium across the membrane and different null points 
of sodium inside and outside generate contrast due to different 
longitudinal relaxation constants as basis of sodium MRI. The in-
creased intracellular sodium leakage out of cells is associated with 
hypoxia and apoptosis in cancer. EGF: Epidermal Growth Factor, 
ECM: Extracellular matrix, and ETS: Electron Transfort System. 

 
they reached confluence. HBE cells on-top of rBME 
could display an acinar structure with a dead luminal 
space in the absence of epidermal growth factors (EGF) 
(Figure 4(b)). This simulated the ductal structures of 
breast epithelial cells found in vivo. Under the same 
condition, carcinoma cells exhibited colony overgrowth, 
luminal filling, and loss of intracellular sodium (Figure 
4(d)). These changes eventually reduce the resistance 
against apoptosis and enhance the cell proliferation re-
sulting in severe morphological deformities visible by 
microscopy and imaging as earlier reported elsewhere 
[37]. It was observed that EGF disrupted the formation 
of luminal structures of HBE either in monolayer or in 3 
dimensional cell cultures with rBME. It may be attrib-
uted with the possibility if luminal structures bound with 
sodium get free by the disruption after adding EGF. 
When EGF was reduced or removed from the cultures, 
normal phenotypes (e.g. luminal structure and uniformed 
size) of human breast epithelial cell were obtained. With 
the variation of the time to reduce EGF, we could gener-
ate different sizes of luminal structure of HBE 

3.3. Limitations of Sodium Contrast and    
Sensitivity  

Due to high concentrations of extracellular sodium, its 
suppression by using inversion recovery pulses makes it 
difficult to get absolute intracellular sodium images. 
However, intracellular sodium images may be indicators 
of edema, interstitial space, cell proliferation, malig-
nancy, and hypoxia as criteria to divide tumor dormancy, 
slow-growing, and fast growing regions. Newer tech-
niques without the use of shift reagents using high reso-

lution RF coils generate 3D23Na images with high sig-
nal-to noise ratio in less than 15 minutes, permitting use 
of combined 23Na and 1H MR imaging protocols with 
total examination times of about 45 minutes. Moreover, 
sodium imaging in myocardium and cardiac ischemia is 
well investigated as a clinical tool.  

4. CONCLUSIONS  

A present state-of-art for sodium MR imaging is pre-
sented with a focus on quantum filters in pulse se-
quences and their variants in order to acquire intracellu-
lar sodium images with hands-on software pulse se-
quence design and MRI physics principles. Triple quan-
tum filtering scheme and non-invasive inversion recov-
ery fast spin-echo pulse sequences are described for dis-
tinct intracellular sodium MR images. Our experiments 
on breast tumors and isolated culture cells indicated the 
association of malignancy with increased intracellular 
sodium and reduced apoptosis and reduced EGF in cells 
with possibility of other growth factors involved. 
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ABSTRACT 
 
Both global warming and influenza trouble hu-
mans in varying ways, therefore it is important 
to study the trends in both global warming and 
evolution of influenza A virus, in particular, 
proteins from influenza A virus. Recently, we 
have conducted two studies along this line to 
determine the trends between global warming 
and polymerase acidic protein as well as matrix 
protein 2. Although these two studies reveal 
some interesting findings, many studies are still 
in need because at least there are ten different 
proteins in influenza A virus. In this study, we 
analyze the trends in global warming and evo-
lution of polymerase basic protein 2 (PB2) from 
influenza A virus. The PB2 evolution from 1956 
to 2008 was defined using the unpredictable 
portion of amino-acid pair. Then the trend in this 
evolution was compared with the trend in the 
global temperature, the temperature in north 
and south hemispheres, and the temperature in 
influenza A virus sampling site and species 
carrying influenza A virus. The results show the 
similar trends in global warming and in PB2 
evolution, which are in good agreement with our 
previous studies in polymerase acidic protein 
and matrix protein 2 from influenza A virus. 
 
Keywords: Global Warming; Influenza; Virus; Po-
lymerase Basic Protein 2 
 
1. INTRODUCTION 

Changes in environmental conditions can rapidly shift 
allele frequencies in populations of species with rela-
tively short generation times [1]. The global warming 
imposes the new danger not only on environments, but 
also on humans and various species [2]. As a result we 
would see the composition of species, such as proteins, 

under the influence of global warming although some 
proteins could be hidden deeply inside cells. Thus, it is 
important to compare the trends in global warming and 
protein evolution of interest family in order to see if 
there are similar trends in both. 

Accordingly, we recently conducted two studies to 
analyze the trend in both global warming and evolution 
of polymerase acidic protein (PA) [3] and matrix protein 
2 [4] from influenza A virus. 

It is well known that the evolution of protein family is 
a process of mutations, and therefore we could represent 
this evolution if we could represent mutated proteins 
along the time course. We need to do so because the 
global warming is the change in temperature over time. 
However, a mutation in protein is an event of changing 
one letter to another because amino acids in protein are 
presented as 20 letters, which are neither scalar data nor 
victors, whereas the temperature is a scalar datum. 

This means that we need to convert the letter-based 
proteins into scalar data in order to plot them along the 
time course to see their evolutionary trend. Since 1999, 
our group has developed three approaches to convert 
either a single amino acid or a protein into a scalar da-
tum based on random principle (for review, see [5,6,7,8]). 
Using our approaches, we can effectively represent a 
protein family over time, which provides the basis for 
conducting the study on analyzing the trends in global 
warming and evolution of proteins of interest. 

At this moment, we are particularly interest in the po-
lymerase basic protein 2 (PB2) form influenza A virus, 
because it is a subunit of RNA-dependent RNA poly-
merase complex associated with the transcription and 
replication of the influenza A viral genome [9]. The PB2 
subunit interacts with PA in the cytoplasm initially and is 
subsequently transported as a dimer into the nucleus [10]. 
The viral RNA polymerase complex is important for the 
efficient propagation of the virus in the host and for its 
adaptation to new hosts [11], and considered as a major 
determinant of the pathogenicity of the 1918 pandemic 
virus [12]. 
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Figure 1. Global temperature anomaly (°C) and evolution of PB2 proteins from influenza A viruses. The dotted lines and points 
were regressed lines and the mean of all PB2 proteins at a given year (n = 2397 from 1956 to 2008). 

 
The mutations in PB2 protein can affect the virulence 

of influenza A virus [13], change RNA binding activity 
[14,15], and contribute to intra- and inter-host transmis-
sion in diverse virus backgrounds [15,16]. 

Openly accessible at  

The aim of this study is to use the unpredictable por-
tion of amino-acid pair to convert symbolised PB2 pro-
teins into numerical data, and then to analyze the trends 
in global warming and the evolution of PB2 proteins 
from influenza A virus, in order to explore the potential 
impact of global warming on protein evolution. 

2. MATERIALS AND METHODS 

2.1. Temperature Data 

The global, north and south hemispheric temperature 
anomalies from 1850 to 2007, whose anomaly is based 
on the period 1961-1990, were obtained from Had-
CRUT3v [17,18]. The local temperature from 1956 to 
1998 based on 0.5 by 0.5° latitude and longitude grid- 
box basis cross globe was obtained from New et al. [19]. 

2.2. PB2 Data 

A total of 5092 full-length PB2 sequences of influenza A 

virus sampled from 1956-2008 was obtained from the 
influenza virus resources [20]. After excluded identical 
sequences, 2397 PB2 proteins were used in this study. 

2.3. Converting PB2 Proteins into Scalar 
Data 

For presenting PB2 protein family along the time course, 
we need to convert each PB2 protein into a scalar datum, 
which must differ for different PB2 proteins. Among our 
three random approaches (for review, see [5,6,7,8]), the 
simplest one is the amino-acid pair predictability, by 
which we view if the combination of two adjacent amino 
acids can be explained by the permutation. For a whole 
protein, we can determine the percentage of how many 
amino-acid pairs can be predicted according to the per-
mutation. We have used this method in many studies (for 
publications in 2008, see [21,22,23,24,25]). 

For a PB2 protein, we counted the first and second 
amino acids as a pair, the second and third amino acids 
as another pair, until the next to terminal and the termi-
nal amino acids as the last pair. Then, we determined 
whether an amino-acid pair could be explained by per-
mutation, or predicted by random mechanism in other 
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Figure 2. Trends in temperature and PB2 evolution grouped according to north (n = 2177) and south (n = 220) hemispheres. The 
dotted lines were regressed lines. 
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words. Finally, we calculated the percentage of how 
many amino-acid pairs were predictable and unpredict-
able in a PB2 protein. 

For example, a PB2 protein (strain A/Virginia/UR06- 
0139/2007(H1N1) and accession number ABW40267) 
was composed of 759 amino acids. There were 53 
threonines “T” and 59 arginines “R” in this protein. If 
the appearance of amino-acid pair TR could be ex-
plained by the permutation, it would appear 4 times in 
the PB2 protein (53/759 59/758 758=4.12). Act　 　 ually 
there were 4 pairs of TR in it, so the appearance of TR 
was predictable. By clear contrast, there were 34 aspara-
gines “N” and 28 prolines “P” in this PB2 protein. Ac-
cording to the permutation, the amino-acid pair NP 
would appear once (34/759 28/758=1.25) in this pr　 o-
tein. However, it appeared 5 times in realty, which was 
unpredictable. In this way, we classified all of the 
amino- acid pairs in ABW40267 PB2 protein as predict-
able and unpredictable. 

It is absolutely necessary that the predictable/unpre- 
dictable portion is subject to a tiny difference between 
two PB2 proteins, thus different PB2 proteins should 
have different values to be distinguishable. In the past, 
we have tested many proteins to verify this request and 

got the positive answer [3,4,5,6,7,8,21,22,23,24,25]. For 
instance, the predictable and unpredictable portions were 
36.49% and 63.51% for ABW40267 PB2 protein. Another 
human H1N1 influenza A virus was isolated from USA 
in 2007, its PB2 protein (accession number ABW 40410) 
had only one amino acid at position 108 different from 
that of ABW40267 PB2 protein. However, its predictable 
and unpredictable portions were 36.82% and 63.18%. 

In this manner, we converted 2397 letter-symbolized 
PB2 proteins into 2397 scalar data [26]. As each PB2 
protein had its sampling year, we thus had two scalar 
datasets, the temperature recorded each year and the 
unpredictable portion of PB2 protein sampled each year. 
Hence we could plot both datasets along the time course 
to observe their trends. 

3. RESULTS AND DISCUSSION 

Figure 1 showed the trends in both global warming and 
evolution of PB2 proteins, where both trends revealed 
similar as indicated by their regressed lines. The unpre-
dictable portion of PB2 proteins increased over time, 
which was similar to that the global temperature in 
creased along the time course. 
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Figure 3. Point-to-point temperature versus PB2 proteins (n=828) from 1956 to 1998. Each point presented a local temperature (°C) 
at the given year (upper panel), corresponding to the place where a PB2 protein was sampled (lower panel). The dotted lines were 
regressed lines. 
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Figure 4. Point-to-point temperature (°C) versus PB2 proteins sampled from different species. The dotted lines were regressed lines. 
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On the other hand, we cannot ignore these trends be-

cause we cannot create another earth without global 
warming but with active influenza virus for comparison 
over the same time span. As the validation of global 
warming is done through the comparison along the time 
course, we would argue that the validation of PB2 evo-
lution should also be done along the time course, i.e. the 
comparison between any two different time points. 

Moreover, the global temperature was generally di-
vided into north and south hemisphere, so we could 
group PB2 proteins accordingly to see if the trend still 
held on in such circumstance. As shown in Figure 2, the 
similar trend was clearer in north hemisphere than in 
south one, which could be explained by the fact that 
most of PB2 proteins were sampled in north hemisphere. 

This study demonstrated the changes in the unpre-
dictable portions of PB2 proteins were different in dif-
ferent species. In human and swine, the trends of evolu-
tion of PB2 proteins were similar to that of temperature, 
but not in avian (Figure 4). This difference can be due to 
the fact that the place where avian was sampled would 
not be the place where the mutation occurred, because 
migratory birds are common reservoirs responsible for 
spreading avian influenza viruses [28,29,30,31]. Climate 
change would almost certainly alter bird migration, in-
fluence the avian influenza virus transmission cycle and 
directly affect virus survival outside the host [32,33]. On 
the other hand, the human and swine were generally lo-
calized, thus the present results indicate the potential 
impact of global warming on the evolution of influenza 
A viruses. 

Actually the data of PB2 proteins in Figures 1 and 2 
were averaged in each year. For example, there were 
only 2 samples in 1956, but 220 PB2 proteins were sam-
pled in 2007. Another way to analyze the trends is to 
apply the point-to-point method, that is, we coupled each 
PB2 protein with the temperature according to its sam-
pling place and year. In other word, we took the tem-
perature measured at each geographical latitude and lon-
gitude of the place where a PB2 protein was sampled at 
the same year to make the comparison. 

Figure 3 displayed 828 point-to-point relationships 
between temperature and unpredictable portion of PB2 
proteins from 1956 to 1998, and their regression indi-
cated the similar trends. The results in Figure 3 were in 
consistent with what we found in Figures 1 and 2, that is, 
there were similar trends between global warming and 
evolution of PB2 proteins. 

Global climate changes affect the functioning of eco-
systems, in particular host-pathogen interactions, with 
major consequences in health ecology [34,35,36]. The 
results in this study are in good agreement with our pre-
vious studies [3,4], thus these results furthermore sug-
gest the general trend in evolution of proteins from in-
fluenza A virus. However, much studies are in need be-
cause there are still seven other proteins from influenza 
A virus, which we have yet to study. 

Because influenza viruses were hosted in different 
species, we could advance our analysis by the point-to- 
point relationship between temperature and species, 
from which the PB2 proteins were sampled. Figure 4 
demonstrated the trends of PB2 evolution with respect to 
the temperature in three major species. The results sug-
gested that the trends were similar in human and swine, 
but different in avian. 4. ACKNOWLEDGEMENTS 
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ABSTRACT 
 
In this paper, photoplethysmogram (PPG) sig-
nals from two classes consisting of healthy and 
diabetic subjects have been used to estimate 
the parameters of Auto-Regressive Moving Av-
erage (ARMA) models. The healthy class con-
sists of 70 healthy and the diabetic classes of 70 
diabetic patients. The estimated ARMA parame-
ters have then been averaged for each class, 
leading to a unique representative model per 
class. The order of the ARMA model has been 
selected as to achieve the best classification. 
The resulting model produces a specificity of 
%91.4 and a sensitivity of, %100. The proposed 
technique may find applications in determining 
the diabetic state of a subject based on a 
non-invasive signal. 
 
Keywords: PPG Signal; Diabetic; Identification; 
ARMA Model 
 
1. INTRODUCTION 

Diabetes has been recognized as fourth leading cause of 
death in developed countries. Prediction based on re-
corded data in health centers worldwide shows that it is 
reaching epidemic proportions in many developing and 
newly industrialized nations [1]. 

When the body has difficulty regulating the amount of 
glucose in the blood stream Diabetes Mellitus has been 
occurred. Rising of the blood sugar level which will lead 
to hyperglycemia or hypoglycemia is due to the glucose 
accumulates in the bloodstream [2-3]. Glucose level 
above 150- 160mg/dl for long time poses significant 
health risk with possible long lasting effect [4]. Easy, 
low cost and on time recognizing diabetic with simple 
method and portable technology for the primary care and 
community-based clinical settings is the main goal of 
researchers in this area. The PPG technology has been 
used in a wide range of commercially available medical 

devices for measuring oxygen saturation, blood pressure 
and cardiac output [5]. Due to change in glucose level, 
the amount of blood volume in the figure changes, this 
variation can be measured by PPG. When a fixed source 
of infrared radiation is used, the variation of blood vol-
ume act as a phototransistor and the receive signal is 
changed. This is why we use the PPG signal for recog-
nizing the diabetic. In this work by filtering on pho-
toplethysmography (PPG) signal and estimate ARMA 
model for healthy and patient, a method for recognizing 
diabetic is proposed. Field data shows this method work 
properly. 

2. METHODOLOGY 

Identification systems methods are the best way for find-
ing mathematic description of a black box. Figure 1 
shows such a system in which only input and output ter-
minals are introduced. 

If there is no a noise source inside the system or meas-
urement input and output are noise free, the number of 
unknown parameters in the system can determine the 
number of required measurements. As the real systems 
mathematically describe with finite parameter, every-
body can determine the model easily. Perturbation in the 
system parameter and noise in the measurements lead to 
parameter estimation of the system. 

Figure 2 shows the flow chart of each system identi-
fication method. The prior knowledge is used in all part 
of the model calculation. Based on the prior knowledge 
the experiment is set up to produce the data. The data 
have to be as much as informative. The observer adjusts 
the frequency content and amplitude of the input signals 
in the system with external input or chose the probability 
density function (PDF) in the system with unknown in-
put. 
 

 

Figure 1. A black box system. 
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Figure 2. System identification flow chart. 

 

 

Figure 3. Modeling disturbance. 

 

Choosing model set is second step in system identifi-
cation based on prior knowledge. Different set of model 
is chosen, by considering number of input and output, 
linearity or nonlinearity, coupling or uncoupling between 
inputs and outputs, discrete or continues in time, fre-
quency domain or time domain, application of calculated 
model for simulation, simplifying, controlling or inverse 
engineering. 

Figure 3 shows a linear, time invariant, single input 
and output (SISO) model in which disturbance in system 
parameters and noise in measurement are modeled as 
additive in output [6]. This kind of model set is de-
scribed as: 

      tvktubktyaty
ba n

k
k

n

k
k  

 01

  (1) 

In which  is output and  is input,  ty  tu  tv  is 

disturbance which is modeled as: 

   



cn

k
k ktectv

0

            (2) 

where,  te  is white noise . 

The produced data are used to calculate the coeffi-
cients and  of the model. ii ba , ic

Next step is using criteria. Least square mean error 
(LSE) is used as the positive and negative error is the 
same and small error becomes smaller and big error be-
come much bigger. The model rewrite as follow: 

    tty                    (3) 

In which data are put in  t  and   contain all un-

known parameter.  
As the data is mixed with the measurement noise only 

an estimation of  can be calculated. There are many 
criteria, we chose minimization of error between real 
output and model output as follow: 

   



N

t

N te
N

ZV
1

21
,             (4) 

In which NZ is input - output measured data and  

      ttyte                (5) 

Therefore 

             (6)  NZV ,minargˆ 




The last step in model estimation is model validation. 
If in some sense the output of the model is fitted on the 
output of the system the estimated model is accepted 
otherwise the process is repeated again. 

Model in Figure 3, is called autoregressive moving 
average extra input (ARMAX). Autoregressive means 
 ty  depend on previous amount of it. X stand for ex-

ternal input  tu and MA stand for moving average refer 

to last term in Figure 3. 
In the following subsections the proposed method is 

explained. 

2.1. Model Selection 

As there is no exact information about causes which 
affected PPG signal, ARMA model is used to model 
healthy and patient. The output of such system called 
time series. Figure 4 shows such systems. 

In order to modeling the system mathematically equa-
tion 1 reduced to 7: 

 

 

Figure 4. Modeling time series. 
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In which  is PPG signal as output and white 

noise  whit zero mean and variance 

 ty

 te   as input. 

This is like other time series analysis, such as vocal sys-
tem, weather system, in which an effect without cause is 
in our hand. 

The process of finding model is as follow: 
Each patient and healthy data is used to calculate an 

ARMA model individually then the average of all mod-
els for each group is evaluated as the ARMA model for 
that category. After testing polynomials with deference 
dimensions, it was found that the 11  15  ca nandn

10  15

 

for patient model’s parameter and  ca nandn  

for healthy model’s parameter, give the best result. 

 

 
(a) 

 
(b) 

Figure 5. (a) recorded PPG signal and (b) one stable part with 
1000 sample of it. 

 

Figure 6. Result of applying moving average on healthy 
PPG signal. 

 

 
(a) 

 
(b) 

Figure 7. Result of applying (a) Patient PPG signal and 
(b) healthy PPG signal on the healthy model. 
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(a) 

 
(b) 

Figure 8. Result of applying (a) Patient PPG signal 
and (b) healthy PPG signal on the patient model. 
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Figure 9. Result of applying PPG signal on the patient and 
healthy model. 

2.2. Experimental Setup 

There are two array groups of PPG signals. Pathologic 
arrays contain data from all subject tested in the hospital 
who were diabetic (39-64 years ages). Healthy arrays 
contain all data from healthy subjects (22-52 years old). 
Figure 1 shows a recorded PPG signal for a diabetic 
patient . 

In each file, the only variable is a (50x24750) which is 
the raw PPG data: 

- Each row is one particular lead. 
- First column: subject number: Sb 
- Second column: lead number: Ld 
- Third column: Age 
- Fourth column up to end: raw PPG data 
- The length of the files has been limited to 90 sec 

(sampled at 275 Hz, this gives 24750 sample points) 
- The number of rows (records) has been limited to 50 

per file to limit file size 
- The format of the data is uint32 to save on space. 

2.3. Criteria and Model Validation 

The MATLAB identification toolbox is used to calculate 
model parameter. The LSE is used as criteria and output 
matching as model validation. 

3. PRACTICAL RESULTS 

Figure 5 shows a sample of PPG signal of healthy and 
patient which is recorded in a hospital. 

The additive noise corrupts the PPG signals. Moving 
average filter is used to remove disturbance from signal. 
Figure 6 shows output of the filter. 

Figure 7 and 8 show the result of applying Healthy 
and patient PPG signal on estimated model for healthy 
and patient samples. 

There are two areas in Figure 9, if data fit on healthy 
model better than patient model, there is a point under 
the line (subject is healthy) and inverse .the point on the 
line shows possibility of wrong classification. 

As Table 1 shows the proposed method can calcify 
healthy person and patient by 100% and 94%, respec-
tively. 

Simulation result shows that, specificity, sensitivity, 
negative predictive value (NPV) and positive predictive 

 
Table 1. Contingency table. 
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value (PPV) is % 91.4, % 100, % 100, and % 92.1
spectfully. 

4. CONCLUSIONS 

The proposed technique using non-invasive PPG signal
is able to separate healthy subjects from pa ts using 
an ARMA model. One po tial applicat n of these 

eeded to be injected to diabetic people. 
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