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Abstract 

William Gilbert more than 400 years ago formulated a postulate that can be 
considered as main principle of natural sciences. According to this postulate, 
the criterion for the correctness of a theory can only be its confirmation by 
measurement data. In our time, all theories are confirmed by at least some 
experimental data. But sometimes the theory cannot explain parameters 
which can be considered as main for objects under study. Usually such “inex-
plicable” objects and dependencies are called empirical and it is assumed 
that they do not require theoretical explanation at all. In most cases, this 
means the fallacy of the used theory. So nowadays postulate Gilbert needs 
to be reformulated: the correct theory should describe ALL basic properties 
of objects of research. A number of theories developed in the twentieth 
century do not satisfy this formulation. In almost all cases, the reason for 
this is a misinterpretation of nature of objects of study. In particular, in or-
der to satisfy Gilbert’s refined postulate, it turns out necessary to revise the 
theoretical descriptions: 1) nature of superfluidity and superconductivity; 2) 
nature of neutrinos; 3) nature of neutron; 4) nature of nuclear forces; 5) 
model of quarks with fractional charge; 6) internal structure of stars; 7) na-
ture of the Earth’s magnetic field; 8) mechanism of thermomagnetic effect 
in metals. 
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1. The Main Postulate of Natural Sciences 

The twentieth century is in the past. 
It’s time to critically rethink a number of theories created by physicists during 
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this time. 
The need for such a rethinking arises from the fact that theoretical physicists 

in the last century often considered the most fascinating and important thing to 
build theoretical models for those phenomena and objects for which experimen-
tal data have not yet been collected. 

To create such theories in addition to knowledge needed fantasy, intuition 
and imagination. Therefore, the validity of such models, even if they are com-
mon accepted, may be questionable. 

In the field of elementary particles, theoreticians often to replace the missing 
experimental data used symmetry considerations to systematize particles, for 
example, tables of particles based on Gell-Mann’s quarks or a table, such as the 
Weinberg-Salam’s standard model of elementary particles. These symmetrized 
tables look really nice, but the weakness of this approach is that the dropping out 
of even one basic particle, such as neutron (see below), violates the very principle 
of such systematization. 

The reason that forces to reconsider a number of other theories of the XX 
century (for example, physics of stars) is connected with the progress of mea-
surement techniques and obtaining new experimental data. Sometimes new 
measurement data do not fit into old theories. Apologists of these outdated 
theories often struggle hard for their survival. Several of these theories still do-
minate their fields of expertise and require partial or complete revision in our 
time. 

In general, the past twentieth century brought remarkable scientific discove-
ries in the field of physics. 

In the early twentieth century, nuclear physics was born and then rapidly de-
veloped. It was probably its greatest discovery. It radically changed the whole 
material and moral image of the world civilization. 

At the same time, superconductivity was discovered, and a little later, and su-
perfluidity. These super-phenomena promise mankind a giant leap of technolo-
gy and economy. 

At the beginning of the twentieth century, radio was born, which gradually led 
to television, and then radio technics spawned computers. Their importance is 
difficult to overestimate. 

There was a science of quantum, which led to the appearance of quantum de-
vices, among which lasers shine. 

It can be a long list of branch of physical knowledge that gave us the twentieth 
century. 

However, not all theoretical explanations for these discoveries seem perfectly 
correct. 

William Gilbert (1544-1603) developed the criterion of correctness of the 
theory more than 400 years ago. He formulated a postulate that can be consi-
dered as the main principle of the natural sciences [1]: 

All theoretical constructions that claim to be scientific must be verified and 
confirmed experimentally. 

https://doi.org/10.4236/jmp.2018.912132


B. V. Vasiliev 
 

 

DOI: 10.4236/jmp.2018.912132 2103 Journal of Modern Physics 

 

Before Gilbert, false ideas did not fear of experimental verification. At that 
time the world of thought was incomparably more subtle than the ordinary and 
gross material world. A precise coincidence of a philosophical theory with direct 
experience almost degraded it dignity in the eyes of dedicated. The discrepancy 
between pre-gilbert theory and observations did not bother anyone. There were 
absolutely fantastic statements, from our point of view. So, W. Gilbert writes 
that he experimentally denied the popular belief that the force of a magnet can 
be increased by rubbing it with garlic. 

However, the formulation of this postulate proposed by Gilbert seems some-
what simplified nowadays. It is applicable to relatively simple theoretical models. 

Nowadays, it seems impossible to find researchers who would disagree with 
Gilbert in principle. Indeed, all well-developed theories of the twentieth century 
are consistent to some measurement data. But these theories may contradict 
other data, the existence of which they simply do not pay attention. 

Therefore, in the application to the complex theoretical constructions that 
made up the essence of physics of the twentieth century, Gilbert’s postulate 
needs to be clarified: 

Physical theory which claims to be an adequate description of the object of 
research has to explain ALL the experimental data obtained by studying it. 

Without such clarification, in theoretical physics there is a paradoxical situa-
tion: there are theories of various phenomena that describe some their properties 
but cannot explain the main features of these phenomena. 

2. Some Theories Created in the Twentieth Century, Which 
Can Not Explain the Main Features of Studied Phenomena 

Here is a short list of such theories: 

2.1. Superfluidity 

Superfluidity was discovered in the late 1930s (see Figure 1). The main features 
of the phenomenon of superfluidity in liquid helium became clear soon after its 
discovering [2]. 

Now there is a generally accepted well-developed theory that describes many 
features characteristic of the superfluid state. For example, it explains the tem-
perature dependence of the concentration of the superfluid component, the 
temperature dependence of its heat capacity, the existence of different types of 
“sound” and calculates their velocities, as well as other features of the superfluid 
state. 

However, the existing theory does not explain the main thing—why the tran-
sition of helium-4 to the superfluid state occurs at temperature 

2.1768 K,Tλ ≈                              (2.1) 

and the density of superfluid helium is 3
4 0.145 g cmγ ≈ . 

It will be shown below that these values are well described by formulas con-
taining only world constants 
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Figure 1. P.L. Kapitsa (right) and L.D. Landau. P. Kapitsa 
discovered the phenomenon of superfluidity, and L. Landau 
gave the first theoretical explanation for this phenomenon. 

 
2 6

4 2.1778 K.
3

M cT
kλ
α

= ≈                      (2.2) 

(where 4M  is mass of He-4 atom, 
2 1

137
e
c

α = ≈


 is the fine structure con-

stant) 

32
34

4 3 0.1443 g cm .
2 eB

M
ma

α
γ = ≈                  (2.3) 

(where 
2

2B
e

a
m e

=


 is the Bohr radius, em  is electron mass.) 

Such formulas are absolutely not typical for the description of a condensed 
state of a system of many particles. They speak about the fundamental nature of 
this phenomenon. This is not clear from the point of view of the current gener-
ally accepted theory, which should therefore be revised. 

2.2. Superconductivity 

Superconductivity was discovered in the early 20th century (see Figure 2), but 
for a long time it was thought to be the most enigmatic phenomenon in con-
densed substances. 

Its theory appeared a few decades later. 
Now the generally accepted theory of superconductivity successfully explains, 

for example, the temperature dependences of heat capacity and energy gap in 
superconductors. But it cannot calculate main property of superconductors—the 
critical temperature of transition into a superconducting state. Therefore, this 
theory should be replaced by one that is able to explain all the main properties of 
specific superconductors. 

2.3. Neutrino 

The existence of the neutrino was predicted by W. Pauli in the early 30s of the 
last century (see Figure 3). 
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Figure 2. Heike Kamerlingh Onnes discovered 
the phenomenon of superconductivity in 1911. 

 

 
Figure 3. Nobel laureate Wolfgang Pauli 
predicted the existence of neutrinos for 
theoretical reasons in 1932. 

 
The effect of reactor neutrinos on the substance was found after about two 

decades (see Figure 4). 
In neutrino physics, the triad—e-neutrino, μ-neutrino and τ-neutrino—and 

details of their mutual transformations are considered. But the main property of 
neutrino—its unusually high penetrating power—remains unexplained. This 
unusual property distinguishes neutrino from all other particles. 

In addition, a special fundamental weak interaction of nature is introduced to 
explain neutrino-related reactions. The necessity of this introducing is justified 
by the special properties of the mysterious neutrino. 

2.4. The Quark Theory 

The quark model introduces new subparticles from which all other elementary 
particles must consist. At this a particular importance has the explanation of 
the mechanism of transformation of neutron into proton. An attractive inven-
tion is the scheme proposed by Gell-Mann (see Figures 5-7), in which this 
transformation is carried out by replacing only one quark with a fractional 
charge to another. However, no particle with fractional charge was experi-
mentally discovered. That demanded to admit the existence of the specific 
confinement of quarks. 
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Figure 4. Fred Raines and Clyde Cohen, who 
discovered neutrinos, in the control center of 
their measurement equipment (1953). 

 

 
Figure 5. Murray Gell-Mann. 

 

 
Figure 6. The main achievement of the 
quark theory—the structure of neutron and 
proton—recorded by Gell-Mann. 

 

 
Figure 7. The quark structure of nucleons 
according to Gell-Mann. 
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This directly contradicts Gilbert’s postulate: the quark model assumes that 
quarks with a fractional charge are real particles at their full undetectable. 

It is also important that the quark model don’t make possibility to calculate 
the basic parameters of neutron at comparing them with the properties of pro-
ton. 

2.5. Nature of Nuclear Forces 

The problem of nuclear forces related to the quark model required for its expla-
nation the introduction of a new type of fundamental interactions—a strong in-
teraction—and a new type of non-observable particles—gluons. It is assumed 
that they must bond the nucleons in nuclei. This approach makes it possible to 
obtain a fully developed picture of nuclear forces, but does not allow to solve the 
main problem—to calculate the binding energy of nuclei. 

2.6. Astrophysics 

Astrophysics in its modern state was formed by the middle of the twentieth cen-
tury and is a completely unique branch of physics, because it does not rely on 
measurement data and ignores Gilbert’s postulate. 

However, the technological progress of astronomical measurements to the 
present time gave the ability to know about a dozen interdependence of the 
main parameters of the stars. These dependencies are radius-temperature- 
mass-luminosity of close binary stars, magnetic fields of stars, etc. 

Naturally, it turned out that the existing theory of stars, built without reliance 
on any measurement data, cannot explain these dependencies and should be re-
vised. 

2.7. The Magnetic Field of Earth 

Attempts to explain the mechanism of the Earth’s magnetic field have been un-
dertaken for several centuries. Apparently, the first model of the Earth’s mag-
netic field was created by W. Gilbert more than 400 years ago [1]. 

Einstein included this problem as one of the three main tasks of the science of 
his time. 

Currently a hydrodynamical model is accepted. Despite some difficulties, its 
parameters can be chosen so that the magnitude of the magnetic field near the 
poles of the Earth will be approximately equal to 1 Oe, which is consistent with 
the measurements. 

However, in the second half of XX centuries space flights began and the tech-
nique of astronomical measurements obtains further developing. As a result, the 
magnetic fields of most objects of the Solar system and a number of stars, in-
cluding pulsars, were measured. It turned out that the gyromagnetic relations of 
all these space objects are approximately equal to the ratio of the world  

constants G
c

 (Figure 14). 
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Because the problem of terrestrial magnetism has become a special case of a 
common problem for all celestial bodies. This required rejecting the hydrody-
namical model to create a new general theory of cosmic bodies magnetism. 

3. What Should Be Theories That They Explain All Main 
Features of Phenomena under Study 

3.1. Superfluidity as a Consequence of the Ordering of Zero-Point 
Oscillations of Helium Atoms 

3.1.1. Superfluidity as a Quantum Effect 
L. D. Landau saw in superfluidity a quantum effect in a macroscopic manifesta-
tion. That created the basis for understanding the characteristic features of this 
phenomenon and further progress in its study [3]. 

The modern theory of superfluidity explains the general characteristics of this 
phenomenon: the energy spectrum of excitations, thermodynamics of superfluid 
helium, its heat capacity, etc. 

3.1.2. λ-Transition 
However, the energetically profitable transition of helium to a superfluid state 
should occur due to the appearance of some additional forces of attraction in the 
ensemble of its atoms lowering the ensemble energy. 

Therefore, the most important task of the theory is to explain the mechanism 
of attraction that causes the transition to the superfluid state and the reason that 
this transition in helium-4 occurs at a temperature of about 2K. 

According to Gilbert’s refined principle, the theory should provide a quantita-
tive explanation of all the characteristic parameters that are observed in this 
phenomenon. 

Therefore, the refined theory of superfluidity should first explain the physics 
of the λ-transition and way this temperature is almost exactly half the boiling 
point of helium: 

boiling 4.215 K 1.93.
2.177 K

T
Tλ

= ≈                       (3.1) 

3.1.3. London’s Dispersion Forces 
The feature of helium-4 is that the atom has no total charge or dipole moments. 

Nevertheless, a certain electromagnetic mechanism should be responsible for 
phase transformations in its condensed state. This is evidenced by the scale of 
energy change in this transition, which corresponds to other electromagnetic 
transitions in condensed matter. 

In the 30-ies of the last century F. London showed [4] (see Figure 8), that be-
tween the atoms He-4 in the ground state, there is an interaction of type of the 
van der Waals force, having a quantum nature. 

At very low temperatures, all movements in liquid helium freeze. Only quan-
tum zero-point oscillations remain. F. London considered these oscillations  
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Figure 8. Fritz London (1900-1954). 

 
as three-dimensional vibrating dipoles connected with each other by electro-
magnetic interaction. He called this interrelation of atoms in the ground state as 
a dispersion interaction. 

3.1.4. The Interaction of Zero-Point Oscillations of Helium Atoms 
F. London showed that the electromagnetic interaction of zero-point oscillations 
of helium atoms leads to their attraction. Since there is no repulsion between 
particles of boson gas, the occurrence of attraction should lead to liquefaction of 
boson gas. However, F. London did not pay attention to the fact that there are 
two types of vibrations of the shells of symmetric atoms—the vibrations of 
neighboring atoms can be longitudinal or transverse with respect to the line 
connecting neighboring atoms. The interaction energy in these two modes turns 
out to be different [5]. The ordering of longitudinal oscillations leads to the li-
quefaction of helium. The ordering of transverse oscillations occurs at twice less 
temperature. It is remarkable that this temperature is described by the formula 
consisting of world constants only (Equation (2.2)). Below this temperature, the 
system of zero-point oscillations of atoms is completely ordered, i.e. atoms form 
a single quantum ensemble of the superfluid state. 

Results of experimental measurements confirm the correctness of this theo-
retical evaluation with high accuracy Equation (2.1)). 

The consideration of superfluidity as the ordering of zero-point oscillations 
allows to calculate all basic parameters of this phenomenon. (see Table 1 [5]) 

3.2. Superconductivity as a Result of the Ordering of Zero-Point 
Oscillations of Electron Gas 

The main difficulty of modern theory of superconductivity (BSC) is that it can-
not explain why this phenomenon occurs in different metals at different tem-
perature. 

Superconductivity can be considered as superfluidity of electron gas. These 
phenomena are similar. Considering the superconductivity as a result of order-
ing of zero-point oscillations in electron gas, it is possible to show that the  
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Table 1. Comparison of the calculated values of liquid helium-4 [5] with the measurement 
data ([8] [9]). 

parameter 
defining  
formula 

calculated  
value 

measured  
value 

the velocity of zero-point  
oscillations of helium atom 



3
0v cα=  116.5 m/s  

The density of atoms in liquid 
helium 

2
4

32 e B

Mn
m a

α
=  2.172 × 1022 atom/cm3  

The density of liquid helium-4 g/l 4M nγ =  144.3 145T Tλ
 

The dielectric constant of liquid 
helium-4 

2 41 4π
2 3 2 e

M
m

ε α
ε
−

=
+

 1.040 
4.21.048T   

1.057T Tλ
 

The temperature λ-point, K 
2 6

4

3
M cT

kλ

α


 2.1778 2.1768 

The boiling temperature of  
helium-4, K 

2boilT Tλ  4.35 4.21 

The first sound velocity, m/s 

1 02sc v=  233 
0238.3T→  

 
ordering temperature of these oscillations is determined by the Fermi tempera-
ture of the metal [5] 

34π ,c FT Tα≈ ⋅                             (3.2) 

where α  is the fine structure constant. 
This is consistent with the measurement data (Figure 9, [5]). 
As for the external magnetic field of the critical value, which destroys the co-

herence of zero-point oscillations of electronic pairs, the theoretical evaluation 
of this field is also in good agreement with the measurement data [5]. 

The consideration of superconductivity as sequens of the electron gas ze-
ro-point oscillations ordering gives possibility to explain all main properties of 
all separate superconductors. 

3.3. Neutrino Is Magnetic Excitation of Aether 

3.3.1. Magnetic Dipole Radiation in Maxwell’s Theory 
It is usually accepted to consider neutrino as a specific particle moving at the 
speed of light and having no charge and mass (the latter with some reservations). 
This speaks that there is much in common between neutrinos and photons, al-
though their penetrating abilities in matter differ by many orders of magnitude. 
This fact forces to consider the problem of electromagnetic waves radiation in 
more detail. 

Let, for simplicity, the problem is formulated in such a way that there are no 
electric charges, electric dipoles and quadrupoles. And the electromagnetic 
radiation in aether can arise only due to the time-varying magnetic moment 

( )tm . 
The changing moment ( )tm  will create in space at a distance R from it an 

electromagnetic disturbance described by vector potential [6] 
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Figure 9. The comparison of the calculated values of critical temperatures of 
superconductors (calculated according to Equation (3.2)) with measurement 
data [5]. Circles relate to type-I superconductors, squares show type-II su-
perconductors. On the abscissa, the measured values of critical temperatures 
are plotted, on ordinate, the calculated estimations are plotted. 

 

( )
( )

, .
t

R t
cR

∗ ×
=

m n
A



                      (3.3) 

where *t  is retarded time. 
By definition, in the absence of free charges (i.e. at 0ϕ = ) in this electro-

magnetic disturbance, the electric field strength will have the value [7]: 

( ) ( ) ( )2

d ,1 1, ,
d

R t
R t t

c t c R
∗

∗
 = − = − × 

A
E m n            (3.4) 

and intensity of magnetic field [7]: 

( ) ( ) ( ) ( )2 2

1 1, ,R t R t t t
c R cR

∗ ∗      = = − × × + × ×      H rotA n m n n m n    (3.5) 

Thus, the amplitude of oscillations of the electric field generated by changes in 
the magnetic moment depends only on the second time derivative of the func-
tion describing its changes. At the same time, the first time derivative addition-
ally contributes to the amplitude of the magnetic field oscillations. 

In this case, two options are possible, since two types of magnetic emitters are 
possible. 

3.3.2. Photons 
This option is studied in all courses of electrodynamics. It is realized in the case 
when the magnetic dipole performs the motion described by the differentiable 
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function from time. That is, the motion of the magnetic dipole is described by 
such a function, in which there are at least two first derivatives in time. A typical 
example of such a motion is the harmonic oscillation of dipole ( ) sint tω= ⋅m m , 
in which both E and H exist, since ( ) 0t ≠m  and ( ) 0t ≠m . 

The same solution has problems where the oscillations of the magnetic mo-
ment are described by more complex formulas, if the spectrum of these oscilla-
tions can be decomposed into harmonic components. 

For harmonic oscillations at a considerable distance from the oscillating di-
pole, the second term in the formula (3.5), which depends on m , is λ/R times 
smaller than the first term (here λ is the length of the generated wave). 

Therefore, term m  can be neglected. 
The result is that in this case fields E and H are equal to each other and only 

are turned relative to each other by 90 degrees. 

3.3.3. Magnetic Excitation of Aether 
Another solution of Equations (3.4) and (3.5) is obtained if ( )tm  is a discon-
tinuous (spasmodic) function. For this function 0≠m , but 0=m , and there-
fore, the magnetic moment forms a purely magnetic wave, in which 0H ≠ , but 

0E = . 
More precisely, this excitation of vacuum should be classified as a kind of par-

ticle, because it is characterized by a very short time interval. 
An example of the radiation of such a particle is β-decay, in which a free elec-

tron carrying a large magnetic moment arises relativistically quickly. 
Another example is the transformation of π-meson into μ-meson. π-meson 

has no magnetic moment, but μ-meson does. 
The uncertainty relation makes it possible to estimate the transformation time 

of π-meson to μ-meson: 

( )
23

2
10 sec

M M cπ µ
π µ

τ −
→ ≈ ≈

−


                (3.6) 

Thus the time dependence of the magnetic moment in this reaction has the 
form of a very sharp Heaviside’s rung, which equal to zero for negative argu-
ments and one for positive ones. (At zero, this function requires additional defi-
nition. It is usually convenient to set it to zero equal to 1/2): 

( )
0  if 0
1 2  if 0
1  if 0

t
He t t

t

<
= =
 >

                     (3.7) 

An unusual property that pure magnetic photon m  must possess arises due 
to the absence of magnetic monopoles in nature. The fact that normal photons, 
with the electric component, scattered and absorbed in matter with electrons. In 
the absence of magnetic monopoles, a small energy magnetic photon must inte-
ract extremely weakly with the substance and its free path in the medium must 
be about two dozen orders of magnitude greater than that of a normal photon 
[7]. 
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Thus, Maxwell’s equations say that the radiation of free electron at β-decay 
should generate in vacuum a pure magnetic excitation, similar to photon, but 
weakly interacting with the substance. 

3.3.4. Neutrino and Antineutrino 
According to the electromagnetic model of the neutron, the generalized angular 
momentum of a relativistic electron, which forms a neutron together with a 
proton, is zero [10]. Therefore, the self magnetic moment of the electron is not 
observed. 

With neutron β-decay, the electron acquires freedom, and with it spin and 
magnetic moment. Given that the emitted electron has a speed close to the speed 
of light, this process should occur abruptly. 

At that a δ-shaped magnetic field burst generates, which is commonly called 
as antineutrino. 

Since in the initial bound state (as part of the neutron) the electronic genera-
lized angular momentum was equal to zero [10], and in the final free state its 
spin is 2 , taking into account the law of conservation of angular momentum, 
the magnetic γ-quantum must carry with it the angular momentum equal to 

2− . 
Another implementation of the magnetic γ-quantum must occur in the re-

verse process—in K-capture. In this process, the electron, which originally 
formed the shell of the atom and had its own magnetic moment and spin, at 
some point is captured by proton of nucleus and forms neutron with it. This 
process can be described by the inverse of the Heaviside function. In this process, 
a magnetic γ-quantum of the inverse direction of field with respect to the vector 
of its propagation R should arise (Figure 10). 

.p e n ν+ −+ → +                       (3.8) 

3.3.5. Results Shortly 
The concept of neutrino as magnetic excitations of aether [11] explains all the 
basic of their properties: 
 

 
Figure 10. Two functions of Heaviside responsible 
for the birth of neutrinos and antineutrinos. 
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- extremely weak interaction with the substance is the result of the absence of 
magnetic monopoles in nature, 

- spin neutrino is equal to 2  due to the fact that they have only the mag-
netic component, 

- the birth of neutrino in beta-decay is due to the abrupt appearance of the 
magnetic moments of particles, 

- the existence of neutrino and antineutrino is explained by the presence of 
two types of Heaviside steps. 

In addition, this concept opens a new page in the study of mesons, with quan-
titatively predicting their masses. 

What does tau-neutrino have to do with this concept remains unclear. 
Due to the fact that neutrino radiation is a purely electromagnetic process, 

there is no need to introduce a fundamental weak (or electro-weak) interactions 
of Nature, which should be attributed to the category of speculation. 

3.4. The Quark Model, Neutron Properties and Nature of Nuclear 
Forces 

3.4.1. Proton and Neutron 
In the second half of the twentieth century, scientists in the elementary particles 
theory began to develop the model of quarks. The formation of this theory in the 
chain of sciences about the structure of matter seems to be quite successive: all 
substances consist of molecules and atoms. The central elements of atoms are 
nuclei. The nuclei consist of protons and neutrons, which in turn consist of 
quarks. 

The cornerstone of this model was the assumption that both—proton and 
neutron—are elementary particles and are composed of different sets of quarks 
(Figure 7). 

This assumption allowed Gell-Mann quite simply to explain the transforma-
tion of neutron into proton. To do this, it only needs to replace one quark with a 
fractional charge to another. 

It seems possible as neutron is an elementary particle. 
However, the Gilbert’s postulate speaks in favor of a different design of the 

neutron. The Gell-Mann model provides an explanation for the transformation 
of neutron into proton, but it cannot explain other properties of the neutron. On 
the contrary, the model in which neutron is a kind of hydrogen atom with relati-
vistic electron, makes it possible to calculate all basic properties of neutron: its 
magnetic moment, mass, decay energy. Its transformation into proton is consi-
dered as process of simple ionisation. 

3.4.2. Neutron Properties 
It is commonly thought that the Bohr’s atom is the only possible construction 
that can be constructed from proton and electron. This is true, if to use a 
non-relativistic electron. In this case, the equilibrium state between proton and 
electron is established by mutual attraction of their charges. At that the distance  
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between them is equal to the Bohr radius 
2

8
2 10  cmB

e

a
m e

−= ≈


. The magnetic 

moment of proton is approximately equal to the Bohr magneton 

23 310 Gs cm
2p

p

e
M c

µ −≈ ≈ ⋅
 . Its influence on electron is very small and it can be 

neglected. 
However, the situation changes radically at distances of the order of 10−13 cm. 

If an electron orbit has this value, magnetic field of order 

( )
23

16
3 313

10 10  Gs
10

p

R
µ −

−
≈ ≈  will act on electron. With a suitable orientation, such a 

huge field can keep electron in orbit even if it rotates at a speed close to the 
speed of light and electron mass will be hundreds of times greater than its rest 
mass. 

Detailed calculations [10] show that the equilibrium radius of such orbit is 
approximately equal to 10−13 cm, and the mass of an electron taking into account 
the relativistic effect is equal approximately to 370me. 

However, almost all of this weighting of electron is compensated by the mass 
defect, which occurs due to the binding energy of electron to proton, so that the 
total mass of neutron only slightly exceeds the mass of proton. The result is the 
correct prediction for the neutron decay energy. 

It is remarkable that the neutron magnetic moment can be calculated in this 
way, and the calculated value coincides with the measured one up to 10−4. 

Thus, all the measured properties of neutron (except its lifetime) in this theory 
find a quantitative explanation. The calculation of the neutron lifetime should be 
carried out taking into account additional factors. 

The most important consequence of this consideration is the fact that neutron 
is not elementary particle but it is a kind of structure, like a hydrogen atom only 
with relativistic electron. It discredits the Gell-Mann’s quark model completely. 

3.5. Quantum-Mechanical Nature of Nuclear Forces 

The rapid development of nuclear technology in twentieth century made the 
understanding of nature of nuclear forces a most important task of theoretical 
physics. 

By 30s of last century, the experimenters found that the nuclei consist of pro-
tons and neutrons, and neutrons decay with the emission of electrons. For the 
first time attention to the possibility of explaining nuclear forces on the basis of 
the electron exchange effect drew apparently I.E. Tamm [12]. However, later the 
predominant model in nuclear physics was the exchange of π-mesons, and then 
the exchange of gluons. 

The reason for this is clear. To explain the magnitude and radius of action of 
nuclear forces need a particle with a small natural wavelength. A nonrelativistic 
electron is not suitable for this. 

Because of this, the assumption about the existence of a special strong interac-
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tion—the fundamental interaction of Nature, which is carried out by quarks and 
gluons—has come into use. 

However, on the other hand, models of π-meson or gluon exchange were not 
productive either. These models could not give a sufficiently accurate quantita-
tive explanation of the binding energy of even light nuclei. 

It turns out that this explanation can be obtained by solving the correspond-
ing quantum mechanical problem. At the same time, to explain the nature of 
nuclear forces, the hypothesis of the existence of a strong interaction can be 
abandoned. 

In 1927, a quantum mechanical description of the simplest molecule—the 
molecular ion of hydrogen—was published. The authors of this article V. Heitler 
and F. London [13] has calculated the attraction that occurs between two pro-
tons at electron exchange. This exchange is a quantum mechanical effect and 
does not exist in classical physics. (Some details of this calculation are given in 
[10] [14]). 

The main conclusion of this calculation is that the binding energy between 
two protons, which occurs due to the electron exchange, is in order of magni-
tude close to the binding energy of proton and electron (the electron energy in 
the first Bohr orbit). This conclusion agrees satisfactorily with the measured data, 
which give results different from the estimated less than two times. 

The calculation method developed by Heitler and London can be applied to 
the calculation of the binding energy of two protons that exchange with relati-
vistic electron which is part of neutron. The energy obtained as a result of this 
calculation is quite satisfactory in agreement with the experimentally measured 
value of the deuteron coupling energy [10]. 

The extension of the results of this calculation to the light nuclei allows us to 
obtain the values of their binding energy consistent with the measurement data. 

Thus, the results of this calculation show that in order to explain the nature of 
nuclear forces there is no need to invent some fundamental strong interaction of 
Nature. At least in the case of light nuclei, nuclear forces are explained by quan-
tum-mechanic way. 

3.6. Astrophysics 

Star physics stands apart from other physical Sciences. Until the last decades of 
the twentieth century, almost nothing was with certainty known about the in-
ternal structure of stars. However, in the last decades of the twentieth century, 
astronomers have measured a number of dependencies of parameters of stars. 
To date, already there are about a dozen of such dependencies. That are interde-
pendencies of the temperature-radius-luminosity-mass of close binary stars, 
spectra of seismic oscillations of the Sun, distribution of stars by mass, the mag-
netic fields of stars etc. All these dependencies are determined by phenomena 
occurring inside stars. Therefore, the construction of the theory of the internal 
structure of stars should be based on these quantitative data as on boundary 
conditions. 
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However, modern astrophysics prefers a more speculative approach: qualita-
tive theories of stars are developed in detail, which are not brought to such 
quantitative estimates that could be compared with astronomic data. 

Of course, the existence of dependencies of stellar parameters measured by 
astronomers is known to the astrophysical community. However, in modern as-
trophysics it is accepted, without finding an explanation, to refer them to the 
category of empirical and believe that they do not need an explanation at all. 

To reach agreement of the theory with the available data of astronomical 
measurements, it is necessary to refuse some astrophysical constructions 
which are generally accepted today. First of all, we need to change the ap-
proach to describing the equilibrium of matter inside stars. It should be noted 
that the interior of the stars is plasma—electrically polarized medium. There-
fore, the equilibrium equation of the interstellar substance should take into 
account the role of gravitationally induced electric polarization (GIEP). Taking 
into account the GIEP of intrastellar plasma allows us to construct a model of 
a star in which all the main parameters—the mass of a star, its temperature, 
radius and luminosity—are expressed by certain combinations of world con-
stants, and the individuality of the stars is determined only by two parame-
ters—mass and charge numbers of atomic nuclei from which plasma of these 
stars is constructed. Thus it is possible to explain quantitatively and with satis-
factory accuracy all dependences measured by astronomers (Figure 11, Figure 
12) [15]. 

Taking into account the gravitationally-induced polarization of the Sun’s core, 
it is possible to calculate the spectrum of its seismic oscillations [15]. This spec-
trum is in good agreement with the measurement data obtained in recent dec-
ades (Figure 13). 

Taking into account the gravitationally-induced polarization, it is possible to 
construct the theory of magnetic fields of stars, consistent with the observational 
data (Figure 14). 

In general, taking into account the GIEP effect allows to get an explanation of 
all data of astronomical measurements. 

An important characteristic feature of the model of a star, built taking into 
account the GIEP, is the absence of collapse at the final stage of development of 
stars, as well as the absence of “black holes” in nature, resulting from such col-
lapse. 

3.7. Thermomagnetic Effect in Metals 

The theoretical explanation of the thermomagnetic effect (TME) in metals 
stands out among the theories discussed above, since there was no such theory in 
the twentieth century. Previously, there was an opinion that this effect does not 
exist. 

By the middle of the XX century a number of thermomagnetic effects in sem-
iconductors had been discovered, studied and theoretically explained. 
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Figure 11. Comparison with measurements of the theoretical dependence of 
the surface temperature on the mass of the star. The theory takes into account 
the presence of electric polarization induced by gravity in the star plasma. 
Temperatures are normalized at the surface temperature of the Sun (5875 K), 
the mass—by the mass of the Sun. 

 

 
Figure 12. Comparison with measurements of the theoretical dependence of 
the radius of a star on its mass. The theoretical dependence is obtained taking 
into account the existence of electric polarization induced by gravity in the 
dense plasma of a star. The radius is expressed in units of the solar radius, 
mass—in units of the mass of the Sun. 

 
It was believed that thermomagnetic effects do not occur in metals due to 

their high electrical conductivity. It was assumed that there is only a thermoe-
lectric effect, at which electrons of conductivity from the hot region of a metal 
sample transfer energy (heat) to the cold region and heating it. Electrons of from 
cold region are forced into the hot part, reducing its temperature. 
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Figure 13. (a) Spectrum of solar oscillations. The data obtained in the framework of the 
program “SOHO/GOLF”. (b) Theoretical spectrum calculated taking into account the ex-
istence of electric polarization induced by gravity in the solar plasma [15]. 

 
At the same time, the researchers who studied this phenomenon missed from 

attention the fact that counter electric currents due to the magnetic interaction 
must repel each other and flow along different trajectories in a metallic sample. 

As a result of this separation of currents near the metallic sample there is a 
significant, quite easily measurable magnetic field (with the help of sensitive 
modern magnetometers), which depends on a number of parameters, such as 
the conductivity of the metal, its average temperature, the configuration of the 
temperature gradient in the metallic sample, etc. 

The theoretical description of this effect makes it possible to explain all its 
characteristic features [17]. 

3.8. Nature of Magnetic Field of Earth 

In the twentieth century, as before, it was believed that the most important expe-
rimental fact, which must satisfy the model of the Earth’s magnetic field, is  
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Figure 14. The measured values of the magnetic moments of celestial bodies 
depending on their torques [16]. By ordinate-logarithm of the magnetic 
moment (in Gs∙cm3), by abscissa is the logarithm of the moment of rotation 
(in egr∙s). Line illustrates the dependence of Blackett. 

 
the dipole character of the main field with the magnitude of the field intensity 
near poles of approximately equal to 1 Oe. 

The first such model was proposed by W. Gilbert more than 400 years ago. 
The Gilbert’s model and others 
W. Gilbert developed the first model of terrestrial magnetism [1] (see Figure 

15). He assumed that inside the Earth there is an area filled with magnetized 
ferromagnetic (if to use the modern term). More recent studies have shown that 
the temperature in the central region of the Earth has high temperature—above 
the Curie temperature of ferromagnets. Therefore, the Earth’s core can’t be 
magnetized. 

Later, many different models of the Earth’s magnetic field were proposed. In 
particular, several models based on the thermoelectricity effect. In the 40s of the 
last century, the hydrodynamic model was developed [18], which won the rec-
ognition of experts. 

It should be noted that the operation of such a mechanism requires the pres-
ence of a certain initial field, which can be strengthened. In the presence of only 
the space field (~10−7 Oe), the performance of this model is highly questionable. 

Doubts about the performance of the hydrodynamic model in the following 
decades have arisen in many scientists, and for this reason, until recently, there 
are new models of this phenomenon. 
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Figure 15. Sir William Gilbert (1544-1603)—English 
physicist, who proposed the first model of terrestrial 
magnetism, introduced the concepts of electric and 
magnetic fields. 

 
The Blackett’s hypothesis 
On another way to the problem of magnetic fields of cosmic bodies ap-

proached baron P. M. S. Blackett, Nobel laureate and President of the Royal so-
ciety of London [19] (see Figure 16). 

He suggested that the magnetic field is generated not only by a moving elec-
tric charge, but also by any moving neutral mass. Later began to assume that this 
may be a consequence of the fact that the electric charges of the electron and 
proton are not equal to each other. It was estimated that their difference can be 
very small—only 10−18e. However, such a negligible difference was enough to at 
all cosmic bodies due to their rotation around its own axis there was a magnetic 
field of about the magnitude that was obtained from measurements. 

Naturally, in this approach, there must be a connection between the magnetic 
moment of the cosmic body μ and its rotational moment L. Blackett showed that 
the ratio of these values (the gyromagnetic ratio) depends only on the world 
constants: 

,G
L c
µ

ϑ = =                         (3.9) 

where G is the gravity constant, is the light velocity. 
However, Blackett’s hypothesis was rejected, despite its beauty and attractive-

ness. Blackett himself refused it. High-precision experiments conducted by Black-
ett, as well as other experimenters, showed that electrically neutral massive bo-
dies do not create magnetic fields of the desired intensity in the laboratory con-
dition. 

The Measurement Data of Magnetic Fields of Cosmic Bodies 
In the first half of the twentieth century many geophysicists (see Figure 17) was 
involved in the problem of terrestrial magnetism. Their task of the first plan saw  
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Figure 16. Nobel laureate baron Patrick Maynard 
Stuart Blackett (1897-1974). 

 

 
Figure 17. My Father—Basil I. Volkov, scien-
tist-geophysicist. He was looking for a solution to 
the problem of terrestrial magnetism, was killed 
by Stalin’s torturers at 39. 

 
the construction of such a theory, which would explain the reason why the main 
magnetic field of the Earth near its poles is approximately equal to 1 Oe. 

In the second half of the twentieth century, this formulation of the problem 
becomes unacceptable, because by this time this geophysical problem has devel-
oped into a special case of a more general problem of magnetism of cosmic bo-
dies. 

Spacecraft flights in the second half of the twentieth century and the overall 
progress of astronomical technology have discovered a remarkable, previously 
unknown fact: magnetic moments of all cosmic bodies of the Solar system, as 
well as a number of stars and pulsars, are proportional to the moments of rota-
tion of these cosmic bodies (Figure 14) as it should be according to Blackett’s 
conjecture. 

It is remarkable that this dependence preserves the linearity in the range of 
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about 20 orders of magnitude! 
To explain this phenomenon is quite simple, given the phenomenon of the 

GIEP in the plasma of all large cosmic bodies [20]. 
However there is peculiarity at formation of terrestrial magnetism. Pressure 

and temperature inside the Earth are not as high as in stars. If stars are consist of 
electron-nuclear plasma, then in the central region of the Earth only elec-
tron-ion plasma can exist. That requires attentional consideration for a success-
ful theoretical description of the Earth’s magnetism [20]. 

4. Conclusions 

The development of physics in the twentieth century led to the appearance of 
many new its branches. At first, many of these discoveries gave the impression of 
a certain mystery. So, many scientists have called superconductivity still several 
decades after its discovery as the most mysterious phenomenon in the physics of 
condensed matter. The penetrating power of neutrinos is still often called myste-
rious. To explain mysterious phenomena in the twentieth century, new concepts 
were often introduced. So, for example, strong and weak fundamental interac-
tions, gluons, quarks with a fractional charge, etc. appeared. This method of 
constructing theories is valid only under one condition—it is necessary that the 
construction of the theory was carried out in full accordance with Gilbert’s post-
ulate. 

It is obvious that without full confirmation of the measurement data, the 
theories constructed in this way turn out to be speculations. 

In some cases, when this type of theory was presented with the help of a com-
plex mathematical apparatus, it seemed that the conclusions following from 
these theories have found their mathematical confirmation and this is enough to 
recognize their correctness. 

However, such mathematical confirmation and confirmation of the theory by 
means of some systematization and construction of tables should not replace 
experimental verification. At the same time, due to the large intricacy of some 
theories, it becomes important how successfully these theories explain ALL the 
properties of the object under study, or at least ALL MAIN its properties. 
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Abstract 

In 2011 neutrinos from CERN in Geneva-CH were announced to reach to the 
OPERA Lab in Gran Sasso-IT 60 ns earlier than light. In reality, the velocity 
of the neutrinos was compared, not with the measured one-way velocity of 
light, however with the presumed velocity of light c. As this conclusion breaks 
the light postulate, the data were withdrawn. In fact, to compare the neutrino 
velocity with the presumed velocity of light violates a fundamental precept of 
scientific methodologies. Such a comparison could make a sense only if the 
velocity of both neutrinos and light had been measured along the same path 
in vacuum. Actually the absence of the solar gravitational slowing of the GPS 
clocks, absence of light anisotropy with respect to earth etc. demonstrates that 
the Higgs Quantum Fluid Space (HQFS), giving mass to the elementary par-
ticles and thus ruling their inertial motion, is moving round the sun accord-
ing to a Keplerian velocity field, consistently with the planetary motions. It is 
also moving round earth consistently with the orbital motion of the Moon. 
The Keplerian velocity fields are the quintessence of the gravitational fields. 
In the earth’s field, the velocity of the HQFS achieves 7.91 km/sec on surface 
and drags both the neutrinos and light toward the East. In the South-East di-
rection, from CERN to OPERA Lab, making ~58 degrees with the Meridians, 
this drag adds 6.7 km/sec to the conventional light velocity c, making neutri-
nos from CERN (and light) to reach the OPERA Lab ~60 ns earlier than pre-
sumed by the current theories. 
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1. Introduction 

From the view of the Special Theory of Relativity (STR) [1] [2], empty space 
contains nothing that can be a reference for rest and for motions, nor contains a 
medium of propagation for light. Also time intervals and distances depend on 
the relative velocity in the observer’s reference. Within this scenario, the velocity 
of light, measured in free space (vacuum) by light go-return round-trips between 
two mirrors and a clock, is an invariant and a universal constant c. Moreover, 
according to the STR, the rate of the time evolution t of all physical processes 
(clocks) depends of the relative velocity v according to: 

( ) 1 22 2
0 1 .t t v c

−
= −                         (1) 

where 0t  is the time interval in a proper reference. Although the basic post-
ulates of the STR are well confirmed by experimental observations, many para-
doxes remain unsolved or badly resolved. 

According to general relativity (GR) [1] [2], the rate of evolution of the coor-
dinate time, within a gravitational field, is seen as an effective velocity c′  along 
the time axis. It is given by ( ) ( )1 221 2c r c U c′ = − , where 2 2U GM r=  is the 
square of the local escape velocity from the gravitational field. The oscillation 
period ( )T r  of the time standard, by which a clock counts time intervals, is 
given by ( ) ( ) 1 22

0 1 2T r T U c
−

= − , where 0T  is the period of the time standard 
in the absence of gravity. Clocks count time in terms of the frequency of the time 
standard. Therefore, measuring the velocity of light by the method of light 
go-return round-trips between two mirrors and a clock, within a gravitational 
field, gives the same value as in free-space, independently from ( )U r . It simply 
is the ratio of the frequencies of the light roundtrips and of the clock’s time 
standard. In particular, from the view of an external observer, the velocity of a light 
pulse, along the radial coordinate, decreases toward the gravitational center. 

In GR, the gravitational acceleration is due to spacetime curvature. This cur-
vature is characterized by the invariant length of the line element ds that for 
weak fields, has the approximate form: 

1
2 2 2 2 2 2

0 02 2

2 2d 1 d d 1 dU Us r r w c t
c c

−
   ≈ − + − −      

          (2) 

in which the negative sign before the last term accounts for the orthogonality of 
the time axis with respect to ordinary space coordinate axes. The coefficients  

1

2

21 U
c

−
 − 
 

 and ( )2 21 2c U c− −  are respectively the diagonal 11g  and 44g  

components of the Schwarzschild metric tensor. 
The first indication of shortcomings of GR became evident from the absence 

of the gravitational slowing of the solar field on the GPS clocks, moving with 
earth round the sun. GR associates the gravitational time dilation with the es-
cape velocity that is fixed at each point of space. Hence, the gravitational time 
dilation by the solar field should not be affected by the orbital velocity of the 
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GPS clocks with earth round the sun. Current theories explain this absence in 
terms of the principle of equivalence [3]. Accordingly, the orbiting earth is 
free-falling in the solar field. It is asserted that the orbital velocity of earth can-
cels locally the effects of the solar gravitational field. It cancels locally the gravi-
tational slowing, the local spacetime curvature, the gravitational pull, and all the 
other effects of the solar gravitational field on matter, on light and on clocks. 
Strangely however, motion of the GPS clocks within the GPS satellites round 
earth in exactly the same conditions does not cancel the gravitational slowing by 
the earth’s field. 

Another much more serious trouble, which however also is much more diffi-
cult to realize, is that the model of the free-falling inertial references of GR can-
not give rise to the observed gravitational pull. It cannot because the free-fall ve-
locity of the inertial references at each fixed point 0r  does not change with time 
( 0d d 0v t r = ). In order to turn this model able to create the observed gravita-
tional pull, it would be necessary that locally ( )0 0d dv t r g r= . This however 
would rapidly increase the free-fall velocity beyond the velocity of light. 

In order to create a central field of centrifugal effects (gravitational pull) to-
ward the gravitational center, it is necessary that the local inertial references (IRs) 
be not free-falling, however be rotating, in the ordinary space, round an 
over-head axis. Rotating references are well-known to be non-inertial references. 
However, if it is the physical space, ruling the inertial motion of matter-energy 
that is itself so rotating, things are quite different. Such rotating inertial refer-
ences can be created if this physical space circulates like a fluid round earth ac-
cording to a circular velocity field, in which the velocity increases toward the 
gravitational center. In such a velocity field, a body, stationary in the ordinary 
space, will locally be implicitly moving along an opposite circular path round the 
same over-head axis as the local rotating IRs. This motion is implicit because it 
cannot be described in ordinary space. This body will be stationary within a 
non-IR, implicitly rotating within the local true IR. The Higgs theory introduces 
exactly such a physical space. 

The Higgs theory [4] [5] introduces profound changes in the current view 
about the nature of empty space. According to this theory, a quantum fluid me-
dium, stabilized by a huge energy gap exists, which, according to the Gla-
show-Weinberg-Salam electroweak model achieves 200 GeV. This quantum flu-
id medium fills up the whole of space and is described by a complex order para-
meter. It gives inertial mass to the elementary particles by the Higgs mechanism, 
providing them with mechanical properties. This Higgs Quantum Fluid Space 
(HQFS) is much more than simply a reference for rest and for motions. It liter-
ally governs the inertial motion of matter-energy and is the local ultimate refer-
ence for rest and for motion. 

The Higgs mechanism is closely analogous to the Meissner effect [6] in su-
perconductivity that gives inertial mass to the electromagnetic field quanta 
(photons) within superconductors [7]. The HQFS materializes the local Lorentz 
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frames (LFs) turning them into local proper LFs, intrinsically stationary with 
respect to the local HQFS [8] [9]. LFs moving with respect to the local HQFS are 
not proper LFs. Velocity with respect to the local HQFS and not relative velocity, 
is the origin of all the effects of motion. Within this context, the one-way veloci-
ty of light c is fixed with respect to the local HQFS and not with respect to all 
possible inertial references. The velocity of light c in free (empty) space is the 
maximum velocity at which the HQFS can propagate the phase perturbations in 
its order parameter. 

The superconducting condensate (SCC) can be put in motion by an electro-
motive forces (or of a varying vector potential). In the presence of a magnetic 
field, it develops a velocity field of the SCC, screening, confining and quantizing 
it, or expelling it out from the superconductor by the Meissner effect, thereby 
reducing its own energy. Analogously, the Higgs condensate or HQFS in the 
presence of weak and strong nuclear fields develops a screening velocity field, 
confining and quantizing them by the Higgs mechanism. This screening velocity 
field of the HQFS, thrusts the matter fields toward large matter agglomerates, 
where the Higgs order parameter is weakened, thereby too reducing its energy. 
The HQFS governs the inertial motion of matter-energy and is the ultimate ref-
erence for rest and for motion. Therefore, a uniform velocity field of the HQFS 
drags the matter waves of particles and of light. However, a non-uniform veloci-
ty field drags and refracts the matter waves, thereby creating inertial dynamics, 
which, according to Einstein’s principle of equivalence, is gravitational dynamics. 

Within the context of the HQFS dynamics, the effects of the gravitational 
fields must be explained in terms of a non-uniform velocity field of the HQFS, 
instead of spacetime curvature. This means that Einstein’s spacetime curvature, 
created by astronomical bodies and the model of the free-falling IRs must be re-
placed by a velocity field of the HQFS, in which the local IRs are rotating round 
a fixed overhead axes. Actually a large number of experimental observations 
systematically and definitely show that the HQFS is moving round the astro-
nomical bodies according to a Keplerian velocity field, consistent with the local 
orbital motions. In terms of spherical coordinates ( ), ,r θ φ  this Keplerian ve-
locity field of the HQFS has the very simple form: 

( ) ( )1 2r GM r φ=V e                      (3) 

where G is the gravitational constant, and M is the mass of the gravitational 
source. In this Keplerian velocity field the magnitude of the velocity of the local 
HQFS is spherically symmetric. 

The Keplerian velocity field round the sun is consistent with the planetary or-
bital motions and round earth it is consistent with the orbital motion of the 
Moon. The Keplerian velocity field of the HQFS is the quintessence of the gravi-
tational fields. It naturally and accurately gives rise to the gravitational pull, the 
gravitational acceleration and the orbital motions within the gravitational fields. 
Keplerian velocity fields of the HQFS perfectly and accurately create all the ob-
served effects of the gravitational fields on matter, on light and on clocks. Refer-
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ences [8] [9] give the full details. Most importantly, the Keplerian velocity field 
of the HQFS Equation (3) is the only possible physical mechanism, able to im-
plement the ingenious outside-inside and inside-outside centrifuge mechanism, 
and create the central field of centrifugal accelerations toward the gravitational 
center. No other imaginable physical mechanism is able to create this intriguing 
inertial dynamics. It also naturally and appropriately creates all the observed ef-
fects of the gravitational fields on light and on clocks. 

In the solar Keplerian velocity field, earth and the GPS clocks, moving with it, 
are stationary with respect to the local moving HQFS and with respect to the lo-
cal proper LFs, which predicts the absence of the gravitational slowing of the 
GPS clocks by the solar field, exactly as observed [8] [9]. It also straightforwardly 
predicts the absence of light anisotropy with respect to the orbiting planet earth, 
exactly as shown by a large number of light anisotropy experiments. The velocity 
of light is isotropic with respect to earth, not because of the intrinsic isotropy of 
light, however because earth is stationary with respect to the local HQFS that is 
the medium propagating light. The Keplerian velocity field of the HQFS round 
the sun predicts correctly the excess time delay of radar signals in go-return 
round-trips from earth to Venus and back to earth within the solar system (Sha-
piro effect) [10]. It predicts very precisely the observed light lensing effect by the 
solar field. It predicts the non-synchronous arrival of the Pulsar signals to equi-
distant earth-based antennas along the orbital motion of earth, however the 
synchronous arrival to antennas along transverse directions to the earth’s orbital 
motion etc. Ref. [8] gives the full details. 

In its turn, the earth’s Keplerian velocity field of the HQFS precisely predicts 
the observed first order anisotropy effect of 8 km/sec of the electromagnetic sig-
nals between the twin satellites of the GRACE project in the same polar orbit 
round earth. This anisotropy is due essentially to the orbital velocity of these sa-
tellites. Clocks moving round earth along direct, circular equatorial orbits, ana-
logously as in the motion round the sun, are predicted to be not slowed by the 
earth’s gravitational field, an experiment that to now has not been realized. The 
earth’s field also predicts the very small light anisotropy, with respect to the 
earth-based laboratories, that is due only to the local earth’s Keplerian velocity 
field, a very small (10−10) second order effect, observed by only a few of the most 
sensitive Michelson light anisotropy experiments. It also predicts correctly the 
gravitational time dilation, observed by the atomic clocks stationary in the 
earth’s gravitational field, which also is predicted by general relativity. It predicts 
precisely the gravitational slowing of the GPS clocks, moving round earth along 
non-equatorial orbits, by the earth’s field. It predicts the spectral red-shifts, 
measured by Mössbauer experiments in earth-based laboratories. Detailed de-
scription of all these observed effects can be seen in Ref. [8]. Here, it is shown 
that this HQFS dynamics gravitational mechanism too predicts very precisely 
the too early arrival of the neutrinos from CERN-CH to Gran Sasso-IT by close-
ly 55 ns, which is a first order effect, due to the earth’s Keplerian velocity field. 
This observation does not show that neutrinos exceed the velocity of light, but 
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simply shows that the one-way velocity of neutrinos and of light is anisotropic, 
due to the drag by the earth’s field. The HQFS is the medium propagating light 
and neutrinos. Therefore, its motion according to Equation (3) drags and causes 
anisotropy on the velocity of light and of neutrinos. 

2. Precise Time of Flight of Neutrinos from CERN-CH to 
OPERA Lab IT 

Recently the one-way time of flight of neutrinos, from CERN in Geneva-CH to 
the OPERA laboratory at the Gran Sasso Mountains-IT, distant 732 km 
South-East and direction making ~58˚ with the Meridians, have precisely been 
measured. These very precise measurements are possible thanks to help by the 
tightly synchronized atomic clocks of the GPS clocks. The CERN and Gran Sasso 
laboratories can precisely be localized and their local atomic clocks can be tightly 
synchronized. In 2011 the neutrinos were announced to speed faster light, 
reaching the OPERA Lab 60 ns earlier than expected for light [11]. Later the data 
were put in doubt because these data run into conflict with the light postulate 
[12]. It was informed that, because of this conflict the distance between CERN 
and the OPERA Lab was monitored by a common view technique with the help 
of a GPS satellite. From the present viewpoint this method can be very precise 
along North-South directions. However, along West-East directions, it incorpo-
rates the effect of the Keplerian velocity field of the earth’s field that can intro-
duce deviations of tens of meters in the localizations on the earth’s surface. The 
effect of this velocity field is decreasing the apparent distance from CERN to 
OPERA by about 19 m. Due to the rotation of earth, during the neutrino flight 
of 2.44 milliseconds, the Gran Sasso Lab displaces it by nearly one mater toward 
East. Hence, the true displacement of the common view method is 18 m. Calcu-
lating the time of flight for light, by using this decreased distance, leads to the 
conclusion that light and neutrinos complete the flight in the same 2.44 millise-
conds. 

Within the scenario of the HQFS gravitational mechanism, the Keplerian ve-
locity field drags both neutrinos and light, reducing their time of flight with re-
spect to the presumed time of flight of light c by 55 ns (please see calculations in 
the coming Section hereafter). From this viewpoint the too early arrival of the 
neutrinos does not exceed the velocity of light and does not break the light post-
ulate. In reality this observation simply shows that the one-way velocity of the 
neutrinos and of light is anisotropic along the path from CERN to the OPERA 
lab. If neutrinos and light could be sent the opposite sense, from Gran Sasso do 
Geneva, both would reach to CERN too late by nearly the same 55 ns. Adding up 
the effects for complete cycles of go-return round-trips, would give for both 
neutrinos and light very closely an average value of c. In this case, the second 
order effect, of only a fraction of a picosecond, would fall within the experimen-
tal error. This second order effect however is sufficient to cause a gravitational 
slowing of the atomic clocks on ground by (6.16 × 10−10 sec/sec). 
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3. The Physical Mechanism Responsible for the Apparently 
Faster than Light Motion of Neutrinos 

In the solar Keplerian velocity field the orbiting earth is stationary with respect 
to the local moving HQFS (proper LFs) and the solar system is stationary in the 
velocity field of the Milky-Way galaxy etc. This is why the GPS clocks, moving 
with earth round the sun, do not show the gravitational slowing by the solar field 
and also is why the velocity of light is isotropic with respect to earth. This orbital 
velocity effectively cancels locally all the effects of the solar field. The HQFS too 
moves round earth according to a Keplerian velocity field, consistently with the 
orbital motion of the Moon. On the earth surface, the velocity of the HQFS 
reaches 7.91 km/sec from West to East. As earth rotates only very slowly, the 
earth-based laboratories are not stationary with respect to the local HQFS. The 
HQFS is flowing through the earth-based laboratories from West to East at 
nearly this velocity. 

The fixed velocity of the neutrinos as well as of light with respect to the local 
moving HQFS is closely 3 × 105 km/sec. The South-East path of the neutrinos 
from Geneva to Gran Sasso makes ~58 degrees with the Meridians. The path is 
along a straight line from CERN to Gran Sasso, passing deeply, up to 12 km, 
under-ground. There is no problem, because the neutrinos practically do not in-
teract with ordinary matter. Along this path the average velocity of the HQFS 
through the neutrino path is estimated to be about 7.92 km/sec. The velocity 
component of the HQFS along the neutrino path is: 

7.92 sin 58 6.716541 km sec.× =                  (4) 

This is the velocity that the neutrinos get because of drag by the moving 
HQFS in the Keplerian velocity field, creating the earth’s gravitational field, an 
effect analogous to the drag of flowing water on the water waves. Note that this 
velocity is exactly the excess velocity of the neutrinos as estimated by the CERN 
neutrino team. This velocity adds up to the fixed speed ( 53 10 km secc = × ) of 
the neutrinos with respect to the local HQFS, giving: 

300000 6.716541 300006.716541 km sec+ =             (5) 

The time spent by the neutrinos in the travel from CERN to the OPERA Lab 
at Gran Sasso is: 

732 300006.716541 0.00243994537 sec=               (6) 

According to the current theories, light would spend more time: 

( )5732 3 10 0.002440 sec× =                     (7) 

The difference between Equation (7) and (6) is: 

0.00244 0.00243994537 54.63 ns.− =                   (8) 

The Gran Sasso Lab moves about 1.112 m toward East during the 2.44 ms of 
the neutrino flight, due to the rotation of earth of 330 m/sec at the latitude of the 
experiment, which makes ~280 m/sec along the neutrino path. In 2.44 ms this 
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corresponds to the total of ~0.6 m. The additional travel time of the neutrinos 
takes ~2 ns. Therefore, the neutrinos are predicted to reach about ~53 ns too 
early to the actual position of the OPERA laboratory at Gran Sasso. 

No doubt that, if the too early arrival of the neutrinos from CERN to the 
OPERA Lab is confirmed, it will be one of the most significant discoveries about 
the nature of the gravitational fields and of their effects on light and on clocks. It 
will provide direct and unquestionable evidence that the Keplerian velocity field 
of the HQFS, creating the gravitational fields, effectively exists. In reality the too 
early arrival of the neutrinos to the Gran Sasso laboratory is not due to a faster 
than light velocity. It is an obvious effect, due to drag by the moving HQFS, 
creating the earth’s gravitational field. This observation is not at all an isolated 
predicted observation. Practically all of the observed effects, listed at the end of 
the Introduction, are directly created by the Keplerian velocity field of the sun or 
of earth. 

The wrong step by the leaders of the neutrino experiment was imputing the 
too early arrival of the neutrinos to faster than light velocity c, without giving 
any reasonable justification. The velocity of light c is the maximum velocity at 
which any measurable effect can be transmitted by the HQFS. It is one of the 
most extensively verified and well established observational facts. The hypothesis 
of the faster than light neutrinos has set off very strong criticisms by the scien-
tific community. In the context of the HQFS dynamics gravitational mechanism, 
the fixed velocity of light c too is the maximum velocity at which the HQFS can 
propagate perturbations of its order parameter. However, this velocity is fixed 
with respect to the local HQFS and not with respect to every possible observer as 
stipulated by the theory of relativity. If the HQFS moves through the laboratory, 
at a velocity V , this velocity adds up to the velocity c  at which it propagates 
light. 

In the scenario of the HQFS dynamics, the apparent faster than light neutri-
nos with respect to the earth-based laboratories, like CERN and OPERA, which 
are nearly stationary in the ordinary space within the earth’s gravitational field, 
is a fundamental prediction. It unquestionably and perfectly corroborates the 
HQFS dynamics gravitational mechanism and, if confirmed, will constitute one 
of the most significant experimental achievements from all times. 

Within the Keplerian velocity field of the HQFS, creating the gravitational 
fields, the effect of this HQFS velocity field on the effective velocity of light 
( )′ = +c c V  and of neutrinos, depending on the direction of the path with re-
spect to the direction of the local Keplerian velocity field of the HQFS, the effec-
tive one-way velocity, can be smaller or larger than c. On earth the one-way ve-
locity of light or of neutrinos ( c′ ) along North-South or South-North directions 
is predicted to be smaller than c: ( )1 22 2

,N Sc c V′ = −  where V is given by Equa-
tion (3). However, for Eastward or Westward neutrinos or light, the one-way 
velocity is ( )c c V′ = ±  respectively. 

In the mega neutrino experiment, being developed in the USA, neutrinos will 
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be sent underground from Fermilab (Chicago) to Stanford (South Dakota), dis-
tant ~1300 km toward the West. In this case, the neutrinos are predicted by 
HQFS dynamics gravitation to reach Stanford more than 115 ns too late. Again 
the neutrinos do not move slower than light c. Light along the same path in va-
cuum too would reach 115 ns too late to Stanford. The reason of this simply is 
the anisotropy, due to the opposite drag by the earth’s Keplerian velocity field of 
the HQFS. Neutrino anisotropy measurements could turn into an excellent and 
powerful technique to map up the HQFS velocity field, inside and outside earth. 
However, at the Polar Regions this map up would be especially interesting and 
important. 

4. Conclusion 

The apparent faster than light neutrinos from CERN to OPERA Lab does not 
break the light postulate. It in fact reveals anisotropic velocity of neutrinos and 
of light, caused by the Keplerian velocity field of the HQFS, creating the earth’s 
gravitational field. The apparent faster than light neutrinos, precisely and un-
questionably, corroborates a fundamental prediction of the HQFS dynamics 
gravitational mechanism. It directly and fully ratifies the implications of the 
large number of observations, listed at the end of the Introduction, which all 
thoroughly back the HQFS dynamics gravitational mechanism. This affair is 
about to turn into an immense scientific discovery, the discovery of the Higgs 
quantum space dynamics that creates and governs our universe. 
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Abstract 

We describe a homeostasis system with a discrete map that is revealed by 
stroboscopic “flashes” (Poincaré sections) that are synchronized with the 
measurement events. 
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1. Introduction 

Homeostasis is a process that corresponds with biological measurements that are 
conducted over the internal and external body environments. Its purpose is to 
keep the body in a steady phase under a varying environment [1]. A regulation is 
obtained by a negative feedback process, as described in Figure 1. A negative 
feedback system has a sensor that monitors a physiological value. The collected 
data is transferred to the control center in the brain that compares the received 
data to the normal range. If the value is far from the set point, then the control 
center activates an effector which, through the negative feedback loop, balances 
the value to the normal range. For example, in a thermo-regulation process, 
sensors in the blood vessels are constantly sending the brain updates on internal 
temperatures. This information is sent to the hypothalamus area, where four 
different types of neurons analyze the data. Then, if necessary, an effector is 
triggered to balance the temperature to the range of the fixed point [2] (see also 
ref. [3] [4] for the Hammel’s model and ref. [5] for an extensive review). 

Oscillatory behavior in a range of 10 - 100 [ms] is commonly observed in 
many neurons [6]. Because Homeostasis processes are activated by the brain, we 
propose that the time between these measurement events will be at that scale. 
Negative feedback systems are mostly described by recursive maps [7] [8]. By 
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Figure 1. Feedback loop description: Data is col-
lected by the sensors and transferred to the control 
center. If the value is far from the set point, then 
the effector, through the negative feedback loop, 
balances the value to the normal range. 

 
synchronizing the maps’ evolution with the measurement events, we describe a 
regulation process by the Poincaré stroboscopic “flashes”. Note that although 
negative feedback corresponds with nonlinear maps’ in practice, we can also 
analyze maps that in the transition from the n to the n + 1 stages are linear. 

2. Maps 

Suppose that σ  are a set of numbers over  . The measurement’s dynamics 
are determined by a discrete map S : in a Poincaré stroboscopic style where the 
“flashes” are synchronized with the neuron detections events. Once an initial 
value 0σ  is detected, the homeostasis iteration starts, such that 

1: .n nσ σ +=S                            (1) 

Considering a regular map that converges to a single value σ∞  such that 

lim : .nn
σ σ∞→∞

=S                          (2) 

where σ∞  is the regulation point such as 37˚C in the temperature regulation. 

3. Homeostasis Process Expressed by Linear Maps 

In this part we introduce the general description of Homeostasis maps. This will 
be demonstrated for temperature regulation process in the following subsection. 

4. General Description of Homeostasis Linear Maps 

The numerical values of σ  depend on the system-unit such as the Celsius or 
Fahrenheit scales for temperature detections. Consider two observers who im-
plement different system units I and II—say, the Celsius and Fahrenheit 
scales—to measure the same process. Mathematically speaking, the conversion is 
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obtained by the linear combination, 

[ ] [ ]I II .A Bσ σ= +                          (3) 

For example, converting from [Celsius] to [Fahrenheit] corresponds with, 

[ ] [ ]F 1.8 C 32.T T= + 
                       (4) 

At the initial stage, where 0n = , both observers measure the same state but 
with different numerical values. Actually, they describe the same data. Our aim 
is to find a recursive relation that conserves the converting formula between dif-
ferent measurement units. 

For any arbitrary functions 1f  and 2f , a recursion relation that conserves 
the conversion equation must be of the form: 

1 1 2
1 2

3 4

n nf fσ σ σ σ
σ σ
+   − −

=   
  

                  (5) 

where 1σ , 2σ , 3σ  and 4σ  are constants possessing the same units of mea-
surement. A simple case is of the linear maps that appear as: 

( )1n i e naσ σ σ σ+ − = −                      (6) 

where iσ  is an internal reference parameter determined by the body’s biology, 
such as the liver’s desired temperature, eσ  is an external parameter such as the 
external environment temperature and a stands for the rate of body-surrounding 
iteration. Simplifying this expression we obtain, 

1n i e na aσ σ σ σ+ = + −                      (7) 

or 

: n i e na aσ σ σ σ= + −S                      (8) 

This map fluctuates until it eventually reaches the final value 
1
i ea

a
σ σ

σ∞
+

=
+

. 

The negative feedback can be observed if instead of expressing the transition 
1n n→ +  we follow iteration 2n n→ + . Now, Equation (7) becomes 

( ) ( ) 2
2 1 1n i e na a a aσ σ σ σ+ = − + − +               (9) 

By comparing Equation (7) with Equation (9), we see that the parameters are 
rescaled such that ( )1i iaσ σ→ −  and ( )1e eaσ σ→ −  only now the negative 
term naσ−  is transformed into a positive variable 2

na σ→ . This reflects the 
negative feedback process: while in the single iteration nσ  reduces 1nσ + , the 
positive sign in the proceeding iteration increase 2nσ + , and so on. This fluctua-
tion decays along the iterations until the map reaches a final value, as shown in 
Figure 2. 

4.1. Temperature Regulation Maps 

Core body temperature, cT , refers to the temperature of the internal body envi-
ronment, such as the liver temperature. Relatively to the other body zones, cT  
varies in a very small range [9], which makes it appropriate to serve as an  
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Figure 2. Graphs describing the map : .n r naσ σ σ= −S  

 
internal reference temperature ( i iTσ = ). We also consider e sTσ = , where sT  is 
the external environment temperature. 

Suppose that at a stage n, the sensors detect a temperature of nT  that is lower 
than cT . This means that at that time the body emits heat calculated as 

( )n sH T Tβ β= − , where β  represents a body isolation factor, such that, in the 
extreme scenario where 0β = , no heat is transmitted to the external environ-
ment. Following this measurement result, the body responds (in the 1n +  ite-
ration) by generating internal heat to increase its temperature. This is 
represented with the heat term ( )1c nH T Tα α += −  where α  is a parameter 
representing the heat production rate. 

By comparing the two terms, H Hβ α= , we obtain the recursive equation, 

1 ,n c s nT T aT aT+ = + −                      (10) 

where a β
α

= , is a dimensional variable that determines the body-surrounding  

heat exchange. This equation is with agreement with Equation (8).  
For a sufficient number of iterations, the temperature is regulated at T∞ , 

which satisfies the relation 

def
1 ,n nT T T+ ∞= =                        (11) 

where 

.
1
c sT aTT

a∞

+
=

+
                       (12) 

For example, for 37 CcT =  , 25 CsT =   and 0.034483a =  we find the final 
temperature at 36.6 CT∞ =  . 

4.2. Control of Temperature Level 

There are extreme cases in which the conventional regulation process is not suf-
ficient to balance the body parameter. For that scenarios, the brain initiate an 
additional process that we refer to a RS : map. 

A few scenarios affect temperature regulation, such as: 
1) The internal “heat engine” increases or decreases heat production as re-

flected through α  in the heat term ( )0 1nH T Tα α += − . In an extreme heat 
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production such as occurs in a physical activity like jogging, the body initiate an 
additional process such as sweating. This we describe by RS :.  

2) The external environment temperature drops or increases dramatically. 
This is mostly reflected though sT . For a cold surrounding environment in 
which heat runs away rapidly from the body environment, the control is on the 
isolation factor β . A behavioral control can include wearing warm clothing, 
which will reduce β . A physiological alternative is to initiate a RS  process, 
such as shivering that causes the muscles to produce extra heat. 

Let us demonstrate the scenario of a temperature reduction process: For high 

sT , the body temperature may reach temperatures higher than 37˚C. For exam-
ple, using the earlier parameters 37 CcT =   and 0.034483a =  but with 

40 CsT =  , we obtain 37.1 CT∞ =   (see Equation (11)). In this scenario, the 
body initiates RS : in the following way: after applying the standard map SS : 
the outcome temperature 1nT +  initiates the second map. Using a linear model 
while implementing the unit of measurements conservation, we define RS : 
through the following recursion equation: 

2 1n n s cT T bT bT+ += − +                      (13) 

where b is a new coefficient of the heat exchange term. By using Equation (10), 
we obtain that, 

( ) ( )2 1n c s nT b T a b T aT+ = − + − −                   (14) 

where for def
2n nT T T+ ∞= =  we obtain, 

( ) ( )1 sT b T∞ ∞= −                         (15) 

where ( )sT∞  is the standard regulation temperature (only now we added the su-
perscript (s)) as appeared in Equation (12) By reusing the data 37 CcT =  , 

0.034483a =  and 40 CsT =  , that leads to ( ) 37.1 CsT∞ =  , we can apply 
0.01348b =  to obtain 36.6.T∞ =  

5. Summary 

We introduced simple maps that describe homeostasis processes. Finding fun-
damental equations that describe the homeostasis processes allows us to simplify 
its description and may contribute a new perspective in analyzing these 
processes. 
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Abstract 

The aim of this study is to determinate the electrical parameters of a white 
biased silicon solar cell submitted to an irradiation energy of particles (pro-
tons, helium, electrons and heavy ions). A theoretical study of the influence 
of irradiation energy on the photocurrent density, the photovoltage, the 
maximum power, as well as the maximum efficiency of the solar cell is pre-
sented through a resolution of the continuity equation relative to excess mi-
nority carrier. Then the expressions of the photocurrent density Jph, the 
photovoltage Vph, and the excess minority carrier recombination velocity at 
the back side Sb are established dependent of irradiation parameters φp, Kl 
respectively irradiation flux and intensity. In this work, we propose a method 
for determining the recombination velocity of the excess minority carrier at 
the junction Sfmax corresponding to the maximum power point delivered by 
the photovoltaic generator under the influence of the irradiation. It is then 
obtained by calculating the derivative of the power with respect to the excess 
minority carrier recombination velocity Sf at the junction emitter-base. A 
transcendental equation solution is deduced as eigenvalue, leading to the 
junction recombination velocity of excess minority carrier and also yields the 
solar cell maximum conversion efficiency. 
 

Keywords 

Silicon Solar Cell, Irradiation, Electrical Parameters, Maximum Power Point 

 

1. Introduction 

The study of the effect of radiation on solar cells designed for space applications 
has long occupied research fields, in order to understand the stakes in their per-
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formance opposite the high-energy radiating particles of the space environment 
[1] [2] [3]. These same concerns are studied at the terrestrial level in order to 
investigate the relationship between the solar cell parameters and those of the 
irradiation [4]. 

The aim of this study is to show the influence of irradiation energy on the 
electrical parameters of a silicon solar cell: photocurrent density, photovoltage, 
I-V characteristic, electric power and efficiency. 

This work deals with a method, to determinate the maximum power point of 
the solar cell under the effect of the irradiation energy. Maximum Power Point 
Trackers (MPPT) is a well-known technique allowing the solar cell to operate at 
the maximum power point under varying illumination and temperature [5] [6] 
[7] [8] [9]. 

This work gives the expressions the excess minority carrier density continuity 
equation in the base. Then, the expressions [10] [11] of the photocurrent density, 
the photovoltage, the excess minority carrier excess minority carrier recombina-
tion velocity at the back side Sb and the electrical power, all depending on the 
irradiation energy are deduced. These parameters are also represented graphi-
cally as a function of the excess minority carrier recombination velocity at the 
junction. 

The characteristic curve of the photocurrent density as a function of the pho-
tovoltage I(Sf)-V(Sf) [12] [13] [14], is produced as irradiation parameters de-
pendent. The power [15] [16] [17], as a function of both the recombination ve-
locity of the excess minority carrier at the junction and the photovoltage, is also 
represented graphically. 

A transcendental equation giving the velocity of recombination of the excess 
minority carrier at the points of maximum power Sfmax is determined and the 
numerical values of Sfmax are extracted graphically. We then calculated the fill 
factor FF of the solar cell for different values of the irradiation energy. Finally, 
the profiles of Sfmax, Vmax, Imax and ηmax versus irradiation energy are shown 
graphically. 

2. Theory 

Consider a crystalline silicon solar cell (n+-p-p+) [18]. Its structure is illustrated 
in Figure 1. Where: 

x is the depth in the base of the solar cell measured from the emitter-base 
junction, called space charge region (SCR) (x = 0) to the back side face (x = H). 
H is the base thickness, where a back surface field (BSF) is created by help of the 
p+ zone. 

Kl is the damage coefficient while ϕp is the irradiation energy. 
The set of different processes taking place in the base can result in the so 

called continuity equation: 

( ) ( )
( ) ( ) ( )

2

2 2

, , , , 1
,,

x kl p x kl p
G x

D kl px L kl p

δ φ δ φ
φφ

∂
− = − ⋅

∂   
           (1) 
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Figure 1. Structure of the silicon solar cell (n+-p-p+). 

 
with: 

( )
( ) 2

,
,

L kl p
D kl p

φ
φ

τ
  =                      (2) 

( ) 1

2
0

2

1,
1

L kl

k
L

p

pl

φ

φ

=
 

+ ⋅ 
 

                     (3) 

( ),D kl pφ  is the diffusion coefficient of the electrons in the base under ir-
radiation. 

( ),L kl pφ  is the diffusion length of the excess minority carriers in the base as 
a function of the irradiation energy flux ( Φ p) and the damage coefficient inten-
sity (Kl). It also represents the average distance traveled by the minority carriers 
before their recombination in the base under irradiation. 

( ), ,x kl pδ φ  represents the excess minority carrier density in the base of the 
solar cell at the x-position, dependent of the irradiation energy. 

G(x) is the excess minority carrier generation rate, given by [19] [20]: 

( )
3

1
e ib x

i
i

G x a − ⋅

=

= ∑                       (4) 

The coefficients ai and bi take into account the tabulated values of solar radia-
tion and the dependence of the absorption coefficient of silicon with the wave-
length. The resolution of the differential equation gives the expression of the 
excess minority carrier density in the base as: 

( ) ( ) ( )
, , cosh sinh e

, ,
ib x

i
x xx kl p A B K

L kl p L kl p
δ φ

φ φ
− ⋅   

= ⋅ + ⋅ − ⋅   
      

∑     (5) 

The expressions of, A and B are determined from the following boundary 
conditions: 

2-4-a: At the junction: emitter-base (x = 0) 

( ) ( ) ( )
0

, ,
, 0, ,f

x

x kl p
D kl p S kl p

x
δ φ

φ δ φ
=

∂
= ⋅

∂
            (6) 

2-4-b: At the back side (x = H) 
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( ) ( ) ( )
, ,

, , ,b
x H

x kl p
D kl p S H kl p

x
δ φ

φ δ φ
=

∂
= − ⋅

∂
           (7) 

Sf is the excess minority carrier recombination velocity at the junction and al-
so indicates the operating point of the solar cell [21] [22]. 

Sb is the excess minority carrier recombination velocity on the back side sur-
face [23] [24] [25]. Its expression is obtained from the derivative of the photo-
current density for large Sf values [21] [26] [27] that can be seen on Figure 2. 

0Jph
Sf

 ∂
= ∂ 

                         (8) 

From the relation (Equation (8)), the calculation gives the recombination ve-
locity Sb [10] [28] of the excess minority carrier at the back side of the solar cell, 
depending on parameters influenced by irradiation energy, such as, L(kl, φp) 
and D(kl, φp): 

( ) ( )
( )

( ) ( ) ( )

( ) ( ) ( )

3

1

,
,

,

, e cosh sinh
, ,

, sinh cosh e
, ,

i

i

b H
i

i b H
i

D kl p
Sb kl p

L kl p

H HL kl p b
L kl p L kl p

H HL kl p b
L kl p L kl p

φ
φ

φ

φ
φ φ

φ
φ φ

⋅

= ⋅

=

    
⋅ − −            ⋅

   
⋅ ⋅ + −      

   

∑
      (9) 

3. Photocurrent Density 

The expression of the photocurrent density is deduced from the excess minority 
carrier density in the base. It is given by the following relation: 

( ) ( ) ( )
0

, ,
, , ,

x

x kl p
Jph Sf kl p q D kl p

x
δ φ

φ φ
=

∂ 
= ⋅ ⋅  ∂ 

         (10) 

Figure 2 shows the profile of the photocurrent density as a function of the 
excess minority carrier recombination velocity at the junction for different given 
values of the irradiation energy. 

We note in this figure that the photocurrent density is almost zero for recom-
bination velocity lower than 10 cm/s (solar cell operating in open circuit). Then 
for 10 cm/s < Sf < 3 × 103 cm/s, the photocurrent density increases with the re-
combination velocity to reach a maximum of amplitude. This shows that the 
excess minority carrier has acquired some energy to cross the junction. 

Indeed, for recombination velocity greater than 3 × 103 cm/s, the photocur-
rent density is maximum and constant, corresponding to the short-circuit pho-
tocurrent. 

The figure also shows that as the irradiation energy increases, the maximum 
amplitude of the photocurrent density decreases. This phenomenon can be ex-
plained by the interaction of the irradiating particles with the silicon material 
which increases and reduces the density of the excess minority carrier. 
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Figure 2. Photocurrent density versus junction recombination velocity for different ir-
radiation energy values. 

4. Photovoltage 

The illuminated solar cell photovoltage expression, is obtained by the Boltzmann 
relation. 

( ) ( )2, , ln 0, , 1T
i

NbVph Sf kl p V kl p
n

φ δ φ
 

= ⋅ ⋅ + 
 

            (11) 

VT is the thermal voltage, defined by: 

b
T

K
V T

q
=                           (12) 

 T is the absolute temperature = 300 K 
 Nb is the doping rate in acceptor atoms in the base 
 ni is the intrinsic concentration 
 Kb is the constant of Boltzmann 
 q is the elementary charge of the electron 

Figure 3 shows the profile of the photovoltage as a function of the excess mi-
nority recombination velocity at the junction for different values of the irradia-
tion energy. 

We note in this figure that the photovoltage is maximum and constant for re-
combination velocity lower than 2 × 102 cm/s; thus corresponding to solar in 
open circuit condition. Beyond this recombination velocity, the photovoltage li-
nearly decreases very rapidly to reach almost zero value in the vicinity of the 
short-circuit and consequently, yields the crossing of almost all excess minority 
carrier at the junction. 
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Figure 3. Photovoltage versus junction recombination velocity for different irradiation 
energy values. 

 
Then, we note in this figure that the increase of the irradiation energy influ-

ences weakly the photovoltage. 

5. Illuminated Solar Cell I(Sf)-V(Sf) Characteristic Study 

The profile of the illuminated solar cell I(Sf)-V(Sf) characteristic for different 
values of the irradiation energy is shown in Figure 4.  

We note that the photocurrent density decreases with the increase of the ir-
radiation energy. And the photovoltage increases slightly. 

6. Study of the Power and the Maximum Power Point 

6.1. Electrical Power of the Solar Cell 

The equivalent electric circuit of a real solar cell under illumination is shown in 
Figure 5. This circuit gives the solar cell as an ideal current generator that out-
puts an illumination depending photocurrent density Iph, connected in parallel 
with a diode and a shunt resistor Rsh and in series with a series resistor Rs [29]. 

The ohm law applied to the circuit in Figure 5 yields the electric power deli-
vered by the base of the solar cell to an external load as follows: 

( ) ( ) ( ), , , , , ,phP Sf kl p V Sf kl p I Sf kl pφ φ φ= ⋅               (13) 

Applying the first Kirchhoff law to the circuit of Figure 5 the current deli-
vered by an illuminated solar cell to an external load, is given by the following 
relationship: 

( ) ( ) ( ), , , , , ,ph dI Sf kl p J Sf kl p I Sf kl pφ φ φ= −             (14) 
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Figure 4. Photocurrent density versus photovoltage for different ir-
radiation energy values. 

 

 
Figure 5. Equivalent electrical circuit of an illuminated solar cell. 

 
Id is the diode current, its expression is given by the following relation: 

( ) ( )2

0

, ,
, , exp 1phi

d
T

V Sf kl pnI Sf kl p q Sf
Nb V

φ
φ

 
= ⋅ ⋅ ⋅ −  

 
     (15) 

Sf0 is the excess minority carrier recombination velocity associated with shunt 
resistance-induced charge carrier losses [30] [31], which characterizes the good 
quality of the solar cell [21] [22] [24]. 

Figure 6 and Figure 7 show the variations in electrical power as a function of 
both, the excess minority carrier recombination velocity at the junction and the 
photovoltage for different values of the irradiation energy. 

We note that the power grows from the high recombination velocity at the 
junction (Figure 6) and reaches a maximum amplitude where it decreases to 
tend to zero value. The maximum of this power amplitude decreases with the  
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Figure 6. Solar cell power versus junction recombination velocity for different irradiation 
energy values. 

 

 
Figure 7. Solar cell power versus photovoltage for different irradia-
tion energy values. 

 
increase of the irradiation energy. There are three zones of variation of the pow-
er as a function of the photovoltage (Figure 7): 
 A short-circuit zone with a maximum photocurrent density (where the pho-

tovoltage is zero) gives a power equally zero; 
 A region in the vicinity of the open circuit with a maximum photovoltage 

(with a zero photocurrent density) provides such a zero power; 
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 And an intermediate zone with increasing and decreasing power passing 
through a maximum which is located at an intermediate operating point.  

It is also observed a decrease in power with the increase of the irradiation 
energy. 

6.2. Maximum Power Point and Efficiency 

The maximum power point of a photovoltaic generator corresponds to the pho-
tocurrent density-photovoltage couple generating the maximum electrical power 
[17]. The product of the maximum photocurrent density Jphmax and the maxi-
mum photovoltage Vphmax gives a maximum power as Pmax = Jphmax × Vphmax. 

The recombination velocity Sfmax of the excess minority carrier at the junc-
tion corresponding to the maximum power point is bring out by solving the fol-
lowing equation [17]. 

0P
Sf

∂
=

∂
                         (16) 

Let Sfmax denote the recombination velocity of the excess minority carrier at 
the junction corresponding to the maximum power point. It depends on both 
the phenomenological and geometrical parameters of the solar cell, respectively, 

L(kl, φp), D(kl, φp), Sf(kl, φp), Sb(kl, φp), μ, τ, ni, Nb, bi and H in the one di-
mensional model. 

From Equation (16), the transcendental equation depending on recombina-
tion velocity Sf and the irradiation energy is obtained. It is given by the following 
expressions: 
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And: 
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(8) 

( )max 0, ,kl pφΓ  is the density of the minority excess minority carrier at the 
point of maximum power, its expression is given by the following relation: 

( ) ( ) ( )
( ) ( )

2 1
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   (19) 

with: 
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  (22) 

The graphical resolution of this transcendental equation as a function of the 
excess minority carrier recombination velocity Sf at the junction, for different 
values of the irradiation energy, gives the Sfmax values by the intercept point of 
the two curves represented by Figure 8. At each Sfmax operating point, the elec-
trical power delivered by the photovoltaic generator, is maximum. 

Figure 8 shows a decrease in the Sfmax values as the irradiation energy in-
creases. This reflects the decrease in maximum power as the irradiation energy 
increases. We observe the intercept points in the figure, corresponding to the 
values of Sfmax. These values of Sfmax correspond to a condition of solar cell oper-
ating at its maximum power point. 

The results obtained from Figure 8 corresponding to the numerical values of 
Sfmax for each maximum power point, are given in Table 1. 

The influence of the irradiation energy on the Sfmax is represented by Figure 9. 
 

 
Figure 8. Representation of transcendental equation versus junction recombination ve-
locity for different irradiation energy values. 
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Figure 9. Sfmax versus irradiation energy. 

 
Table 1. The numerical values of Sfmax corresponding to the maximal power point for 
different irradiation energy values. 

Irradiation energy (MeV) 
Intercept points for given irradiation 

energy values (p) 
Sfmax (p∙10pcm/s) 

50 1.506 47.624 

60 1.432 35.970 

70 1.349 26.924 

80 1.251 24.967 

90 1.139 15.728 

 
The recombination velocity Sfmax of the excess minority carrier at the junction 

decreases with the irradiation energy. 

7. The Efficiency 

The conversion efficiency of a solar cell is the ratio between the maximum power 
supplied provided by the solar cell and the incident light power absorbed. It is 
written as follows: 

max max

incident

I V
P

η
⋅

=                        (23) 

incidentP  is the incident light power absorbed by the solar cell, with
2

incident 100 mW cmP =  in the standard conditions Air Mass 1.5. 
The representation of the efficiency is deduced from the I-V characteristic 

curve (Figure 4). The graphical values corresponding to the maximum power 
point, leading to both, the maximum photocurrent and the maximum photovol-
tage, allowed to obtain the photovoltaic efficiency conversion for different values 
of the irradiation energy. These results are noted in Table 2. 
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Table 2. Table of parameters leading to the efficiency ηmax corresponding to the maximal 
power point for different irradiation energy values. 

Irradiation  
energy (MeV) 

50 60 70 80 90 

Imax (A/cm2) 0.02802 0.02619 0.02470 0.02346 0.02241 

Id (Sfmax) (A) 0.19578 × 10−3 0.19616 × 10−3 0.19655 × 10−3 0.19692 × 10−3 0.19729 × 10−3 

Vmax (V) 0.59549 0.59606 0.59652 0.59692 0.59726 

Pmax (W/cm2) 0.016569 0.015494 0.014617 0.013886 0.013267 

FF 0.016682 0.015605 0.014731 0.014003 0.013381 

Ƞmax (%) 16,569 15.494 14.617 13.886 13.267 

 

 
Figure 10. Maximal photocurrent versus irradiation energy. 

 

 
Figure 11. Maximal photovoltage versus irradiation energy. 

 
Figures 10-12 show the maximum photocurrent Imax, the maximum photo-

voltage Vmax and the maximum conversion efficiency ηmax of the solar cell as a 
function of the irradiation energy. 
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Figure 12. Maximal conversion efficiency versus irradiation energy. 

 
These results show that, the recombination velocity of the excess minority 

carrier Sfmax at the junction yielding, the maximum photocurrent as well as the 
photovoltaic conversion efficiency, decrease when the irradiation energy in-
creases, contrary to the maximum photovoltage which increases with the energy 
of irradiation. This results in a variation of the peak power point as the irradia-
tion energy increases. 

8. Conclusions 

In this work, from the expression of the excess minority carrier density in the 
base, the photocurrent density and the photovoltage, lead to the illuminated I-V 
characteristic of the solar cell under irradiation. This study showed us a decrease 
in short-circuit photocurrent and an increase in open-circuit photovoltage as ir-
radiation energy increases. The decrease of the short-circuit photocurrent is ma-
nifested by a decrease in the excess minority carrier density that crosses the 
junction as the irradiation energy increases. 

From the dark and illuminated I-V characteristics, we have studied the electric 
power delivered by the base of the solar cell as a function of the excess minority 
carrier recombination velocity Sf at the junction. The power increases with the 
recombination velocity Sf as well as the photovoltage up to a maximum value 
which represents the maximum power point. Then it decreases to cancel at a 
value corresponding to the open circuit voltage (very low Sf). 

A transcendental equation graphically resolved, gives eigenvalue, represented 
by the recombination velocity of the excess minority carrier Sfmax corresponding 
to the maximum power point of the solar cell under different values of the ir-
radiation energy. 

Finally we calculated and plotted solar cell electrical parameters Imax, Vmax and 
ηmax versus the applied irradiation energy. 
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Abstract 

Life has been a mystery for most physicists since the question of Maxwell’s 
demon. In the present paper, the self-reproduction, which is characteristic of 
the organism, is shown to be essential in resolving the paradox of Maxwell’s 
demon. For this purpose, a new thermodynamic quantity of biological activ-
ity is introduced to represent the molecular events in an organism recently 
revealed by molecular biology. This quantity gives a measure that the entropy 
production arising from the difference between acquired energy and stored 
energy compensates for the negative entropy of systematizing the organism, 
and is considered to be proportional to the self-reproducing rate of the or-
ganism as the first approximation. The equation of replicator dynamics con-
sisting of self-reproducing rate, death rate and mutation terms contains all 
known types of evolution of unicellular organisms. When the mutation term 
is restricted to the point mutation mainly due to the nucleotide base changes 
in genes, this equation automatically leads to Darwinian evolution that the 
mutant with the higher increase rate is selected to become prevailing in the 
population. Throughout this evolution, the nucleotide bases in genes are 
converged to the special arrangement exhibiting the optimal increase rate of 
the organism. Moreover, the mutants having experienced gene duplication 
first decline to the minor members in the population but some of the descen-
dants recover as a new style of organisms by generating new gene(s) from the 
counterpart of duplicated genes. This evolutionary process to expand the 
repertoire of genes is mathematically formulated by solving the equation of 
replicator dynamics up to the higher order of mutation terms. The present 
theoretical approach can be not only extended to the multicellular diploid eu-
karyotes but also applied to explain the origin of genes in the self-reproducing 
proto-cells formed anciently. 
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1. Introduction 

When the first and second laws of thermodynamics have been established, 
Maxwell has raised the question about the compatibility of life with the second 
law in terms of a sorting demon [1]. This question has been discussed by many 
physicists. For example, Szilard suggests that the demon actually transforms 
“information” into “negative entropy” [2]. In 1949, Brillouin [3] has summa-
rized different opinions of life among physicists, chemists and biologists into the 
following three groups. 1) Our present knowledge of physics and chemistry is 
practically complete, and these physical and chemical laws will soon enable us to 
explain life. 2) We know a great deal about physics and chemistry, but it is pre-
sumptuous to pretend that we know all about them. We admit that life obeys all 
the laws of physics and chemistry at present known to us, but we definitely feel 
that something more is needed before we can understand life. 3) The principles 
of thermodynamics, especially the second law, apply only to inert objects. Life is 
an exception to the second law, and a new principle of life will have to explain 
conditions contrary to the second law. 

According to the suggestion by Szilard [2], Brillouin [4] has then analysed the 
operation of Maxwell’s demon that at least one quantum of light emitted from 
electric torch is scattered by a molecule and is absorbed in the eye of the demon. 
In this analysis, he shows that the increase in entropy of the demon by accepting 
the light quantum is greater than the decrease in entropy by acquiring the in-
formation about the molecule, and concludes that the demon ultimately dies by 
the repetition of such operation. Schrödinger has pointed out that the organism 
acquires negative entropy by assimilating food [5], but he has not considered 
how the food restores the demon. Although the thermodynamics is extended af-
terwards to treat the irreversible process far from equilibrium, this approach is 
directed to evaluate the entropy production arising from the dissipative structure 
[6], and does not inquire into the problem how the organism maintains and 
further strengthens its lower entropy state. This is also the case for the hypercy-
cle proposed by a series of catalytic reactions [7]. Any of these approaches to life 
lacks the consideration of self-reproduction. The self-reproduction is discussed 
in terms of automata [8], but the problem of Maxwell’s demon is left untouched 
in this mathematical model. 

Recently, the studies of molecular biology have revealed the central dogma in 
the free-living organism; the proteins are translated from messenger RNAs 
(mRNAs) by the aid of ribosomal RNAs (rRNAs) and transfer RNAs (tRNAs), 
and the three kinds of RNAs are all transcribed from the DNA genes, which are 
replicated upon self-reproduction [9]. These proteins play the respective roles in 
acquiring the material and energy sources from the outside and in converting 
them into the biomolecules for the growth and self-reproduction of the organ-
ism, according to their specific amino acid sequences. To represent these mo-
lecular events in an organism, a new thermodynamic quantity of “biological ac-
tivity” has been proposed previously [10] [11]. In the present paper, this quantity 
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will be first outlined again and then shown to be useful for explaining the main-
tenance and extension of negative entropy in organisms by the evolution 
through self-reproduction. 

2. The Thermodynamic Quantity of Biological Activity 

A free-living organism is generally characterized by two internal variables; the 
size N of its genome (a set of genes) and the systematization SN of the genome 
and its products. The systematization is the degree of negative entropy, —SN, 
which should be measured for the arrangement of deoxynucleotide bases in 
genes, the arrangement of amino acid residues in the proteins which is trans-
mitted from the genes, the metabolic pathways formed by the catalytic reactions 
of enzyme proteins, the regulation and control of translation, transcription and 
replication of DNAs, the cell structure constructed by the intrinsic property of 
lipid molecules to form a vesicle of lipid bilayer and by the cell wall to support 
the lipid vesicle, and for furthering the communication between differentiated 
cells in the case of a multicellular organism. 

The energy acquired by such an organism depends on its genome size N and 
systematization SN as well as on the material and energy source M available from 
the environment. Thus, the acquired energy is expressed to be ( ); ,a NE M N S , 
which is an increasing function of N and SN as well as M. On the other hand, the 
organism utilizes the material and energy to produce the biomolecules for its 
growth and self-reproduction. The energy Es(N, SN) stored in the biomolecules 
such as polynucleotides, proteins, lipids and cell wall is also another increasing 
function of N and SN. These biomolecules to exhibit biological functions have 
the higher energy than the inorganic molecules, into which they are finally de-
composed, and the energy stored in these biomolecules should be measured in 
comparison with the energy of the decomposed state. The difference between the 
acquired energy and the stored energy, ( ); ,a NE M N S  − Es(N, SN), is released 
as heat. If the entropy production by the heat compensates for the entropy re-
duction—SN due to the systematization, this is consistent with the second law of 
thermodynamics. In the organism, the acquired energy is transiently trapped in 
ATP and NADPH molecules as chemical energy, and it is gradually consumed in 
the syntheses of other biomolecules under the guidance of enzyme proteins 
without drastic change in temperature T. Thus, the following quantity will be 
proposed as biological activity BA. 

( ) ( ); , , 0.a N s N NBA E M N S E N S TS≡ − − >               (1) 

The positive value of this quantity has been illustrated for simple organisms 
and also estimated for higher organisms except for the developmental stage of 
the latter [11]. In the multicellular eukaryotes such as animals and seed plants, 
the parent endows the egg or seed with the material and energy source and the 
endowed energy is used for the development of cell differentiation until the co-
operative action of differentiated cells begins to acquire the energy and materials 
from the outside. Thus, BA retains the positive value in such higher organisms 
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throughout their lifetime if ( ); ,a NE M N S  includes the endowed energy. The 
larger value of BA means that the biological process tends to proceed more 
smoothly, and this quantity is considered to be proportional to the 
self-reproducing rate of an organism as the first approximation. The biological 
activity has the thermodynamic connotation as a departure from equilibrium, 
but this is in a reverse relation to the well-known “free energy” which decreases 
upon any change in a given system by the decrease in internal energy and/or the 
increase in entropy. This is due to the property of the genome that is almost 
constant during the lifetime of an organism but changes enough to increase the 
biological activity by the evolution during longer time, as will be shown in the 
next section. 

3. Evolution of Unicellular Organisms 

To illustrate simply that organisms maintain and further extend their negative 
entropy, we consider the behaviour of unicellular organisms that self-reproduce, 
sometimes mutate, and die. The set of internal variables (N, SN) of the organism 
will be simply denoted by a single variable x, unless the description of changes in 
the genome is necessary. In the population of such organisms taking a common 
material and energy source M from the outside, the number nxi(t) of i-th variants 
xi changes with time t according to the following equation of replicator dynam-
ics. 

( ) ( ) ( ) ( ){ } ( )
( )

( ) ( ) ( ),
d ; ; .
d xi xi i i xi xi xj j xj

j i
n t Q t R M x D x n t q t R M x n t

t ≠

= − + ∑  (2) 

Here, the self-reproducing rate and death rate of the variant xi are denoted by 
R(M; xi) and D(xi), respectively. The apparent decrease factor Qxi(t) for the 
self-reproducing rate of variant xi means the mutation of variant xi to other kinds 
of variants and is related with the mutation term qxj,xi(t) in the following way. 

( )
( )

( ),1 .xi xj xi
j i

Q t q t
≠

= − ∑                        (3) 

The population behaviour becomes transparent by transforming Equation (2) 
into two types of equations; one concerning the total number B(t) of all kinds of 
variants defined by 

( ) ( ).xi
i

B t n t= ∑                           (4) 

and another concerning the fraction fxi(t) of variants xi defined by nxi(t)/B(t). By 
simple calculation, these equations are obtained from Equation (2) to the fol-
lowing forms, respectively, using the relation (3). 

( ) ( ) ( )d ; .
d avB t W M t B t
t

=                      (5) 

and 

( ) ( ) ( ){ } ( ) ( ) ( ) ( ),
d ; ; ; .
d xi xi av xi xi xj j xj

j
f t W M x W M t f t q t R M x f t

t
= − +∑  (6) 
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Here, qxi,xi(t) is defined by Qxi(t) − 1. The increase rate W(M; xi) of the variant 
xi is defined by 

( ) ( ) ( ); ; .i i iW M x R M x D x≡ −                  (7) 

and the average increase rate of organisms in the population is defined by 

( ) ( ) ( ); ; .av i xi
i

W M t W M x f t≡ ∑                  (8) 

If the mutation term is the point mutation such as the nucleotide base change 
in a gene, this only changes SN in a definite size of genome and the time change 
in fraction can be evaluated in the following way by the first order of mutation 
term. When the increase rate of an occasionally arisen mutantxi is larger than the 
average increase rate of the population, that is, W(M; xi) − Wav(M; t) > 0, the 
fraction fxi(t) of the mutant xi increases with time according to the first term on 
the right side of Equation (6). This raises the average increase rate Wav(M;t), re-
sulting in the increase in the total number B(t) of organisms according to Equa-
tion (5), although this increase in B(t) is ultimately stopped by the decrease in 
available material and energy source M. On the other hand, the fraction fxi(t) 
decreases when W(M;xi) − Wav(M;t) < 0. Thus, the organisms taking a common 
material and energy source M are elaborated by the mutation and above selec-
tion, and most of them reach the ones xopt with the optimum increase rate. 

This is Darwinian evolution of unicellular organisms. This evolution is first 
proposed qualitatively to explain the generation of new species from the obser-
vation of unique species in a geographically isolated region and of domestic 
animals and plants [12]. After the discovery of mutants and the rediscovery of 
Mendelian heredity, Darwinian evolution is mathematically formulated in the 
population genetics to estimate the probability that a spontaneously arisen mu-
tant is fixed in the population according to its selective parameter value [13] 
[14]. Although these studies of multicellular organisms have hardly influenced 
the physical and chemical approaches to life, the present derivation of Darwin-
ian evolution indicates that this evolution converges the nucleotide bases in 
genes to the special arrangement exhibiting the optimum increase rate and is the 
essentially important process to maintain the negative entropy of an organism. 
While RNAs and proteins are continuously transcribed and translated, respec-
tively, to make up for their destruction, the DNA genome also suffers damages, 
especially in the nucleotide bases. However, such damaged bases are repaired 
and proofread. By this molecular mechanism, nucleotide bases are substituted 
with the rate of u ~10−9 per site per year in both prokaryotes and eukaryotes [15] 
[16] [17]. The prokaryote carries the genome, whose size s is of the order of 106 
base pairs (bp) [18], and it only suffers the base changes with the probability of 
sut = 10−3 after one year. During this period, the prokaryote repeats many times 
of self-reproduction. Thus, most of the descendants retain the original genome 
and only a small fraction of descendants receive changed bases. Among the de-
scendants receiving changed bases, some show the higher increase rate while the 
others are defective or selectively neutral, and the ratio of the former to the latter 
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decreases in the mature population. It depends on the environment what ar-
rangement of nucleotide bases in genes is the best one, and the new species are 
generated in Darwinian evolution by geographical isolation and/or climate 
change. This is essentially the same for the multicellular diploid eukaryotes dis-
cussed in the last section, although the reproduction of these eukaryotes through 
hybridization makes the evolutionary process somewhat complicated. 

The gene and genome sequencing started in the latter half of last century has 
brought new information about the evolution of organisms. The amino acid 
sequence similarities of paralogous proteins strongly suggest that the reper-
toire of protein functions has been expanded by gene duplication and by the 
succeeding changes in the counterpart of duplicated genes due to the nucleo-
tide base changes, partial deletion and/or insertion, and domain shuffling [19] 
[20] [21] [22]. For the theoretical formulation of this evolution by gene dupli-
cation, the concept of biological activity is especially useful, and this evolution 
is also derived from Equation (6) as far as the unicellular organisms are con-
cerned. The gene duplication enlarges the genome size to N + ΔN. This in-
creases the stored energy to ( ),s NE N N S+ ∆ , while the value of acquired en-
ergy ( ); ,a NE M N N S+ ∆  is almost the same as that of ( ); ,a NE M N S . Thus, 
the biological activity of the variant having experienced gene duplication is first 
lowered than that of the original style organism, especially when the counterpart 
of duplicated genes loses the original function by its change in nucleotide bases. 
However, such variants are not necessarily compelled to extinction but can exist 
as minor members in the population. Moreover, new function(s) can arise from 
such a changing gene. If the product(s) of such new gene(s) become suitable for 
the variant to acquire a new material and energy source L and/or the ability of 
moving to a new area, the acquired energy ( ); ,a N NE L N N S +∆+ ∆  turns to in-
crease, overcoming the increase in systematization from SN to SN+ΔN as well as the 
increased stored energy ( ),s N NE N N S +∆+ ∆ . Thus, a new style organism ap-
pears with the recovered biological activity  

( ) ( ); , ,a N N s N N N NE L N N S E N N S TS+∆ +∆ +∆+ ∆ − + ∆ − . 
For formulating mathematically the above evolutionary route, the fraction of 

variants with the lower increase rate has to be considered more accurately than 
in Darwinian evolution, after the organisms xopt become dominant in the popu-
lation, because the gene duplication occurs less frequently than the nucleotide 
base change. For this purpose, Equation (6) will be formally integrated with re-
spect to time t, i.e., 

( ) ( ){ } ( ) ( ) ( )

( ) ( ){ } ( )

,0 0

0

( ) exp ; ; d ;

            exp ; ; d d 0

t t
xi i av xi xj j xj

j

i av xi

f t W M x W M q R M x f

W M x W M f
τ

τ τ τ τ

τ τ τ

 = −    
 ′ ′− − +    

∑∫ ∫

∫
 (9) 

Among the fractions fxi(t)’s in this expression, we focus on the fraction fxi1(t) 
of the variants xi1, which have arisen from the dominant organism xopt by the 
duplication of one kind of gene. Then, the average increase rate, Wav(M; τ) and 
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Wav(M; τ’), is approximated to be W(M, xopt) and the fractions of other variants 
expect for xopt are neglected on the right side of Equation (9). The mutation term 
qxi1,xopt(τ) is averaged over a sufficiently long time to be regarded as the rate of 
gene duplication; 

( )1, 1,0

1 d .
t

xi xopt xi xoptq q
t

τ τ= ∫                    (10) 

This quantity qxi1,xopt is used as the occurrence rate of gene duplication. Even 
in this large time scale, the fraction f(xi1) of variants xi1 is present with the fol-
lowing relation to the fraction f(xopt) of dominant organisms xopt as a 
semi-stationary state. 

( )
( )

( ) ( )
( )1,

1
1

;

; ;
xi xopt opt

i opt
opt i

q R M x
f x f x

W M x W M x
=

−
           (11-1) 

The fraction f(xi2) of the variants xi2, which have further experienced the sec-
ond kind of gene duplication, is also obtained from Equation (9). By focusing on 
the mutation term qxi2,xi1(τ) of fxi1(τ) on the right side of this equation, the frac-
tion f(xi2) of variants xi2 is shown to be related with the fraction f(xi1) in the fol-
lowing way. 

( ) ( )
( ) ( )

( )2, 1 1
2 1

2

;
;

xi xi i
i i

opt i

q R M x
f x f x

W M x W x
=

−
              (11-2) 

By repeating the similar procedure, the fraction f(xin) of variants xin, which 
have experienced n kinds of gene duplication, is obtained as 

( ) ( )
( ) ( )

( ), 1 1
1

;
.

;
xin xin in

in in
opt in

q R M x
f x f x

W M x W x
− −

−=
−

             (11-n) 

A new style of organisms y can appear from such a minor member xin by 
changing the counterparts of n kinds of duplicated genes into new genes. When 
this change probability is denoted by ,y xinq , the probability ( )n oP y x←  that a 
new style organism y appears from the original style organism xo is expressed as 

( ) ( )
( ) ( )

, 1 1
,

1

;
.

; ;

n
xim xim im

n o y xin
m o im

q R M x
P y x q

W M x W M x
− −

=

← =
−∏            (12) 

Here, xopt in Equations (11-1) - (11-n) is replaced by ox  or iox , with the 
meaning of original. 

If the new style organisms y are elaborated to utilize the material and energy 
source M more efficiently by Darwinian evolution, they compel the original style 
organisms x to be extinct. If the new style organisms y utilize a new material and 
energy source L other than M, on the contrary, they form a new population, 
where the fraction fyk(t) of variant yk obeys the following equation, apart from 
the population of original style organisms xi in Equation (6). 

( ) ( ) ( ){ } ( ) ( ) ( ) ( ),
d ; ; .
d yk k yk yk yl l yl

l
f t W L y W t f t q t R L y f t

t
= − +∑     (13) 

Here, the average increase rate of new and original styles of organisms is de-
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fined by 

( ) ( ) ( ) ( ) ( ); ; .i xi k yk
i k

W t W M x f t W L y f t≡ +∑ ∑           (14) 

and the total number B(t) of new and original style organisms obeys 

( ) ( ) ( )d .
d

B t W t B t
t

=                     (15) 

This divergence of new and original styles of organisms can occur without 
geographical isolation and/or climate change. Generally, the material and energy 
sources L and M are not completely independent to each other but are con-
nected through the circular flow of materials in the global scale. This gives the 
fundamentals for forming an ecological system, which is also considered to be 
the systematization of organisms and environment [23]. 

The evolution by gene duplication is investigated systematically at the mo-
lecular level about the O2-releasing photosynthesis and O2-respiration in eubac-
teria, which produce the circular flow of oxygen molecules. In addition to the 
amino acid sequence similarities of the proteins constituting these systems to the 
ubiquitous proteins [24], the intermediate stages of eubacteria on the way to the 
photosynthesis and O2-respiration are also detected [25]. This suggests that the 
evolution by gene duplication in prokaryotes has taken place in a relatively 
stepwise manner, i.e., the suffix n of the probability (12) is a small number and 
the process from Equation (6) to Equation (13) has been repeated to accomplish 
the O2-releasing photosynthesis and O2-respiration [26]. The above mathemati-
cal formulation also holds for the evolution of chemical syntheses in other pro-
karyotes and for the evolution of unicellular eukaryotes. The evolution of organ-
isms before and after the unicellular organisms in the DNA-RNA-protein world 
will be discussed in the next section. 

4. Conclusions and Discussion 

In an organism, the entropy production due to the heat released from the dif-
ference between acquired energy and stored energy compensates for the negative 
entropy, which is so designed as to self-reproduce itself by the special arrange-
ment of nucleotide bases in DNA genes. This is realized by the difference in sta-
bility and function between DNAs, RNAs and proteins. These molecular events 
in such an organism are represented by a thermodynamic quantity of biological 
activity. This quantity more directly reflects the genome change in an organism 
than the “characters” such as shape, colour, size etc. used customarily in evolu-
tionary biology and the change in this quantity is the better measure to formu-
late any type of evolutionary process of organisms. The negative entropy in an 
organism is maintained through the selection of self-reproduced organisms. 
Moreover, the organisms have the potential to extend the range of negative en-
tropy, even if their increase rate is transiently lowered. This is illustrated for 
unicellular organisms in the present paper, using the concept of biological activ-
ity and the equation of replicator dynamics containing the mutation terms. This 
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concept and the equation are specific to the organism, and they correspond to 
the answer to the opinion (B) among the three opinions summarized by Bril-
louin [3]. 

The present mathematical formulation of self-reproducing unicellular organ-
isms also has a possibility to explain the origin of genes. Although the RNA rep-
licase has been proposed as the start of life [27], various organic compounds in-
cluding nucleotides and amino acids would have been synthesized 
non-biologically when the RNA replicase appeared. Some satellite variants of 
RNA replicases would have catalyzed the polymerization of amino acids as 
primitive rRNA and tRNA [9] [28]. Even if several amino acids are only polym-
erized at this stage, the random sequences of amino acid residues amount to 
enormously many kinds of polypeptides. When five of 20 kinds of amino acids 
are randomly polymerized, for example, 205 kinds of polypeptide chains are 
yielded and they sufficiently cover the active centres of enzyme proteins in a free 
living organism at the present time. By the catalytic reactions of these polypep-
tides, therefore, it is plausible that primitive cells are formed and self-reproduce 
in the following way, as inferred from the relation between lipid synthesis and 
the cell wall construction in the prokaryote [29] [30] [31] [32]. 1) First, lipid 
synthesis occurs to form intrinsically lipid vesicles each containing the polynu-
cleotides and polypeptides to synthesize lipids and cell wall elements. 2) The cell 
wall elements synthesized within the vesicle are then transported to the outside 
across the lipid bilayer and form the cell wall network by the catalytic activity of 
the polypeptides on the outer surface of the vesicle. 3) When the lipid synthesis 
progresses faster than the enlargement of cell wall, the density of lipid bilayer 
becomes gradually higher to prevent the newly synthesized cell wall elements 
from passing through the lipid bilayer of the vesicle, resulting in the increase in 
the concentration of lipids and cell wall elements within the vesicle. 4) Thus, the 
division of the vesicle occurs spontaneously to lower the free energy by increas-
ing the ratio of surface to volume. The density of lipid bilayer is lowered in each 
of divided vesicles, and this again makes it possible for the cell wall elements to 
be transported to the outside. 5) The network of cell wall is newly constructed 
especially in the interspace between the divided vesicles to be connected with the 
old area of the network distant from the interspace but the old area of cell wall 
outside the newly constructed cell wall is finally broken to separate the divided 
vesicles each covered with cell wall, because this area is far from the polypeptides 
catalysing the connection of cell wall elements on the respective surfaces of di-
vided vesicles. 

Such self-reproducing proto-cells also obey the equation of replicator dynam-
ics with the following mutation terms. If the first formed proto-cells are specified 
by xi’s on their RNA contents, these RNA contents would have changed upon 
their replication by the primitive RNA polymerase as well as RNA replicase ac-
tivity. Thus, most of proto-cells are elaborated to xopt by Darwinian evolution, 
especially with respect to the primitive rRNA and tRNAs to catalyze the polym-
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erization of amino acids. However, this evolution increases the concentration of 
primitive RNA polymerases and thus increases the concentration of 
non-functional RNAs in the cell. This yields the variant proto-cells xi1, in which 
the increased non-functional RNAs interfere with the primitive tRNAs and 
rRNAs by the hydrogen bonds transiently formed between their nucleotide 
bases. Such variant cells are declined to the minor members in the population 
but produce the translation apparatus after the following steps of variation. A 
part (anticodon) of tRNA originally embracing the side chain of amino acid 
residue alternatively attaches to the complementary bases in non-functional 
RNAs which become later the codon of RNA genes of proteins. Such ancestral 
RNA gene then comes into the contact with the other type of RNAs which be-
come later the initiation complex. The primitive rRNA is enlarged to form the 
sites for the successive acceptance of amino acid residues carried by tRNAs 
aligned on ancestral genes of proteins. After the above series of variant cells, xi2, 
xi3,  , xin, a new style of self-reproducing cells, in which L-type of amino acids 
are polymerized according to the sequence of codons in ancestral RNA genes, 
appear with the probability such as Equation (12). In this new style of cells, the 
polymerization rate of amino acids is raised in comparison with the random col-
lision of charged tRNA and primitive rRNA, and the substituted bases in the 
ancestral RNA genes are selected so as to encode the proteins for raising the in-
crease rate of the cell by Darwinian evolution, compelling the original proto-cells 
xo to be extinct. 

The deoxidization of RNAs would have then occurred in some of such new 
style cells that began the glycolysis releasing protons. The DNAs thus generated 
would have been first rubbish and decreases the increase rate of such variant 
cells. If the optimum RNA content of the self-reproducing cell with the transla-
tion apparatus is rewritten into xopt, the internal variable of the variant cell suf-
fering deoxidization corresponds to xi1. For utilizing the DNAs as genes, the 
variant cells xi1 must have further experienced the succeeding steps of variation 
xi2, xi3,  , xin to induce the genes of proteins for the transcription and replica-
tion of DNAs as well as of auxiliary proteins for the unwinding of dou-
ble-stranded DNAs. Such induction of DNA-associated genes from the 
RNA-associated genes is suggested from the fact that DNA-dependent DNA po-
lymerases and RNA polymerases form a protein superfamily together with the 
RNA-dependent RNA polymerases in RNA viruses [33] and that the DNA heli-
cases show the similarities to RNA helicases in a superfamily [34] [35]. After the 
parallel usage of RNA genes and DNA genes, the decisive turning point for the 
variant cells xin to enter the DNA-RNA-protein world would have been the di-
rect or indirect attachment of DNAs under replication to the cytoplasmic mem-
brane in cooperation with the cell division. This mechanism not only makes the 
cell division mechanical but also makes it possible for the replicated DNAs to be 
equi-partitioned into daughter cells. In the case of direct attachment to the 
membrane, the DNA genes are gradually fused to a single circular molecule, 
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leading to the appearance of ancestral prokaryote. On the other hand, DNA 
genes in the ancestral eukaryote get together to the plural number of chromo-
somes and each of chromosomes under replication is attached to the membrane 
through contractive microtubules. In this innovation, the probability 

( )n oP y x←  in Equation (12) is divided into ( )n p oP y x←  and ( )n e oP y x←  
where yp and ye denote the prokaryotic and eukaryotic styles of DNA genomes, 
respectively. Accordingly, Equation (13) of fraction fyk(t) is also divided into the 
equation of fraction fypk(t) and that of fraction fyek(t). 

In fact, the analyses of neutral base changes in rRNAs reveal that all free-living 
organisms are traced back to the ancient divergence of prokaryote and eu-
karyote, probably occurred 4 × 109 years ago [36] [37]. Among them, the pro-
karyote has first diverged to evolve chemical syntheses, photosynthesis and 
O2-respiration [37]. During this period, the ancestral eukaryote probably lived as 
the predator of prokaryotes, evolving nuclear membrane, endocytosis and exo-
cytosis. Such living style and cell structure have made it possible for the eu-
karyote to acquire the mitochondria as the endosymbionts of O2-respiratory 
eubacteria around 1.8 × 109 years ago [37] and to acquire further photosynthetic 
plastids as the endosymbionts of cyanobacteria [38]. Some of such eukaryote-
shaving acquired endosymbionts have then evolved multicellularity and cell dif-
ferentiation, especially in green plants and animals whose divergence is esti-
mated to have occurred around 1.2 × 109 years ago [16] [39]. These multicellular 
organisms have further evolved to take the diploid state through the intermedi-
ate stages of alternating the monoploid generation with the diploid one. This is 
due to the following situation. Although the cooperative action of differentiated 
cells is a powerful strategy to raise the acquired energy and to spread the living 
area of the organisms, the genome of each cell in the multicellular organism is 
expanded to 108 bp or more, e. g., ~108 bp in Arabidopsis and Drosophila, 3 × 
109 bp in Homo sapience and ~1010 bp in Taxodials, while 1.2 × 107 bp in the 
unicellular Saccharomyces [18]. Nevertheless, the duration time of differentiated 
cells has to be elongated against nucleotide base changes to exhibit the coopera-
tive action effectively. In the diploid cell, it suffers serious influence only when 
base substitutions occur concurrently at homologous sites. Thus, the diploid eu-
karyote consisting of N cells retains the following number of cells not suffering 
base substitutions at any pair of homologous s sites in their genome during time 
t; ( ){ } ( ){ }2 21  1 

s
N ut N s ut− ∼ − . For example, this number is calculated to be 

N(1 - 10−5) even during one hundred years for the genome size s = 109 bp using u 
= 10−9 per site per year. The life-times of these multicellular diploid eukaryotes 
seem to be secondarily regulated within the duration time estimated from the 
genome size, because they are considerably different even between closely re-
lated species. If the base substitution rate became slower, the cell differentiation 
would have more evolved in the monoploid state. However, much more energy 
than that for taking the diploid state is required for the increase in the times of 
proofreading to lower the substitution rate [40]. The multicellular diploid eu-
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karyotes produce the children by the combination of egg and sperm (fertiliza-
tion). This way of reproduction not only decreases the fraction of children re-
ceiving defective nucleotide bases homologously but also yields the descendants 
receiving various combinational sets of new genes generated from gene duplica-
tion in different lineages of parents, causing the explosive divergence on the way 
to establish the respective new genes [41] [42] [43]. This explains the punctuated 
mode of explosive divergence of body plans in animals, which is first pointed out 
by paleontology [44] [45] [46] and then ascertained to have occurred during the 
period of 12~4 × 108 years ago by the study of molecular evolution [47]. 

While the organisms in the DNA-RNA-protein world have evolved overcom-
ing the decrease in organic compounds synthesized non-biologically, the organ-
isms in the RNA-protein world would have turned to utilize the translation ap-
paratus as well as nucleotides and amino acids in the prokaryotes and eukaryo-
tes, and survive as RNA phages and viruses under the common codon usage. In 
this connection, it should be noted that the biological activity is degenerate, that 
is, almost the same strength of biological activity can be attained by either a 
small genome, low systematization and a small amount of acquired energy or a 
large genome, high systematization and a large amount of acquired energy. 
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Abstract 

This work discovers and proves that all the photons/quantum particles have a 
“Nucleus of mass and charge.” The nucleus is located off-center in the par-
ticles. The constructive, destructive and intermediate Interference phe-
nomena decisively discover and prove the presence of only one nucleus 
of the mass located off-center in a photon, like an atomic nucleus. The 
mass in the nucleus of a photon develops varying forces to move the photon 
as a wave. The Wave-Particle Duality is the most significant proof of such a 
nucleus of mass. The formation of an electromagnetic wave by a photon 
proves the presence of a charge in the nucleus of the photon. The Quantum 
Theory, developed about 100 years back, simplified the understanding of 
matter and energy at the atomic/subatomic levels. However, the Quantum 
Theory remains incomplete and cannot explain even a single quantum phe-
nomenon. The New Quantum Theory, developed in the year 2012, is based 
on the similarity of an atomic nucleus as well as the solar system with the Sun 
as its nucleus of the mass and the charge. The New Quantum Theory explains 
all the Quantum Phenomena and matches with the Classical Mechanics as 
well as the Theory of Electromagnetism. The experiments described in this 
work, using high precision instruments, determine the mass, the charge and 
the diameter of a photon/quantum particle. 
 

Keywords 

Nucleus, Off-Center Location, Mass, Acceleration, Force and Charge 

 

1. Introduction 

Everything around us consists of very tiny atoms. Every atom has a nucleus of 
the mass > 99.9% occupying only negligibly small volume. The nucleus of an 
atom is not in the center of the atom but located off-center. Similarly, the solar 
system has the Sun as its nucleus having >99.86% mass and occupying only neg-
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ligibly small volume. The solar system also has the Sun in the off-center position. 
The Sun is the most significant source of electromagnetic radiations. 

Based on the above facts of nature, the New Quantum Theory [1] states: 
“A photon/quantum particle has a nucleus of the mass and the charge 

located off-center.” 
A nucleus of the mass and the charge, located off-center in the spinning pho-

ton/quantum particle, bestows unique characteristics and displays strange beha-
viours. This constitutional essence of a photon/quantum particle explains 
not only the Wave-Particle Duality but all the Quantum Phenomena and 
completes the Quantum Theory. 

The New Quantum Theory can also explain the phenomenon such as “Raman 
Effect” with the additional information about the external forces (varying forces 
in the molecular bond of a compound). The “Multiple Slits in Series” experi-
ments describe the procedure to determine the mass, the charge and the diame-
ter of a photon. The physical energies of a photon calculate the mass of the pho-
ton by the formula m = af where “a” is a constant. 

Unlike the Quantum Theory which does not match with the Classical Me-
chanics, the New Quantum Theory is consistent with the Classical Mechanics as 
well as the Theory of Electromagnetism. Moreover, the New Quantum Theory 
can also predict the interactions of the photons/quantum particles with other 
objects at the quantum level for the new developments in the scientific and 
commercial segments including the improvements in the PV cells. 

2. Hidden Mysteries of the Photons 

All the photons/quantum particles display mysterious phenomena known for 
the last several centuries. For these fundamental particles, only nature provides 
the hints to solve their mysteries. 

A mysterious particle of the photon has its mysteries hidden inside. The fol-
lowing characteristics of the photons and their analysis discover the mysteries 
hidden within a photon: 
- A photon never travels in a straight line; it moves like a helix/a smooth space 

curve in all the three planes or as a wave in a single two-dimensional plane. 
- A photon travels with an average speed of light in the direction of its travel, 

irrespective of its frequency and the amplitude of the wave it forms. 
- A photon always spins in one plane only. This plane does not change unless 

and until an external force or object interacts with the photon. A polarised 
photon keeps on spinning in the same plane and can travel hundreds of light 
years. 

- A photon continuously changes its velocity and the direction to move as a wave 
without any external force. Whereas, according to Newton’s laws of motion, a 
force is necessary to change the velocity and the direction of a particle. 

- Therefore, a photon must develop the “Internal Forces” from within in all 
the 3 X, Y & Z-directions to form a helix or the forces only in 2-directions to 
form a wave in a single two-dimensional plane. 
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- The magnitudes of these internal forces in the different directions change 
continuously with the spin of the photon to move the photon as a wave. 

- A mass generates the force on acceleration. For a photon to generate variable 
internal forces, it must have a “mass” along with accelerations in the different 
directions. 

- Since the mass of the photon is constant, the acceleration/deceleration in the 
different directions must vary continuously to generate variable internal 
forces in the different directions to move the photon as a wave. 

- A spinning photon with uniformly distributed mass or the mass in the center 
cannot develop internal forces to move the photon as a wave. 

- However, if a photon has its mass in an off-center position, the mass rotates 
at a constant linear speed with the spin of the photon around the center of 
the photon. The continuous rotation of the mass develops accelera-
tion/deceleration in the different directions continuously. 

- Therefore, the mass in the spinning photon experiences variable accelera-
tions/decelerations and develops variable internal forces in the different di-
rections. 

- Only the presence of a mass, located off-center in a photon, develops the 
variable forces in the different directions by accelerating/decelerating 
with the spin of the photon. These internal forces, created by the mass of 
a photon, move the photon as a wave. 

- Similarly, a charge located off-center in the spinning photon accele-
rates/decelerates and generates the electric and the magnetic fields of the va-
rying intensities and directions to form an electromagnetic wave. 

- Both the mass and charge coexist in a so-called nucleus located off-center in 
the photon. There is nothing unique about the existence of such a nucleus in 
the photons; all the atoms have a similar nucleus of the mass and the charge.  

- Similarly, all the quantum particles must also have a nucleus of the mass and 
the charge located off-center. An electron has a definite mass, always moves 
as a wave and forms an electromagnetic wave due to its charge. An electron 
has to have both the mass and the charge located off-center in a nucleus 
to travel as a wave and generate a3 dimensional electromagnetic wave. 

- A photon/quantum particle spins in the plane consisting the circular path of 
the nucleus and the center of the photon. The nucleus of the mass and the 
charge rotates in this plane only. 

- It appears that all the tiny particles in the universe have a nucleus of the mass 
and the charge located off-center. Exceptions, if any, are rare. 

The above peculiarities of a photon indicate the presence of a nucleus of the 
mass and the charge located off-center in the photon, as stated in the New 
Quantum Theory. 

Figure 1 shows a spinning photon as a yellow sphere with a small nucleus of 
mass and charge located off-center as a red sphere along with an enlarged view 
of the central photon. As the photon spins, the nucleus rotates in a circular path 
around the center of the photon. At the origin (0, 0), the nucleus is at 0˚ from  
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Figure 1. Shows a spinning photon as a yellow sphere with a small nucleus of mass and charge located off-center as a red sphere. 
As the photon spins, the nucleus rotates in a circular path around the center of the photon. Figure 1(a) shows a complete photon, 
and Figure 1(b) shows an enlarged view of only the central part of the photon with a red nucleus rotating around the center of the 
photon from the phase angle (θ) to (θ + dθ) in time (dt). The phase angle (θ) of the nucleus (or the photon) is the angular position 
of the nucleus in the photon from X-axis with center of the photon as reference. 

 
the direction of travel of the photon (X-axis) with center of the photon as the 
reference point. The phase angle or the angular position of the nucleus from the 
X-axis increases from 0˚ to 360˚ with the spin of the photon in a single wave 
cycle. From 360˚, the next cycle of the wave of the photon starts again from 0˚. 
Figure 1(a) shows a complete photon, and Figure 1(b) shows an enlarged view 
of only the central part of the photon with a red nucleus rotating around the 
center of the photon from the phase angle (θ) to (θ + dθ) in time (dt) and de-
veloping the accelerations and the forces. 

A spinning photon develops the following forces: 
a) Mechanical Forces: 
If the angle of the nucleus is θ1 from X-axis and the photon spins from the 

phase angle θ1 to θ1 + dθ1 in time dt, the force in X-axis develops as under: 
- The circumference of the rotating Nucleus: 2πr 
- The linear speed of the rotating Nucleus: 2πrf 
- The velocity of the nucleus in the X-axis at phase angle θ1: 12π sinrf θ  
- The velocity of the nucleus in X-axis at phase angle θ1 + dθ1: 

( )1 12π sinrf dθ θ+  
- The change in velocity in X-axis in time dt: ( ){ }1 1 12π sin sinrf dθ θ θ+ −  
- Acceleration in X-axis: ( ){ }1 1 12π sin sinrf d dtθ θ θ+ −  
- The force developed by the mass in the X-axis: 

( ){ }1 1 12π sin sinrfm d dtθ θ θ+ −                        (1) 

If the phase angles of the nucleus in the photon are θ2 & θ3 in Y-axis & Z-axis 
respectively, the mass in the nucleus of the photon develops the following forces: 

- The force developed by the Nucleus: 
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( ){ }2 2 22π sin sinrfm d dtθ θ θ+ −                   (2) 

In the Y-axis 
- The force developed by the Nucleus: 

( ){ }3 3 32π sin sinrfm d dtθ θ θ+ −                   (3) 

In the Z-axis 
where: 
- The frequency of the photon: f 
- Mass of the photon: m 
- The distance of the nucleus from the center: r 
- The phase angle of the photon: θ 
- Incremental change in phase angle: dθ degree in time dt 

Therefore, the mass in the nucleus of a spinning photon develops the forces of 
the variable magnitudes in all the three directions. Depending on the phase angle 
θ, the directions of these forces reverse in each cycle of the wave. 

In case of a linearly polarised photon, the forces develop in only two axes. If θ 
is the phase angle from X-axis, the forces develop as under: 

- The force developed by the Nucleus: 

( ){ }2π sin sinrfm d dtθ θ θ+ −                      (4) 

in the horizontal X-axis 
- The force developed by the nucleus: 

( ){ }2π cos cosrfm d dtθ θ θ+ −                     (5) 

in vertical Y-axis 
The velocities, accelerations and the internal forces of the photon in the dif-

ferent directions vary with the values of sinθ & cosθ in the range between +1 to 
(−)1 with the spin of the photon from 0˚ to 360˚ to complete one cycle of the 
wave. 

b) Electromagnetic Force: 
As a photon spins and moves, the nucleus of the mass and the charge located 

off-center accelerates/decelerates. Any moving charge generates both the electric 
as well as the magnetic fields. The charge in the photon generates the electro-
magnetic force along with the electromagnetic wave with the varying intensities 
and the changing directions. 

A nucleus of the mass & the charge located off-center in a photon/quantum 
particle generates the mechanical forces as well as the electromagnetic forces. 

3. Mass & Energy of the Photons—The Facts & the Myth 

THE FACTS: 
- The mass and energy always exist together. 
- The energy is only the “quantitative property” of a matter. No form of energy 

can exist without an object of mass. Any form of energy needs an object of 
mass to hold the energy. 

- Similarly, every object of mass has some form of the energy. 
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- A photon has its mass which is always constant. A photon possesses energy 
in various physical forms in addition to its mass. 

- Planck’s equation E = hf relates to the physical forms of energies of a photon. 
- The mass of a photon is proportional to its frequency. Equation m = af cal-

culates the “Mass (m)” of the photon of frequency f, where “a” is constant (a 
= 1.474499440284 × 10−50 kg⋅sec) [2]. 

- Einstein’s equation e = mc2 relates to the conversion of energy to mass and 
vice versa involving the nuclear conversion. This energy “e” is in addition to 
the physical forms of the energy’s “E” possessed by the photon. Both the 
forms of the energies “e” and “E” relate to the different types of the energies. 

- The mass of a photon can be calculated theoretically as well as determined by 
the experiments using high precision instruments. 

- A nucleus of the mass and the charge exists in an off-center position and ro-
tates around the center of the spinning photon. The nucleus of the mass and 
the charge continuously accelerates and decelerates to create the variable 
mechanical forces and the electromagnetic forces to exhibit all the quantum 
phenomena. 

THE MYTH: 
- The Photons have no mass & no charge. 

The above myth must go. 

4. Theoretical Proofs 

All the Quantum Phenomena are the proofs and can only take place if a photon 
has a “nucleus of mass and charge, located off-center.” Some of the important 
Quantum Phenomena as the proof of the presence of a nucleus of mass and the 
charge in a nucleus located off-center in the photons are presented below: 

4.1. Polarisation Phenomenon 

In the polarisation phenomenon, a photon/quantum particle forms a wave in a 
single two-dimensional plane. The continuously accelerating mass develops 
forces in a single two-dimensional plane to form a wave by a polarized photon. 
The following characteristics describe the Polarisation Phenomenon: 
- A critical feature of a photon is: “A photon spins only in one plane and con-

tinues to spin in the same plane unless it interacts with an external 
force/object.” 

- If a photon/quantum particle is a uniform particle with zero mass, there is 
nothing to restrict the plane of the spin of the photon and the formation of 
the wave in one single plane only. The photon is always at the liberty to keep 
on changing the plane of spin and to form the waves in the different planes, 
in such a case, the polarisation phenomenon for a photon with zero mass 
cannot take place. 

- Only the forces, developed in a single two-dimensional plane by the mass in 
the nucleus located off-center in a photon/quantum particle, limit the photon 
particle to form a wave in a single two-dimensional plane and display the pola-
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risation phenomenon. The direction of travel of a linearly polarized photon 
confines in the plane of the circular path of the nucleus/spin of the photon.  

- The axis of rotation of the nucleus or the spin of the photon is the same and 
always perpendicular to the direction of travel of the polarised photon. 

- As a polarised photon spins and travels in X-direction, the mass in the nuc-
leus located off-center accelerates/decelerates to develop variable forces only 
in X & Y-directions. These forces, from within the photon, form a wave in a 
single two-dimensional plane. 

- Figure 2 shows a polarised photon developing the variable forces FX and FY 
with the spin of the photon to form a wave in a two-dimensional X, Y plane. 
The one full wave cycle of the photon shows the position of the nucleus as a 
small red sphere at different phase angles with the spin of the photon starting 
from 0˚ to 360˚ with an interval of 45˚ along with the magnitudes of the 
forces FX and FY being indicated by the size of the arrows approximately. 

- The electric field wave of a polarised photon forms in a single 
two-dimensional plane; but the magnetic field wave always forms in the 
three-dimensional planes. 

There are two types of polarisation phenomena: 
- Linear Polarisation Phenomenon: 

Already explained above. 
- Circular Polarisation Phenomenon: 

If the direction of travel of a photon is outside the plane of its spin, the photon 
is circularly polarised. For a circularly polarised photon, the axis of rotation of 
the photon is not perpendicular to the direction of travel of the photon. 

A circularly polarised photon moves as a smooth curve in three-dimensional 
space/a helix. The curve may be either clockwise or anticlockwise. 

Whereas, the photon spins in the plane consisting the nucleus of the mass and 
the center of the photon, the circularly polarised photon travels in a direction 
outside this plane. Therefore, the whole photon along with the nucleus of the 
mass moves in all the 3 X, Y & Z-directions and creates variable internal forces 
FX, FY & FZ in all the X, Y & Z-directions respectively. 

These variable internal forces in X, Y & Z-directions move the photon to form 
a wave in the three-dimensional plane. 

The Polarisation Phenomenon discovers and proves the presence of a 
mass located off-center in a photon. 

4.2. Interference 

“Interference” is the most critical phenomenon of the Quantum Physics. The 
Interference phenomenon discovered the Dual Wave-Particle nature of the 
photon’s way back in the year 1801 by the Double Slit experiment. 
- The two photons of the same frequency superpose in the different phases to 

display different types of Interferences with different amplitudes of the resul-
tant waves. 
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Figure 2. The mass in the nucleus of a spinning photon rotates around the center of the photon and generates forces of varying 
magnitudes in X-axis as well as Y-axis to form a wave in a single two-dimensional X-Y plane. The wave shows the direction of the 
forces FX and FY at different phase angles of the photon. 

 
- The phase angle of a photon refers to the angle of its nucleus from the direc-

tion of travel (generally, the X-axis) with the center of the photon as the ref-
erence. At the start of a new wave cycle or the origin, the phase angle/angular 
position of the nucleus or the photon is 0˚. As the photon spins, the nucleus 
of the mass and the charge rotates around the center of the photon, and the 
phase angle increases from 0˚ up to 360˚ and from the 360˚ a new wave cycle 
of the photon starts. 

- If the photons are uniform particles with no substructure, whatever are their 
orientations or the phase angles or the degree of spins, all the photons remain 
identical with no difference. Therefore, all the photons of the same frequency 
must display the same character/properties in all the 360˚ spins or the phase 
angles, and the phase angles or the degree of the spin of the photons has no 
meaning. 

- In the above situation of the photons as the uniform particles, the different 
types of the Interference Phenomena are not possible. 

- The phase angle or the degree of spin of a photon from 0˚ to 360˚ refers to 
the angular position of a substructure in the photon. This proves the pres-
ence of a substructure in a photon. 

- The 0˚ phase angle of a photon indicates the position of the nucleus (sub-
structure of the photon) at 0˚ angular position from the X-axis with the cen-
ter of the photon as the reference. At the 0˚, the photon is at the origin (0, 0) 
or the start point of a new cycle of the wave. 

- As the photon spins and forms a wave the nucleus of the mass and the charge 
located off-center rotates around the center of the photon and the phase an-
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gle or the angular position of the nucleus increases from 0˚ to 360˚ in the 
photon in one wave cycle of the wave. 

- The two photons of the same frequency can superpose in the different phases 
to display different types of the Interference effects. 

If the two photons of the same frequency and in the same direction superpose, 
the two photons can join only in side by side position. Both the superposed 
photons keep on spinning in their direction of spin and move together. The 
mass in each photon being close enough, the strong force is applied to keep the 
superposed photons together. Figure 3 shows the two spinning photons joined 
side by side. 

4.2.1. Constructive Interference 
In the Constructive Interference of the two photons, the amplitude of the resul-
tant wave doubles. When the two photons of the same frequency and in the 
same phase superpose, the angular positions of the nuclei of both the photons 
are also the same as shown in the part (a) of Figure 4. The mass, in the nucleus 
of both the photons, accelerates/decelerates and develops the forces of the same 
magnitude all the time. The force FY in the vertical direction, developed by the 
mass of each photon, adds to double as under: 
- The force developed by the nucleus of: ( ){ }2π cos cosrfm d dtθ θ θ+ −  

Photon No. 1 in Vertical Y-axis 
- The force developed by the nucleus of: ( ){ }2π cos cosrfm d dtθ θ θ+ −  

Photon No. 2 in Vertical Y-axis 
- Total Force developed by the nuclei of: ( ){ }4π cos cosrfm d dtθ θ θ+ −  

Photons 1 & 2 in Vertical Y-axis 
If a photon has zero mass, it cannot develop any force to double the ampli-

tude. 
Only the presence of a mass in each photon generates the vertical forces in 

both the photons to double the amplitude. The phenomenon of Constructive 
Interference’ with the double amplitude of the resultant wave discovers and 
proves: “A Photon has Mass.” 

 

 
Figure 3. Two same frequency spinning photons moving in the same direction can join 
in side by side position only so that both the photons continue spinning in the same 
direction. 
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Figure 4. Part (a) shows the two photons in the same phase developing forces of equal magnitudes in the same direction. Part (b) 
shows the two photons in the opposite phase developing forces of equal magnitudes in the opposite directions. Part (c) shows the 
two photons developing forces of the different magnitudes and directions. 

 
Even though the Constructive Interference proves the presence of the mass in 

the photons, it does not indicate the location of the mass in the photon. 

4.2.2. Destructive Interference 
In the Destructive Interference, the two photons superpose with a phase differ-
ence of π and form the resultant wave with the zero amplitude. The part (b) of 
Figure 4 shows the two photons of the same frequency with a phase difference 
of π in the superposed position developing the forces of equal magnitudes in the 
opposite directions. 

The nuclei of the mass of both the spinning photons have a phase angle dif-
ference of π. The directions of the forces developed by the mass in the nucleus of 
each photon are always opposite to each other with a phase difference of π. If the 
phase angle of the Photon No. 1 is (θ) and the phase angle of the Photon No. 2 is 
(θ + π). The two photons develop forces in the vertical direction as under: 
- The force developed by the nucleus of: ( ){ }2π cos cosrfm d dtθ θ θ+ −  

Photon No. 1 in Vertical Y-axis 
- The force developed by the nucleus of:  

( ) ( ){ }2π cos π cos πrfm d dtθ θ θ+ + − +  
Photon No. 2 in Vertical Y-axis 
Or: ( ){ }2π cos cosrfm d dtθ θ θ− + −  

- The resultant force developed by the nuclei: Zero 
Of both the Photons in Vertical Y-axis 
Since the net vertical force of both the photons is always zero, the amplitude 

of the resultant wave is also always the zero. The Destructive Interference phe-
nomenon is not possible if the mass is uniformly distributed or in the center of 
the photon. In such a situation, whatever is the phase difference between the two 
photons, only the Constructive Interference can take place. 
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The Destructive Interference is possible only in a condition: “The location of 
the nucleus of the mass is in the off-center position in the photons.” However, 
the Destructive Interference phenomenon can also take place even if a photon 
has more than one nucleus of the mass, located off-center in the photon. 

The phenomenon of Destructive Interference with the zero amplitude of the 
resultant wave discovers and proves: “A photon has the mass located in an 
off-center position.” 

4.2.3. Intermediate Interference 
When the two photons, with a phase difference other than 0˚ or π, superpose the 
resultant wave with the amplitude > 0 but < double the amplitude forms due to 
the phenomenon of the Intermediate Interference. Figure 3(c) shows such two 
interfering photons. 

If the two photons of the same frequency with phase angles θ1 & θ2 interfere, 
the mass in the nucleus of each photon develops the force in the vertical direc-
tion as under: 
- The force developed by the nucleus of: ( ){ }1 1 12π cos cosrfm d dtθ θ θ+ −  

Photon No. 1 in Vertical Y-axis 
- The force developed by the nucleus of: ( ){ }2 2 22π cos cosrfm d dtθ θ θ+ −  

Photon No. 2 in Vertical Y-axis 
- Total force developed by the nuclei of both the Photons in Vertical Y-axis: 

( ){ } ( ){ }1 1 1 2 2 22π cos cos 2π cos cosrfm d dt rfm d dtθ θ θ θ θ θ+ − + + −  

The amplitude of the resultant wave depends on the difference in the phase 
angles θ1 & θ2 of the two photons. If a photon has more than one nucleus of the 
mass, the two photons on intermediate interference must form a resultant wave 
with two or more peaks. However, the resultant wave has only a single peak 
(there is no reference of the resultant wave with the Intermediate Interference of 
more than one peak). The single peak of the resultant wave confirms the pres-
ence of only one nucleus of the mass located off-center in a photon. 

The phenomenon of Intermediate Interference produces the resultant wave 
with the sum of the amplitudes of both the photons discovers and proves: 

“A photon has only one nucleus of the mass located in the off-center posi-
tion.” 

Note: The horizontal forces developed by the mass in the nucleus of the pho-
tons are not required here to prove the presence of only one nucleus of the mass 
located off-center in the photons. 

4.3. Wave-Particle Duality 

The Dual Wave-Particle nature of a photon awaits explanation since the year 
1801. A particle of a photon/quantum always moves like a wave and displays the 
properties of the particle as well as the wave. Only the New Quantum Theory 
explains the Wave-Particle Duality. The followings describe the characteristics of 
a linearly polarised photon traveling in the horizontal X-axis and forming a wave 
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in X-Y plane: 
- A photon particle continuously changes its velocity and direction to move as 

a wave. 
- The photon spins and completes one cycle of the wave in 360˚ spins with half 

the wave above the line of the travel and the other half below. Both the halves 
have a single peak. 

- For a wave starting from the origin (0, 0), the photon moves up with the 
maximum vertical velocity in the Y-axis which reduces to zero at 90˚ phase 
angle. The photon descends from 90˚ phase angle achieving the maximum 
downward velocity at 180˚ phase angle but this velocity again turns to zero at 
270˚ phase angle, and from there the photon ascends. 

- In addition to the speed of light in the horizontal X-axis, the mass in the 
nucleus of the photon also develops the acceleration/velocity in the horizon-
tal direction. Therefore, the horizontal velocity of a photon varies conti-
nuously in a wave cycle with the speed of light being always the average in a 
single wave cycle. 

- The horizontal velocity of the photon (due to the mass in the nucleus) is zero 
at the origin, the maximum at 90˚ phase angle, again zero at 180˚ phase angle 
and the maximum in the reverse direction at 270˚ phase angle. 

- The up and down cyclical movement of a photon to form a wave is only 
possible by the presence of a mass located off-center in the photon. The mass, 
in the nucleus of a photon located off-center, continuously accele-
rates/decelerates to produce variable forces in both the horizontal X-axis and 
the vertical Y-axis. 

The following is the science of the “Formation of a wave by a particle of a 
linearly polarised photon”: 
- The horizontal velocity of a photon at phase angle θ: 2π sinrf cθ +  
- The force developed by the Nucleus: ( ){ }2π sin sinrfm d dtθ θ θ+ −  
in the horizontal X-direction 
- The vertical velocity of a photon at phase angle θ: 2π cosrf θ  
- The force developed by the nucleus: ( ){ }2π cos cosrfm d dtθ θ θ+ −  
in the vertical Y-direction 
where, “c” is the average speed of light in X-axis. 

The horizontal velocity and the force in the horizontal direction are the func-
tions of sinθ. The vertical velocity and force in the vertical direction are the 
functions of cosθ. With the spin of the photon from 0˚ to 360˚ phase angle, the 
values of sinθ and cosθ change between +1 and (−)1. For the same frequency 
photons, the values of r, f & m are constant. The internal forces, developed from 
within the photon, move the photon as a wave as under: 

A) Formation of 1st Quarter of Wave: Phase Angle from 0˚ to 90˚: 
- At 0˚ phase angle or the origin of a new wave cycle, the value of Sin θ is zero. 

Therefore, the horizontal velocity (due to the mass in the photon) is also ze-
ro. In this quarter as the photon spins and moves from 0˚ to 90˚ phase angle, 
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the value of sinθ increases from 0 to +1. 
- The horizontal velocity and the horizontal force change from 0˚ to 90˚ as 

under: 
The horizontal velocity: Zero at 0˚ phase angle and the maximum at 90˚ 
The horizontal force: The maximum force at 0˚ phase angle and reduces to 

zero at 90˚ 
- At 90˚ phase angle, the value of sinθ is 1. Therefore, the horizontal velocity at 

90˚ phase angle grows to the maximum. 
- At 0˚ phase angle or the origin of a new wave cycle, the value of cosθ is +1. 

Therefore, its vertical velocity (due to the mass in the photon) is the maxi-
mum. In this quarter as the photon spins and moves from 0˚ to 90˚ phase 
angle, the value of cosθ decreases from +1 to 0. 

- The vertical velocity and the vertical force change from 0˚ to 90˚ as under: 
The vertical velocity: The maximum at 0˚ phase angle and reduces to zero at 

90˚ 
The vertical force: Zero at 0˚ phase angle and increases to the maximum at 90˚ 

in (−)Y-axis 
- At 90˚ phase angle, the value of cosθ is zero. Therefore, the vertical velocity at 

90˚ phase angle turns to zero, and the photon cannot move further up any-
more in the Y-axis from the phase angle 90˚. The photon reaches the highest 
point of the wave at 90˚ phase angle. 

B) Formation of 2nd Quarter of Wave: Phase Angle from 90˚ to 180˚: 
- At 90˚ phase angle, the value of sinθ is +1 with the maximum horizontal ve-

locity. In this quarter as the photon spins and moves from 90˚ to 180˚ phase 
angle, the value of sinθ decreases from +1 to 0. 

- The horizontal velocity and the horizontal force change from 90˚ to 180˚ as 
under: 

The horizontal velocity: The maximum at 90˚ phase angle and reduces to zero 
at 180˚ 

The horizontal force: Zero at 90˚ phase angle and increases to the maximum 
at 180˚ in (−)X-axis 
- At 180˚ phase angle, the value of sinθ is zero. Therefore, the horizontal veloc-

ity at 180˚ phase angle (due to the mass in the photon) turns to zero. 
- At 90˚ phase angle, the value of cosθ is zero with the zero vertical velocity. In 

this quarter as the photon spins and moves from 90˚ to 180˚ phase angle, the 
value of cosθ decreases from 0 to (−)1. 

- The vertical velocity and the vertical force change from 90˚ to 180˚ as under: 
The vertical velocity: Zero at 90˚ phase angle and increases to the maximum at 

180˚ in (−)Y-axis 
The vertical force: The maximum at 90˚ phase angle and reduces to zero at 

180˚ in (−)Y-axis 
- At 180˚ phase angle, the value of cosθ is (−)1 with the maximum vertical ve-

locity in (−)Y-axis and the photon completes the upper half cycle of the wave 
formation. From 180˚ phase angle, the photon moves below the line of travel 
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(X-axis) of the photon. 
C) Formation of 3rd Quarter of Wave: Phase Angle from 180˚ to 270˚ 

- At 180˚ phase angle, the value of sinθ is zero with the zero-horizontal veloci-
ty (due to the mass of the photon). In this quarter as the photon spins and 
moves from 180˚ to 270˚ phase angle, the value of sinθ decreases from 0 to 
(−)1. 

- The horizontal velocity and the horizontal force change from 180˚ to 270˚ as 
under: 

The horizontal velocity: Zero at 180˚ phase angle and increases to the maxi-
mum at 270˚ in (−)X-axis 

The horizontal force: The maximum at 180˚ phase angle and reduces to zero 
at 270˚ in (−)X-axis 
- At 270˚ phase angle, the value of sinθ is (−)1 with the maximum horizontal 

velocity in (−)X-axis. 
- At 180˚ phase angle, the value of cosθ is (−)1 with the maximum vertical 

downward velocity. In this quarter as the photon spins and moves from 180˚ 
to 270˚ phase angle, the value of cosθ increases from (−)1 to 0. 

- The vertical velocity and the vertical force change from 180˚ to 270˚ as un-
der: 

The vertical velocity: The maximum at 180˚ phase angle in (−)Y-axis and re-
duces to zero at 270˚ 

The vertical force: Zero at 180˚ phase angle and increases to the maximum at 
270˚ in +Y-axis 
- At 270˚ phase angle, the value of cosθ is zero with the zero-vertical velocity; 

therefore, the photon cannot go down further. The photon reaches the lowest 
point of the wave at 270˚ phase angle. 

D) Formation of 4th Quarter of Wave: Phase Angle from 270˚ to 360˚ 
- At 2700 phase angle the value of Sin θ is (−)1 with the maximum horizontal 

velocity (due to the mass of the photon) in the (−)X-direction. In this quarter 
as the photon spins and moves from 270˚ to 360˚ phase angle, the value of 
sinθ increases from (−)1 to 0. 

- The horizontal velocity and the horizontal force change from 270˚ to 360˚ as 
under: 

The horizontal velocity: The maximum at 270˚ phase angle in (−) X-axis and 
reduces to zero at 360˚ 

The horizontal force: Zero at 270˚ phase angle and increases to the maximum 
at 360˚ in +X-axis 
- At 360˚ phase angle, the value of sinθ is zero; therefore, the horizontal veloc-

ity at 360˚ turns to zero. 
- At 270˚ phase angle the value of cosθ is zero with the zero-vertical velocity. 

In this quarter as the photon spins and moves from 270˚ to 360˚ phase angle, 
the value of cosθ increases from 0 to +1. 

- The vertical velocity and the vertical force change from 270˚ to 360˚ as under: 
The vertical velocity: Zero at 270˚ phase angle and increases to the maximum 
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at 360˚ in +Y-axis 
The vertical force: The maximum at 270˚ phase angle and reduces to zero at 

360˚ in +Y-axis 
- At 360˚ phase angle, the value of cosθ is +1 with the maximum vertical veloc-

ity in +Y-axis and the photon completes the lower half of the wave. 
Figure 2 shows a wave formed by a linearly polarised photon spinning from 

0˚ to 360˚ phase angle to form one full cycle of the wave. This figure also shows 
the forces with their directions developed by the mass in the nucleus located 
off-center in the photon at different phase angles or the angular position of the 
nucleus in the photon.  

The Wave-Particle Duality is only possible if, and only if, a spinning 
photon has a mass located off-center in the photon and proves the presence 
of a mass located off-center in a photon. 

If a photon has either the zero mass or uniformly distributed mass, the 
Wave-Particle Duality and other quantum phenomena are not possible. 

4.4. To Find the Location of a Photon in Wave at Any Phase Angle 

The following equations calculate the exact location of a photon in a wave cycle: 
A photon of frequency “f” spins from the phase angle θ to θ + dθ, the time and 

the average velocity are as under: 
- The time required by a photon to spin dθ degree: dθ/(360f) 
- The average horizontal velocity in dθ spin: ( ){ }π sin sinc rf dθ θ θ + + +   
- The horizontal distance covered in dθ spin: 

( ){ } ( )π sin sin 360c rf d d fθ θ θ θ + + +                (6) 

- The average vertical velocity: 

( ){ }π cos cosrf dθ θ θ+ +
 

- The vertical distance covered in dθ spin: 

( ){ } ( )π cos cos 360rf d d fθ θ θ θ+ +                 (7) 

The integration, of the equation nos. (6) & (7) from the phase angle θ1 to θ2 
calculates the location of the photon in a quadrant. The integration of the equa-
tion no. (7) from 0˚ to 90˚, calculates the amplitude of the wave formed by a 
photon. The above equations need calculations for each quadrant separately 
since the same values of sinθ, and cosθ between 0˚ to 360˚ phase angle repeat at 
different phase angles. 

For the photon of known amplitude of the wave, the equation no. (7) calcu-
lates the value of “r” for the photon. 

4.5. Formation of an Electromagnetic Wave 

The following is the science of “The Formation of an Electromagnetic Wave 
by a photon”: 
- A moving point charge generates both the electric field as well as the mag-

netic field. 
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- As the velocity of the charge increases, the intensities of both the electric and 
the magnetic fields increase and vice versa. If the charge moves in the reverse 
direction, the directions of both the electric and magnetic fields generated are 
also in the reverse directions. 

- During the 1st half cycle of the spin of the photon from 0˚ to 180˚ phase an-
gle, the charge, in the nucleus located off-center in the photon, moves in the 
forward direction in comparison to the center of the photon. Figure 5 shows 
a spinning photon with the nucleus moving in the forward direction. 

- The velocity of the charge in the nucleus in the forward direction increases 
from 0˚ to 90˚ spin and decreases from 90˚ to 180˚ spin of the photon or the 
phase angle. Therefore, the intensities of both the electric and the magnetic 
fields increase from 0˚ to 90˚ and decrease from 90˚ to 180˚ spin of the pho-
ton or the phase angles. 

- During the 2nd half cycle of the spin of the photon from 180˚ to 360˚ phase 
angle, the charge, in the nucleus located off-center in the photon, moves in 
the backward direction in comparison to the center of the photon. Figure 5 
also shows a spinning photon with the nucleus moving in the backward di-
rection. 

- As the charge moves in the backward direction during 180˚ to 360˚ spin, now 
both the electric and the magnetic fields are generated in the reverse/opposite 
direction. 

- The velocity of the charge in the nucleus (in the reverse direction) increases 
from 180˚ to 270˚ spin and decreases from 270˚ to 360˚ spin of the photon or 
the phase angle. Therefore, the intensities of both the electric and the mag-
netic fields increase from 180˚ to 270˚ and decrease from 270˚ to 360˚ spin of 
the photon or the phase angle, but in the opposite directions. 

- After completing one cycle of the electromagnetic wave formation in 360˚ 
spin of the photon, the new cycle of the electromagnetic wave starts again 
from 0˚ phase angle. 

The charge in the nucleus accelerates/decelerates to produce the electric field 
wave in a two-dimensional plane and the magnetic field wave in 
three-dimensional plane. Figure 6 shows one full cycle of the Electromagnetic 
Wave formed during the 0˚ to 360˚ spin of a polarised photon. The above de-
scribes the formation of an electromagnetic wave briefly only, as the “New 
Quantum Theory explains all the Mysterious Quantum Phenomena” [2] explains 
the formation of an electromagnetic wave by a photon with enough details. 

The formation of an Electromagnetic Wave by a photon discovers and 
proves the presence of a charge in the nucleus located off-center in the 
photon. 

4.6. Refraction 

The phenomenon of refraction changes the direction and the velocity of a pho-
ton in the new medium. The secret of the refraction phenomenon are the inte-
ractions between the electromagnetic fields of both the photon as well as the new  
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Figure 5. The nucleus of the mass circles around the center of the spinning photon. The 
nucleus moves in the forward direction during 0˚ to 180˚ phase angle with respect to 
center of the photon. The nucleus moves in the backward direction during 180˚ to 360˚ 
phase angle with respect to center of the photon. 

 

 
Figure 6. A charge in the off-center nucleus circles the center of photon and moves in the 
forward as well as the backward directions. The forward movement above the line of tra-
vel (X-axis) and backward movement below the line of travel generate the electric and the 
magnetic field waves in the opposite directions. 

 
medium. A linearly polarised photon explains the phenomenon of refraction as 
under: 
- As a rule, a photon spins in the plane of the rotation of the nucleus around 

the center of the photon. The mass in the nucleus of a linearly polarised 
photon generates the forces in the X-Y plane only and the photon travels in 
X-axis. The charge in the nucleus generates the electric field in the X-Y plane 
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on both up & down sides of the line of travel of the photon. The magnetic 
field generates in all the three directions on both the sides of the line of travel 
in the plane perpendicular to X-Y plane of the electric field. Figure 6 shows 
the planes of the Electromagnetic Wave formed by a linearly polarized pho-
ton. 

- When a polarised photon travels in the vacuum in the absence of any exter-
nal electromagnetic field, the charge in the photon generates the uniform 
electric field and the uniform magnetic field on both the sides of the line of 
travel of photon. 

- A medium consists of atoms bonded together as the molecules. The molecu-
lar bonds of the medium generate their distinct electromagnetic fields. 

- As the photon enters from the vacuum to the new medium, it experiences a 
new environment of the external electromagnetic field. Both the electromag-
netic fields of the photon and the medium interact. 

- A photon is an independent moving identity whereas a medium, in compar-
ison to the photon, is a solid or liquid with a rigid structure and molecular 
bonds with the electromagnetic field. 

- The external electromagnetic field forces the photon to tilt its plane of spin to 
adjusts to the new external electromagnetic field. The tilt of the photon 
changes the directions of its electric and the magnetic fields and finds the 
path of the least electromagnetic resistance to travel in the medium. 

- With the tilt of the plane of spin of the photon, the nucleus of the mass and 
the charge rotates around the center of the photon in a new plane. The mass 
in the nucleus now generates the forces in the new plane and the photon now 
travels in a new direction matching with the plane of spin of the photon. 
Therefore, the direction of the travel of photon changes in the new medium. 

- Figure 7 shows a photon moving from vacuum to a medium and again to the 
vacuum, the electromagnetic field of the medium changes the direction of the 
photon in the medium. 

- As the photon travels out from the medium and its electromagnetic field, the 
photon is now out of the external magnetic field. Therefore, the photon tilts 
back to its regular plane of spin and direction, and all the above changes re-
vert to the normal status. 

As the photon enters a new medium and its electromagnetic field, the plane of 
the spin of photon tilts resulting in the following changes in the photon: 

1) The photon travels in a new direction matching with the new plane of the 
spin of the photon as the forces developed by the mass in the nucleus are in the 
new directions. 

2) The photon forms a wave in a new two-dimensional plane. 
3) A medium always contracts the electric field of the photon in comparison 

to the vacuum. The reduction in the size of the electric field wave now formed by 
the photon reduces the wavelength of the photon in the medium. Therefore, the 
velocity of the photon reduces in the new medium. 
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Figure 7. Shows a photon traveling from the vacuum to a medium resulting in the change 
of direction of travel. As the photon exits to the vacuum, the plane of spin tilts again to 
return to its original direction. 

 
The phenomenon of Refraction discovers and proves the presence of a 

nucleus of the mass and the charge in a photon. 

5. Experiments 

When a photon reflects on a mirror, the rotating mass in the nucleus of the 
photon generates an inertial torque at the contact point of the mirror. This iner-
tial torque deviates the photon very slightly in all the three axes. The new equa-
tion of reflection for a photon is as under: 

i i d= +  
where “i” is the angle of incidence and “d” is the angle of deviation of the photon 
in an axis. 

This little deviation of the photons depends on the angle of incidence and the 
angle of polarisation of the photons. Generally, this deviation is tiny and below 
the noticeable limit. However, this little deviation on the reflection can be mul-
tiplied by the followings: 

a) By the second reflection of the deviated photons from a circular surface 
coated mirror. 

b) By reflecting a long chain of the photons. 
By repeating the constructive interference again and again, a long chain of the 

photon forms. When only the 1st photon at the beginning of the chain contacts 
and reflects on a mirror, the torque of all the spinning photons transfers to the 
contact point of the 1st photon with the mirror. Therefore, the angle of the devia-
tion of the whole chain of the photons multiplies in all the three axes. Figures 
8(a)-(c) shows the horizontal, inclined and the vertical chains of the photons for 
the reflection at the mirror. 
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Figure 8. The reflection of the long chain of the photons on a vertical mirror. Figure 8(a) shows a horizontal chain of the photons 
reflecting on a mirror. Figure 8(b) shows an inclined chain of the photons reflecting on a mirror. Figure 8(c) shows a vertical 
chain of the photons reflecting on a mirror. All the figures are not to scale. 

 
The most critical feature of any reflection experiment is the increase in the 

angle of deviation with the increase in the frequency of the photons under the 
same conditions. If the photons have zero mass, no inertial torque develops, and 
on reflection there is no deviation of the photons. 

The deviation of the photons on reflection and the increase in the angle of 
deviation with the higher frequency photons prove the presence of a mass 
located off-center in the photons. 

The following experiments prove and determine the mass, diameter & charge 
of the photons: 

5.1. Multiple Slits in Series Experiment 

- A set of a single and a double slit creates constructive interference of the two 
photons and join them side by side. A typical frame mounts several sets of 
such single & double slits in the series in perfect alignment with the facility to 
rotate all the slits together in 360˚ angles. 

- Every set of the slits doubles the number of the photons joined together side 
by side from 2 to 4, 4 to 8, 8 to 16, 16 to 32 and so on by the constructive in-
terference. 

- When the same frequency photons join side by side, the strong force due to 
the mass in the photons is applied, and the photons join to produce a long 
chain of the photons spinning together. 

- All the slits in the same vertical plane produce a horizontal chain of the spin-
ning photons. The chain of the spinning photons forms in a line perpendicu-
lar to the plane of all the slits. 

- As all the slits rotate, the angle of the chain of the spinning photons changes. 
With all the slits in the horizontal plane, the chain of photon forms in a ver-
tical line. 
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- A vertical plain surface coated mirror, in an inclined position, reflects the 
long chain of the spinning photons. A detector, installed at a distance, detects 
and records the position of the reflected chain of the photons and the 
changes in the angles of deviation in different directions. 

- The above set up determines the mass, the charge and the diameter of the 
photons of different frequencies. 

5.2. To Determine the Mass of the Photons 

- An inertial torque develops on reflection of a chain of the spinning photons 
by the rotating mass in each photon of the chain. Figure 8(a) and Figure 
8(b) show the chain of the spinning photons and the mirror. Only the first 
photon of the chain contacts the mirror and reflects along with the whole 
chain of the photons attached to the first photon. 

- All the photons transfer the torques generated to the first photon. The first 
photon at the contact point of the mirror turns, due to all the inertial torques 
from all the photons, to deviate on reflection in the different directions.  

- After the reflection, the angle of the whole chain of the spinning photons also 
changes in the different directions. 

- The angles of the deviation depend on the angle of the chain of the spinning 
photons at the contact point of the mirror. 

The following equations can calculate the mass of the photon: 
- The angle of deviation in X-direction: 

( ) ( ){ } ( ){ }

( ){ }

2 22

2

: sin sin 2 sin

sin

X kmf r D r D r

nD D r

θ θ θ

θ

Φ + + + +
+ + − + 



        (8) 

- The angle of deviation in Y-direction: 

( ) ( ){ } ( ){ }

( ){ }

2 22

2

: cos cos 2 cos

cos

Y kmf r D r D r

nD D r

θ θ θ

θ

Φ + + + +
+ + − + 



         (9) 

where: 
- k: a constant 
- θ: Polarisation angle of the photons 
- D: Diameter of the photon  
- n: Number of photons in the chain  

A set of data generates by varying the angle of the chain of the spinning pho-
tons and the angle of incidence on the mirror to calculate the mass of the pho-
ton. 

5.3. To Determine the Charge of the Photons 

- The multiple slits produce a long chain of the photons joined together side by 
side in any required number by the constructive interference. 

- All the photons are in the same phase in the chain of the spinning photons. 
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As all the photons are close enough, the magnetic fields of all the photons 
combine to form a single peak of the strong magnetic field. 

- A magnetic field detector detects and records the combined magnetic field. 
- The division of the combined magnetic field by the number of the photons 

calculates the strength of the magnetic field of a single photon which in turn 
calculates the charge of the photon using already known equations. 

5.4. To Determine the Diameter of a Photon 

- All the multiple slits in the horizontal plane form a long vertical chain of the 
spinning photons. Figure 7(c) shows a vertical chain of the photons with the 
mirror. 

- A detector can detect both the ends of the chain of the photon after reflection 
or directly without reflection. The distance between the first and the last 
photon divided by the number of the photons calculates the diameter of the 
photon. 

Note: The instruments with the required high precision are not available in 
the private laboratory of the author. 

6. Conclusions 

The essence of a photon/quantum particle is the presence of a nucleus of the 
mass and the charge, and the most critical feature is the off-center location 
of the nucleus in the particle. The intermediate interference decisively dis-
covers and proves the presence of only one nucleus of the mass located 
off-center in the photons. 

The nucleus of the mass and charge rotates around the center of the photon 
with the spin of the photon and continuously accelerates/decelerates in the dif-
ferent directions, and these accelerations of the mass in the nucleus generate the 
forces of varying magnitudes in the different directions. The continuously va-
rying forces in the different directions move a photon as a wave and explain 
the Wave-Particle Duality pending since the year 1801. Similarly, the regular 
accelerations/decelerations of the charge in the nucleus explain the formation of 
an electromagnetic wave by a photon/quantum particle. 

During reflection of a photon, the rotating mass in the photon creates inertial 
torque at the contact point of the mirror in different directions. These inertial 
forces deviate the photon a little in different directions after the reflection. The 
increase in the frequency of the photons increases the angles of deviation in the 
different directions. Higher the frequency, the higher is the inertial torque de-
veloped by the mass of the photons. The generation of the inertial torque, at the 
contact point of the mirror, proves the presence of a mass located off-center in 
the photons. 

All the quantum phenomena prove the presence of a nucleus of the mass and 
the charge located off-center in the photons/quantum particles as stated in the 
New Quantum Theory. The experiments using high precision instruments can 
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determine the mass, the charge and the diameter of the photons. 
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Abstract 

Based on mathematical foresight and beyond the mainstream inertial think-
ing pattern, the author believes that if neutrinos were really tachyons, the 
mystery of neutrinos might be solved. Fortunately, the space-like theory of 
special relativity reveals that there would exist an observable effect i.e. a 
“face-changing effect”, not oscillation, which was just related to the superlu-
minal motion. As long as the motion velocity of an electron anti-neutrino was 
greater than 2c v , where v was the instantaneous thermal motion velocity of 
its mother neutron at the time of β-decay, a corresponding electron neutrino 
formed from the face-changing would be observed on the journey. Therefore, 
a special and easy way to judge the physical nature of neutrinos may be sug-
gested the reactor neutrino experimental groups all over the world, in addi-
tion to the current studies involving the disappearance mode of eν , to add a 
new experimental search after eν  in the eν  current, to see whether a few 

eν  neutrinos would exceed the background counting. “Yes” result would re-
veal the neutrinos being tachyons, and “no” would be not. 
 

Keywords 

Special Relativity in Space-Like Region, Tachyon, Face-Changing Effect, 
Mother Neutron in β-Decay, Reactor Neutrino Experiments 

 

1. Introduction 

Neutrino oscillation has received the Nobel Prize for physics in 2015, but there 
are still mysteries of neutrino, especially after the neutrino oscillation has been 
confirmed, which would be still in very contradiction with the Standard Model 
(SM) of particle physics. That is because according to the historical works of 
Pontecorvo B. et al. to study neutrino oscillations firstly, neutrinos had been 
supposed to have nonzero rest mass [1]. Hence, the experimental confirmation 
of neutrino oscillation seems to have no doubt that neutrinos with different fla-
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vors do have different masses, although these masses may be tiny and not known 
so far. Moreover, the mainstream physical community believes that on May 31, 
2010, OPERO researchers observed firstly the candidate events of the muon 
neutrino transforming to tau neutrinos, which provided further evidence for the 
problem of neutrinos with nonzero rest mass [2]. Nevertheless the SM assumed 
that neutrinos are massless. As a result, an irreconcilable contradiction with SM 
was produced necessarily, making the mystery of the neutrino more difficult to 
understand. The historical footprint of solving this contradiction to get rid of the 
dilemma was: along the speculation and conjectural way of massive neutrinos, 
some ingenious ideas such as the concepts of Dirac mechanism, Majorana me-
chanism, Mikheyev-Smirnov-Wolfenstein effect (MSW effect), seesaw mechan-
ism, the possibility of sterile neutrinos, the Standard-Model Extension and Lo-
rentz-violating oscillations and so on, have been put forward in the past few 
decades. However, concerning above new concepts, the present author is very 
sorry to be sure that they do not bring us nearer to the true solution of the fun-
damental difficult problems, or in other words, none of the above theories are 
perfect enough to explain the true meaning of the neutrino puzzles. The trend is 
often unstoppable. The mainstream scientists of today’s physics believe firmly 
that the observations of neutrino oscillations are strong evidence in favor of 
massive neutrinos. On June 11th this year, the Karlsruhe Tritium Neutrino Expe-
riment (German acronym-KATRIN) [3] [4] [5], which will be going to measure 
neutrino mass, has officially started operation. Despite this trend, beyond the 
mainstream inertial thinking pattern, the author still holds that the whole way 
previous researchers in the big direction of thinking and approaching neutrino 
puzzles may be a hindrance. This is an issue that should be really worried about 
by us. 

Hegel (George Wilhelm Friedrich, 1770-1831) wrote: “Dialectics constitutes 
the soul that drives scientific progress. … Dialectics is the driving principle of all 
movements, all life and all undertakings in the real world. Similarly, dialectics is 
the soul of all true scientific understanding within the scope of knowledge.” (§81 
in Chinese translation < SYSTEM DER PHILOSOPHIE ERSTER TEIL. DIE 
LOGIK). Follow Hegel, in the understanding of any existing thing, it also con-
tains a negative understanding of that. The following questions will naturally be 
asked: are there three-generations of neutrinos in nature, which have different 
flavors but massless? Actually, the answer is yes: provided neutrinos being ta-
chyons, not only all of the results of previous studies about neutrinos and neu-
trino oscillations do not have to change, but also the main neutrino puzzle which 
is in contradiction with SM might be solved [6].  

In Section 2, a review of the main judgments in [6] is given, which positively 
pointed out that the tachyons may exist in nature, which would be neutrinos 
with different flavors but massless. In Section 3, based on the inferences in [6], 
some suggestions are made for those studies of weighing neutrinos. In Section 4, 
it can readily verify that the composition theorem of velocities is applicable to 

https://doi.org/10.4236/jmp.2018.912138
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tachyons, which ensures the Lorentz invariance of the superluminal motion. In 
Section 5, a special “face changing effect” would be revealed. That is, when the 
condition ( 2u c v′ >

  ) being satisfied, where u′  is the velocity of a tachyon in 
one used inertial frame ′Σ  which moving with a velocity v v c= <

  relative to 
another inertial frame Σ  in the negative direction, as a result, a corresponding 
anti-tachyon might be observed by observers in Σ . This space-like relativistic 
observable effect would give us a new <yes-no> measuring method to study the 
nature of neutrinos, which cost is low and the technology used has been mature. 
In Section 6, the author suggests those reactor neutrino experimental groups all 
over the world that, in addition to the current reactor experimental research 
concerning the disappearance mode of eν , to add a measurement to search after 

eν  in the eν  current, to see if a few eν  neutrinos in excess of the background 
might be detected. “Yes” result shows that the neutrinos would be tachyons, “no” 
would be not. Two remarks are given in Section 7. 

2. If Neutrinos Being Tachyons 

It is well known that Minkowski’s metric 2ds  [7] is as follows 

2 2 2 2 2 2

0 time-like
d d d d d 0 light-like

0 space-like
s c t x y z

>
= − − − = =
<

             (1) 

As long as to adhere the Lorentz invariance of Minkowski’s space-like metric 
( 2d 0s < ), if there exist tachyons in nature, they should be neutral point-like 
particles with lepton appearance, which are very much like our early under-
standing about neutrinos before. 

The relativistic energy-momentum relationships for a free bradyon, a photon 
and a free tachyon are as follows 

2 2
0

22 2 2

2
0

0
m c

p p p E c p
p

µ
µ




= = − = 
−



                (2) 

One may see that in space-like region there is no physical quantity “rest-mass” 
m0, but there is physical quantity “lowest limited momentum” p0 [8], which may 
be called the space-like physical quantity. According to Equation (2), the 
time-like representation of the space-like physical quantity 2

0p  may be indi-
cated by 2 2

0m c∗−  (or 0 0~p im c∗ ), which comes from 2 2 2 4
0 0p c m c∗= − . 

Based upon the probability expression of the neutrino oscillation derived in [8] 
[9] and [10], due to 

( )2 2 2 2 2 2 2 2
0 0 0 0 0 0m m m p p c p c∗ ∗

′ ′ ′ ′∆ = − = − = −∆ <
     

, 

where 
2 2 2
0 0 0 0p p p′ ′∆ = − >
  

. 

Using SI units, the probability of the neutrino oscillation ν ν ′→
 

 for ex-
tremely relativistic neutrinos E ≈ p  may also be described by means of fol-
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lowing function [6]: 

( )
2

2 2, ; sin 2 sin
4

p LcP L
E

ν ν ν ν θ ′
′ ′ ′

 ∆
→ ≠ =  

 


    



,         (3) 

where , ′
   are the flavor of neutrinos ( , ,e µ τ  neutrinos and their antineutri-

nos), 2
0L E p′ ′= ∆

 

 being the oscillation length. That is to say: neutrino os-
cillation ν ν ′→

 

 may be the conversion between massless neutrinos with dif-
ferent flavors expressed in different 0p ′



 ( : , ,e µ τ
 neutrinos and their an-

ti-neutrinos) during their flight journey. 
During the 70s-80s last century, several research teams used different experi-

mental methods to explore the rest mass of neutrinos, but had obtained some 
negative square values of masses [11] [12] [13] [14] [15]. The mainstream phys-
ics community at that time and up to date believed that some non-physics issues 
involved in. For example, Bornschein B. summarized the conditions for mea-
suring the mass of neutrinos by means of tritium beta decay in six decades and 
he attributed the unphysical reasons, systematic errors, some statistical fluctua-
tion and additional energy loss involved in those measuring results of the nega-
tive mass square of neutrinos [3]. 

In the light of [6], one should know that 2
0m−  makes physical sense now, 

which is just the time-like representation of a positive space-like physical quan-
tity 2 2

0p c . Actually those experimental researches in [11] [12] [13] [14] [15] 
had confirmed that the neutrinos being tachyons. 

In fact, on the basis of the experimental measurements in [11] [12] [13] [14], 
one had known that 

0 1.38 ~ 6.2 eVep c→ , 

from [15] we know 

0 0.126 MeVp cµ → . 

Of course, above experimental measurements are not the most accurate and 
the final results, but we must not forget their historical contributions. 

3. To Scientists Who Are Going to Weigh Neutrinos 

KATRIN will be going to weigh neutrino mass by means of an improved sensi-
tivity for 2

e
mν  from 2 22 eV 0.2 eVc c→ . It is designed to detect the beha-

viour of electrons and electronic anti-neutrinos that are emitted by ultra-pure 
molecular (gaseous) tritium source. The basic principle is to investigate the elec-
tron spectrum of tritium beta decay 

3 3
e eH H e ν+ −→ + + , 

that is to try to find the answer by observing following β decay: 

en p e ν→ + + . 

In this process, although the energy 
e

Eν  taken away by the electronic an-
ti-neutrino cannot be measured directly, but which might be deduced by the 
conservation of energy: 
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e n p eE E E Eν = − − . 

The electron and electronic anti-neutrino share only ( n pE E− = ) 18.6 keV 
between them. According to the conventional cognitive understanding, if the 
electron anti-neutrino is a massless particle, the high-energy “end point” of the 
electron energy spectrum should be 0 18.6 keVeE = . All of the scientists believe 
that the subtle changes near 0eE  contain important information about the na-
ture of neutrinos. However, there is a significant difference between KATRIN’s 
and the authors’ view. The negative neutrino mass square ( )2

0 0m <


 ( : , ,e µ τ
 

neutrinos or their anti-neutrinos) makes sense, the present author firmly be-
lieves that the results of those careful, precise, and unbiased measurements 
would certainly be one of the following results: 

( )
( )
( )

2 2 2
018.6 keV 0

18.6 keV 0

18.6 keV 0

n p e e

e n p e

n p e

E E m p c

E E E m

E E m

ν

ν

ν

> − = → < →
= − = → =

< − = → >

          (4) 

Because we only care about the “end point” of the spectrum, the high-energy 
“end point” 0 18.6 keVeE >  or “ 2 0em ν < ” ( 2 2 2

0evm p c− → ) might be the final 
answer, which does not exist in the preconceived idea of KATRIN, because 
KATRIN appreciates MAC-E filter with high resolution very much, that were 
used in the experiments at Mainz [11] and Troitsk [12] to try to get rid of the 
large negative values of 2

em ν  in small energy intervals (50 - 100 eV) below the 
endpoint 18.6 keV [3]. In the sketch Fig.6 of [3], Bornschein B. attributed a shift 
of the endpoint to 0 18.6 keVeE <  as a result of “an additional energy loss” that 
would be arbitrarily regarded as some physical cause to yield “a negative neutri-
no mass square”. In fact, according to Equation (4) one knows that if “ 0eE ” were 
less than 18.6 keV, without doubt, some “masses of electron anti-neutrinos” 
would be obtained. But unfortunately, they will artificially discard the real in-
formation about the nature of neutrinos. 

The author has already pointed that “the negative squared mass” were impor-
tant physical evidence for the neutrinos being as tachyons and sincerely hopes 
that all the scientists who are going to weigh neutrinos will not presuppose the 
ultimate goal, will respect all the pleasant or alternative experimental results in 
their future experiments, not deliberately reduce “the negative squared mass”. 
Hope is a good thing, but let it goes. Scholars should not be subjective, not be 
paranoid and not be stubborn, otherwise to make up a story may lose the game. 
This is historical experience and lessons. 

4. The Addition Theorem of Velocities for Tachyon 

If a tachyon is generated from its moving mother, without loss of generality, we 
must firstly study whether the movement of its mother will change the superlu-
minal characteristics of the tachyon. 

Let us consider two reference frames Σ  and ′Σ , assume that at time 

0 0 0t t′ = = , the reference axes of two systems coincide, the clocks in two frames 
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are synchronized, ′Σ  moving at a velocity v c= <v  relative to Σ  in the 
positive or negative direction of x axis. If a tachyon is emitted in ′Σ  (mother’s 
body) at a velocity ( )d du x t′ ′ ′=

  along the common positive or negative x(x’) 
direction from the common origin of Σ  and ′Σ , the Lorentz transformation is 

2 2

2

2 2

d dd
1

d dd
1

x v tx
v c

t v x ct
v c

′ ′± =
−

 ′ ′± = −

                      (5) 

Then, its velocity ( )d du x t=
  in Σ  is given by the addition theorem for 

velocities 

21
u vu
u v c
′ ±

=
′±

 .                      (6) 

For an addition of a velocity u′  (>c) and a velocity v  of ′Σ , Equation (8) 
would yield a velocity u  greater than c also, which may be proved easily as 
follows. Let us denoting u′  by 2u c w′=

 , where w c′ <
 , it turns 

2

2

2 2

2 2

1 1
1

c vu v cwu c
u v c c v w v

w c w v c

±′ ± ′= = = >
′ ′± ±±

′ ′±

 .             (7) 

That is, the composition theorem of velocities is applicable to tachyons, which 
ensures the Lorentz invariance of the superluminal motion. Consequently, if ta-
chyons were yielded in some reactions, they will keep their superluminal nature 
in their later motions. 

5. Face-Changing Effect 

According to special theory of relativity (SR) in space-like continuum, there exist 
an available “face-changing effect” in nature, which is related to the superlumin-
al motion and is also related to the existence of antimatter. 

The SR is an axiom system with formal logic. All the rational arguments of an 
axiom system may be inferred from its premises or so-called axioms with con-
sistence, independence as well as completeness by means of the formal logic 
method. Einstein’s SR in the current physical textbooks is just SR in the time-like 
region. “Time-like region” as a constraint, its equivalent representation is “ob-
jects with nonzero rest mass” or “the speed of objects is less than the speed of 
light in vacuum”, which is actually the third hypothesis hidden in Einstein’s SR. 
Hence, all efforts to use the SR in the time-like region to demonstrate the ab-
sence of the superluminal motion can only get a misunderstanding. Because the 
conclusion, i.e. “less than the speed of light in vacuum”, is early already con-
tained in the premises. Einstein adhered that superluminal speeds would be of 
“non-physicality” and his SR did not allow superluminal speeds at all [16]: 

The infinite contraction of objects moving at the speed of light and a clock 
runs infinitely slowly as it moves with the velocity of light (in Section 4 of [16] 
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and in [17] [18] [19] [20]); 
The infinite intensity that a light source would have for an observer ap-

proaching it at the speed of light (in Section 7 of [16]); 
The infinite amount of energy that would needed to accelerate an electron to 

the speed of light (in Section 10 of [16] and in [21]); 
Einstein developed a new argument against superluminal motion in [22] [23] 

[24] [25], which was that he used the addition theorem for velocities to show 
that a signal superluminal propagating from cause to effect in one rest frame of 
those two events would propagate from effect to cause in another frame moving 
relatively to the first. 

Other scholars followed the SR in time-like region did something similar, such 
as Tolman in 1917 [26] and Pauli in 1921 [27] supported Einstein’s reversed 
causality argument. 

The academic significance of their argument was the existence of 
2 21 1 v c−  factor reflected that there were no inertial systems of light speed 

and superluminal speed in nature. However, they should not assert that there is 
no superluminal motion in nature, because their discussions in time-like region 
can not cover the knowledge of space-like physics, which is an area that they 
have neglected to develop. Whatever, nobody tried to believe this point at that 
time. In the first decades of last century, the scientific community was not yet 
aware of the presence of anti-matter in nature, so that the scholars who followed 
the famous masters would rather believe some of the non-physical components 
implied in the Lorentz transformation and from which some inferences going 
beyond common sense might be derived certainly. 

Up to 1940’s Stückelberg and Feynman raised a view of positrons as nega-
tive-energy electrons traveling backwards in time [28] [29] [30] [31]. In 1962, 
Bilaniuk et al. argued that the superluminal particle would be traveling “back-
ward in time”, should carry negative energy and would act as the antiparticle of 
the original one [32]. However, after 1962, Physics Textbooks that contain only 
the time-like SR still teach that there is no superluminal motion in nature, for 
instance, see [33]-[38], except Weinberg, S. discussed “Temporal Order and An-
tiparticles” briefly in his book [39]. Nevertheless, the problem Bilaniuk et al. stu-
died in [32] is meaningful. Of course, their research that only considered time 
order and the sign of energy was not enough. 

Set two reference frames Σ  and ′Σ  like in Section 4, ′Σ  now moving at a 
velocity v v c= <

  relative to Σ  in the negative direction of x (x’) axis. If a 
tachyon would be emitted in ′Σ  (mother’s body) at a velocity ( )d du x t′ ′ ′=

  
along the common positive x (x’) direction from the common origin of Σ  and 
′Σ , under the same condition 2u v c′ > , let us check up that whether the symbols 

of the momentum, “(lepton) charge” and helicity seeing in Σ  are changed. 
We already know the following answers (a) and (b), merely with a focus on 

answers (c), (d) and (e). 
a) The time order 
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Under condition 2d dx t c v′ ′ > , the time order changes: 
2

2 2

d dd 0
1

t v x ct
v c

′ ′−
= <

−
.                       (8) 

b) The sign of energy 
Under 2E p c u v′ ′ ′= <  i.e. 2u c v′ > , the sign of energy changes: 

2 2
0

1

E vPE
v c

′ ′−
= <

−
.                       (9) 

c) The sign of velocity and the sign of momentum 
Under 2u v c′ > , i.e. ( ) 2d du E p c v′ ′ ′= > , the sign of velocity and the sign of 

momentum change: 

2

0
1

u vu
u v

c

′ −
= <

′ ⋅
−

 



 

 

2

2 2
0

1

dp vE c
dp

v c

−
= <

−



 .                   (10) 

Very obviously, p  in Σ  is equivalent to the opposite direction of p′  in 
′Σ , u  in Σ  is equivalent to the opposite direction of u′  in ′Σ . 
d) The sign of “(lepton) charge” 
Just similar to the composition of the electronic current-density four-vector, 

“(Lepton) current-density” four-vector is defined as Jµ  ( ,u i cρ ρ ), where ρ  
represents the abstract lepton charge in Σ  ( ρ′  in ′Σ ), u  is the current ve-
locity of “(lepton) charge” in Σ  ( u′  in ′Σ ). As 2u u c v′ ′= >

 , “(lepton) 
charge” ρ  changes sign. 

( )2

2 2

1
0

1

vu c

v c

ρ
ρ

′ ′−
= <

−
.                  (11) 

e) The sign of helicity 
If vector σ  denoting the spin of a neutrino-like lepton, its helicity is 

p
p
σ
σ
⋅

Η =
 

 

. 

As 2u c v′ > , the momentum p  changes sign, of course, the helicity H 
changes sign too, i.e. 

0p
p
σ
σ
⋅

Η = <
 

 

.                        (12) 

In [39], considering the existence of space-like metric, Weinberg S. wrote 
“One of the most striking features of the Lorentz transformation is that they do 
not leave invariant the order of events”, “There is only one known way out of 
this paradox”. Weinberg’s way would just be “the existence of antiparticles”. In 
this Section one may see that according to the Lorentz transformation of physi-
cal quantities, the time order, the sign of energy, the sign of velocity, the sign of 
momentum, the sign of “(lepton) charge” and the sign of helicity, all of them 
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become negative under the same condition 2u v c′ > , which means that the orig-
inal tachyon has really appeared in its corresponding anti-tachyon in front of the 
observers. It should be emphasized again that for anti-tachyon, p  in Σ  and 
u  in Σ  were only equivalent to moving in the opposite direction of p′  in 
′Σ  and u′  in ′Σ . This effect may be called “face-changing effect”, which is a 

space-like SR effect, should be experimentally observable. 

6. Suggestion 

Based on the studies in [6], one should know that the experimental confirmation 
of neutrino oscillation has provided two solutions: 

a) Which would demonstrate that neutrinos have masses, → how to explain 
the related frame-independent property of their helicity and chirality → no viola-
tion examples have been observed so far. In addition, the theoretical specula-
tions referring to Lorentz-violating, the violation of lepton number conservation, 
a tiny magnetic moments and so on, there are still not supported in experiments 
as yet [40] [41] [42], [42] even hopes for the future KATRIN experiments. → Is it 
necessary to think about that or the measurement accuracy is not enough? Or 
are there no such effects at all? 

b) If neutrino were tachyon with massless which would not only ensure the 
unshakable fact of neutrino oscillations and but dispel the contradiction between 
massive neutrinos and the SM also, → but which proposes an urgent and difficult 
task i.e. to determine the tachyonic nature of neutrinos by experiments as soon 
as possible. 

The author pointed in [8] that due to oscillation, it is impossible to measure 
the velocity of neutrino of a pure kind precisely by means of the classical “dis-
tance of flight/time of flight” measurement. In fact, the efforts of many experi-
menters in this way are very arduous, for instance see [43] [44]. Because of os-
cillations, such as electron neutrino ↔  muon neutrino oscillation, even if the 
measurements have results, we don’t know whose it is. Another proposal was 
put forward by the author in [6]: to test whether the energy-velocity relation is a 
monotonic decreasing function with increasing energies. But, due to the energy 
calibration being a hard job, it is still very difficult to perform. 

On the basis of Section 5 we know that as long as the velocity ( )d du x t′ ′ ′=  
of a tachyon in ′Σ  would be greater than 2c v , where ′Σ  moving at a velocity 
( )v v c<
  in the negative direction relative to Σ , there would exist one “face 

changing effect” related to this tachyon i.e. an anti-tachyon might be observed in 
Σ . This “face changing effect” provides a very important revelation: if neutrino 
were really superluminal particle, as long as its speed ( )d du x t′ ′ ′= , at which it 
were created in ′Σ  (its mother body), would be greater than 2c v , where v be-
ing the instantaneous motion velocity of its mother body relative to Σ  (the la-
boratory) in the negative direction, an anti-neutrino related original neutrino 
might be observed in Σ . Fortunately, nuclear beta decays in nuclear reactors 
offer us with a technically sophisticated, less difficult and less costly way to de-
termine the physical properties of neutrinos. There are two reasons: 
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1) Nuclear reactors are the major source of human-generated neutrinos. In a 
nuclear reactor the release energy is generated in the majority from the fission of 
four fissile isotopes 235U, 238U, 239Pu and 241Pu, then the resultant neutron-rich 
daughter nucleus rapidly undergo additional beta decays: each converting neu-
tron inside a daughter nucleus decays into a proton, an electron and releasing an 
electron anti-neutrino eν  

en p e ν→ + + . 

At the nuclear level the movement of decay neutron is associated with the 
mother nuclei ( ),A Z  where it resides, that is the following process: 

( ) ( ), , 1 eA Z A Z e ν→ + + + . 

The mother nucleus ( ),A Z  of the decay neutron is the desired inertial sys-
tem ′Σ . 

2) Each nuclear fission released 200 MeV of energy on average, most of energy 
remained in the reactor core as heat, and a small amount of energy is radiated 
away as electron anti-neutrinos radiation. Roughly speaking, for example, a 
nuclear reactor with a thermal power of 5000 MW, the total power produced 
from fission atoms is around 4800 MW, only 200 MW is radiated away as elec-
tron anti-neutrino radiation. Considering the thermal effect of the nuclear reac-
tor core and velocity distribution, the magnitude and orientation of the vibration 
velocity of the mother nucleus in the metal lattice would have a wide range, so 
that it also brings us hope. 

Hence, as a display of “face changing effect”, a few electron neutrino eν  
might be observed in Σ  (the laboratory) so long as the velocity of some elec-
tron anti-neutrino eν  being greater than 2c v , where v being the instantane-
ous thermal vibration velocity of its mother neutron in a beta decay with the 
speed of ( ),A Z . It should be noted that a) “face changing effect” of electron an-
ti-neutrino eν  is not neutrino oscillation e eν ν→  because 2 2 2

0 0 0ee e ep p p∆ = − = ; 
b) “face changing effect” would not be produced during a beta decay process, so 
that, this observing effect of space-like SR in Σ  (any earth laboratories) does 
not violate lepton charge conservation and is very different from the experimen-
tal approach envisaged by Goldhabers [41], their expected observed helicity 
would be related to the relative velocity between neutrinos and Σ , but Σ  
needs to be skillfully designed and selected by experimenters. This detectable 
diagnostic measurement is just to search after eν  in excess of the background 
counting in the eν  current. Only according to the measuring result, measured 
or not, there is or is not, this survey method offered by “face changing effect” 
mentioned above may be also called <yes-no> measurement. “Yes” result shows 
that the neutrinos are tachyons, “no” is not. 

The author suggests the reactor neutrino experimental groups such as Double 
Chooz, Daya Bay, KAM LAND, Braidwood, Diable Canyon, Krasnoyarsk, 
RENO and other reactor neutrino experimental groups all over the world, in ad-
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dition to the current reactor experimental research to the disappearance mode of 

eν , to add a measurement study of eν , to see if a few eν  neutrinos in excess of 
the background might be detected. Although it is well known that on average, a 
nuclear power plant may generate over 1023 electron antineutrinos per second 
and the threshold for measuring electron neutrinos is less than the threshold for 
measuring electron anti-neutrinos, but this search is still a very small probability 
event. 

By the way, according to the same physical reasons, in the solar neutrino cur-
rent, there might be electronic anti-neutrinos in excess of the background, but it 
is difficult to measure. On May 30, 2018, there is an important scientific pulse 
submit to arXiv: the MiniBooNE experiment at Fermilab for 15 years reports an 
excess of electron neutrino events [45] [46], its data are consistent in energy and 
magnitude with the excess of events reported by the Liquid Scintillator Neutrino 
Detector (LSND) in the 1990s, and has not yet found a reasonable 
non-oscillation explanation. The author believes that if there are atomic power 
plants within tens of thousands of square kilometers around, the face-changing 
effect might be responsible for the observed abnormality. 

Consequently, no need to measure the speed of eν  any more, it only needs to 
take patience and time, the outcome of this survey, whether it is positive or neg-
ative, is of great significance in physics. 

7. Remarks 

1) Mathematics does not lose its ability to foresee, especially for elementary 
mathematics. Historical experience is that the secrets revealed by elementary 
mathematics are often correct, no matter how much they seem to be unphysical 
according to our normal habit or even if we do not understand them at the mo-
ment. On the contrary, because of Heisenberg’s uncertainty, those conclusions 
that were derived from higher mathematics relating to the limit 0r → , or 
p →∞
 , would be not necessarily correct. And so, we should treat the predic-

tions from elementary mathematics in an equal manner, study them, verify them 
carefully, and should not reject some of them lightly. Otherwise, one false step 
will make a great difference and we may lose the decades of time. 

2) The emergence of modern physics is marked by the establishment of clas-
sical mechanics in the sixteenth century, less than 400 years ago. It is believed 
that we already have some excellent theories; however it was often the case that 
the reality about our so many assumptions, theoretical models, and “beyond” 
theories had often been short-lived, so that these transitional theories would just 
guide our understanding. Remember that in fact we are just beginning a long 
and exciting journey to explore the natural world including the universe, and the 
exploration will go from the first level to the second level, to the third level, …, 
and need to go deeper and deeper. So in the face of nature there are many things 
that need to learn; in the face of the preliminary knowledge we have today, there 
is much to be discarded, much to be modified. This process has no end. 
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Abstract 

An electromagnetic theory that links quantum and relativistic phenomena in 
a single context is built. Wave-particle duality is the experimental proof of 
their common origin. In this context, Quantum Mechanics and Special Rela-
tivity are two compatible synergistic theories. The developed theory shows 
the existence of superluminal effects that suggest an explanation to the entan-
glement between pairs of particles and photons. 
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1. Introduction 

The Bridge Theory (BT) is a quantised electromagnetic approach to electrody-
namics [1]. The theory is based on the proof of the conjecture [2] of the physical 
meaning of the transversal component of the Poynting vector in the dynamics of 
the interactions among pairs of charged particles. Starting from the BT, will ex-
tend in a self-consistent way the theory to Special Relativity, proving as the 
wave-particle duality principle is the experimental evidence that Quantum Me-
chanics and Special Relativity derive from a common quantum-relativistic phe-
nomenology [3]. In this context an explanation to superluminality and to quan-
tum entanglement is proposed. 

The theory is based on the lack of spherical symmetry in the electromagnetic 
emission of a dipole, which is localising in its neighbourhood an amount of 
energy and momentum at charge of the transversal component of the Poynting 
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vector of the Dipolar Electromagnetic Source (DEMS). The theoretical results 
concerning the localised energy and moment are in agreement with those of a 
photon. The BT provides two incertitude principles, one for observers inside the 
wave front of the DEMS, and one for observers placed outside the wave front in 
agreement with the Heisenberg’s one. Also the theoretical and numerical estima-
tions of the fine structure constant and consequently of the Planck constant, 
provided self-consistently from the theory, give results in agreement with the 
experimental one [4] [5]. 

To develop the outline of the theory it is assumed that the elementary particles 
in the lab system are already created in pair, each with a rest energy, whose ori-
gin and value are not now relevant for our purposes. 

Following the BT, the total energy and momentum of each interacting pair 
settle the wavelength of the corresponding DEMS, which is equivalent to an ex-
changed photon with an energy and a momentum defined by particles dynamics. 
Three fundamental statements based on the actual theory are: 

1) When a charged particle is moving in a medium, it produces with all the 
anti-particles with which it is in causal contact a spacetime distribution of 
DEMS; 

2) The value of action characterising the production of a DEMS is the Planck 
constant which is depending by the internal structure of the electromagnetic 
field; 

3) The DEMS is an electromagnetic source localising an energy and a mo-
mentum identical to those of the photon exchanged in the interaction between 
the pairs of particles forming the dipole; its wavelength is the synthesis of all the 
information about the dynamical state of the interacting particles. 

Spacetime Distribution of DEMS, Real Waves-Packet and  
Virtual Photons 

In order to observe a charged particle, according to the statement (I) we need 
that it interacts with at least another anti-particle producing a DEMS with a spe-
cific wavelength, this is equivalent to perform a measure of energy and momen-
tum on the particle. When a charged particle crosses a space filled of matter feels 
the electromagnetic fields originated by the other particles and it interacts with 
them producing a distribution of DEMS. The multi-interaction shares the energy 
and momentum carried by the particle in motion with the distribution of DEMS, 
each with a different wavelength, the overlap of the waves originates a localised 
electromagnetic waves-packet which motion describes the incoming particle in 
spacetime. 

The process producing a DEMS can be broken up into two phases: 
- the approach or Alpha phase (Α-phase), the interaction localises the energy 

and momentum of a photon inside the source zone; 
- the removal or Omega phase (Ω-phase), the initial source zone is destroyed 

and the products emerging go away from one another continuing to interact. 
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The wave emission occurs during both phases, only during the A-phase a part 
of the mechanical energy and momentum of the incoming charged particles is 
localised inside the source zone supplying the energy and momentum of the ex-
changed photon between the two interacting particles. Since in BT the Planck’s 
action is weakly varying with external constrains, only for free interactions 
among pairs of charges its value is perfectly equal to the that of the Planck’s con-
stant, so the presence of phenomena strictly depending on Planck’s action can be 
considered the evidence of the formation in spacetime of DEMS. If a DEMS is 
existing, a photon and an electromagnetic wave associated respectively to the 
transversal and radial components of the Poynting vector are coexisting in the 
same phenomenon. Following this idea, for a particle crossing a medium a dis-
tribution of DEMS in space realises a net of direct (photon exchange) and indi-
rect electromagnetic connections among different observers, producing a phe-
nomenology which agrees both with the quantum and waves behaviours. 

2. Formulation of a Quantum-Relativistic Principle 

When a DEMS is produced, an observer placed in the laboratory S sees a fraction 
of the energy and momentum carried by the interacting particles exchanged be-
tween the particle as a photon, the residual amounts of energy and momentum 
provide respectively the kinetic energy and the momentum of the centre of mass 
of the source in motion with respect to S. 

In order to characterise dynamically the interacting particles with respect to 
an observer S, we assign the initial energies and momenta (E1, P1) and (E2, P2). 
Before the beginning of the A-phase, the available total energy and momentum 
of the particles are given by 

1 2

1 2

E E E= +
 = +P P P

                          (1) 

Considering the interaction occurring with the energy and momentum (1) 
with respect to the observer S; let EΓ  and ΓP  be respectively energy and mo-
mentum of the exchanged photon, the conservation laws applied to the interact-
ing particles and to the DEMS produced require: 
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                          (2) 

where 0Δ  and c∆  are respectively energy and momentum not involved in 
the DEMS formation, associated to the transverse projection of the motion of 
the source when it is observed along the sight line of the observer placed in the 
lab frame S. 

To solve the Equation (2) we consider the length of the residual momentum 
not observed along the sight line 

2 2 2 2 22 cosc P c P c PP c θΓ Γ Γ∆ = − = + −P P             (3) 
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Considering the difference between the squared of the momentum (3) and the 
squared of the energy non-involved in the DEMS formation as defined in Equa-
tion (2), we obtain 

( ) ( )2 2 2 2 2
0 2 cosE E Pc E P cθΓ∆ − ∆ = − − −                (4) 

where θ is the angle between the total momentum P and the momentum ΓP  
associated to the photon emitted along the direction of the sight line of the ob-
server S. 

In order to define the value of the left side term of the Equation (4), we con-
sider initially the case of an observer S0 in the centre of mass (c.m.) of the DEMS 
during a head-to-head interaction. The energy and the momentum (1) of the 
particles are completely involved in the DEMS formation, so the residual energy 

0∆  and the transversal momentum c∆  for this observer must be both equal 
to zero. If during the production of the DEMS a migrating inertial observer 
moves along its sight line transiting trough the c.m. of the source, the total 
energy and momentum observed cannot change, so the changing in energy and 
momentum of the source emission is balanced by the energy and momentum of 
the relative motion between c.m. of the source and observer in such a way that 
the value of the left side term of the Equation (4) continue to be zero for all the 
inertial observers even if the residual energy and transversal momentum are not 
zero as in c.m. Therefore, for each inertial observer embedded in the electro-
magnetic field of a DEMS, the squared difference at left side of the Equation (4) 
equal to the rest energy of the interacting particles not involved in the DEMS 
production is zero: 

2 2
0Δ 0− ∆ = ,                           (5) 

using (5), the (4) can be solved with respect EΓ  obtaining: 

( )
2 2 2

2 cos
E P cE
E Pc θΓ

−
=

−
                      (6) 

able to measure along the direction defined by the observation angle θ  the 
energy EΓ  emitted by a DEMS in relative motion with respect the observer S. 

The Equation (6) is able to manage energy and momentum of the DEMS ob-
served in the frame S, its validity is general and introduces a fundamental prin-
ciple involving the energy-momentum invariance for whatever system observ-
er-source, independently from their relative inertial motion. Using the Equation 
(5) we propose the invariant 

( ) ( )2 2 2 0E E P P cΓ Γ− − − =                      (7) 

as a Quantum-Relativistic Principle (QRP). 

The QRP Applied to a Single Moving Particle 

By considering an observer S placed in a frame associated to one of two inte-
racting particles of a pair, for the effect of the relative motion the two particles 
can have symmetrically the roles of impinging particle and target. Let θ  be the 
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angle between the directions of the dipole moment ΓP  of the DEMS formed by 
the direct interaction and the momentum P of the trajectory of the impinging 
particle, according to the θ angle definition, if we place arbitrarily the observer 
in the frame S2 coinciding with the target particle, no energy and momentum 
can be associated to this observer because he cannot interact with himself, so 
assuming for example 1m  and 1β  respectively the observed mass and the 
dimensionless velocity of an impinging particle #1, from the Equation (1) we 
get 

2
1 1 1

1

c c m c
E E

 ≡ =


≡

P P β
                         (8) 

In the BT approach exist a correlation between the first interaction distance 
and the wavelength that will have the source. In fact, the instant when two par-
ticles begin to interact corresponds to the birth of the DEMS which starts to emit 
with null luminosity when the particles are at 3/2 of the minimal effective dis-
tance λ  that will be reached at the end of the A-phase. Following BT, the mi-
nimal effective distance defines the value of the characteristic wavelength of 
emission of the DEMS and is correlated with the instant in which the DEMS 
achieves the maximum luminosity. Since the delay time between the effective 
and the real positions of the impinging particle along its trajectory is always 
within the time interval delay0 t T≤ < , the ratio between the distance ( )delayR t  
of the two interacting particles at time delayt  and the minimal effective distance 
of interaction λ  is equal to: 

( )delay 1 cos
R t

ρ β θ
λ

= = + ,                   (9) 

which value is in the interval 1 2ρ≤ < . By using the Equation (8) and (9) we 
obtain the identity 

( ) 2
1cos 1Pc θ m cρ= −                     (10) 

from which using Equation (8) and (10), the Equation (4) for the QRP becomes 

( ) 2 2 2 2 4
1 1 1 12 1 0E E m c E m cρ βΓ    − − − − =                (11) 

Considering a head-to-head collision at very high energy with 0θ ≅  and 
1β ≅ , the Equation (9) converges to 2ρ =  and the DEMS is created with the 

maximum available energy 1E EΓ ≡  coinciding with that one of the impinging 
particle measured by the observer placed in the frame of the target #2. In these 
conditions the Equation (11) has solution 

2
1 1E E m cΓ ≡ =                          (12) 

i.e. when the interaction occurs at very high velocity the energy of the DEMS 
converges to all the available relativistic energy of the source, equivalent to the 
total energy of the impinging particle #1. 

For interactions with energies involved lower than the maximum value of the 
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available energy (12), the energy (6) is depending by the energy and momentum 
of the interacting particles. 

In order to define a characteristic invariant term characterising the available 
energy for the DEMS, we use the numerator of the Equation (6). 

Let 
2 2 2 2
1 1 1E P cε = −                         (13) 

be a non-null non-impulsive squared term associated to the energy of the im-
pinging particle #1, using the momentum of the Equation (8) and the solution 
(12), we define 

1
1 12

11
E ε

γ ε
β

= =
−

                       (14) 

where 1ε  is the rest energy involved in the DEMS production, measured in the 
c.m. of the interacting particle #1 and 1E  is the total energy of the DEMS 
equivalent to that of the particle #1 measured by the point of view of the observ-
er placed on a the target particle #2. Equation (14) is in agreement with the Spe-
cial Relativity. Using the Equation (8) and (14), the energy and momentum of 
the DEMS produced or equivalently the energy and momentum of the imping-
ing particle became 

1
1 1

1 1    
c

E

ε
γ

γ ε

 =

 =

P β
                        (15) 

Since the Equation (6) represent the electromagnetic energy of the DEMS 
produced during the interaction between the impinging particle and the observ-
er, the energy and momentum (15) are coinciding with the electromagnetic 
energy and momentum of a photon exchanged (statement (III)) between the two 
particles, which energy is characterised by a Doppler frequency due to the rela-
tive motion between source and observer. 

The Equation (12) proves that the energy EΓ  of the DEMS converges on the 
total electromagnetic energy E of the interacting particles showing that the pro-
duction of the DEMS is a physical process able to transform the rest energy ε  
of a particle in the electromagnetic energy of the DEMS. The result (15) is the 
proof that the DEMS process produces a typical relativistic result starting from a 
typical quantum result. Since the total energy (14) of the impinging particle re-
sulting from (13) can be positive or negative depending on whether we consider 
a particle or an antiparticle. The values of total energy inside the interval 

1 1Eε ε− < <  are forbidden because an excitation of the particle with an energy 
greater than 12ε  may excite a negative energy particle up into the positive 
energy states [6]. 

3. Wave-Matter Duality: Compton and de Broglie Waves 

Many authors have conjectured that the de Broglie wave describing a particle is a 
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real wave modulated by relativistic effects [7]. In agreement with the statement 
(III), using the Equations (6) and (15) to rewrite the electromagnetic energy and 
momentum exchanged between particle and observer 

2

2

1
2 1 cos

1 1

12 cos

E

P
c

ε β
γ

β θ

ε γβ β

θ
β

Γ

Γ

 −
= −


−

 =
−



                       (16) 

the first of the Equation (16) can be interpreted as a relativistic Doppler effect 
due to the relative motion of the source emitting from its c.m. an energy 2ε  
along the sight line of the observer [8]. The Equation (16) describes energy and 
momentum of the impinging particle as a real electromagnetic wave source, 
emitting along the specific sight line on which is placed the observer on the tar-
get. For symmetry, we can exchange the roles of impinging particle and observer. 
During their reciprocal interaction if the angle of interaction is inside the inter-
val 0 πθ< ≤ , and the particle moves with 1β  , frequency and wavelength of 
the exchange photon converge to the Compton values for an energy 2ε  that 
can be considered the non-relativistic approximation: 

2
2

c

c

h
hc

ν ε
λ ε
=

 =
                          (17) 

on the otherwise for a very high energy collision, the angle of interaction during 
the interaction could be considered close to zero in such a way that frequency 
and wavelength converge to the de Broglie values for the relativistic energy γε  

db

db

h
hc

ν γε
λ βγε

=
 =

                          (18) 

By considering the observer interacting with an impinging particle #1, let 
2

1 1 1m cε γ=  be the rest energy of the particle converted in electromagnetic 
energy and momentum (16), the correspondence between electromagnetic and 
mechanical values allows to consider a massive particle as an wave associated to 
de Broglie frequency and wavelength 

2
1 1 1

1 1 1 1 1

db

db

m c
h h
hc h

m c

γ ε
ν

λ
β γ ε β


= =


 = =


                       (19) 

in general, the Compton wave of a particle is a de Broglie wave in 
non-relativistic conditions. 

3.1. Observation of an Interacting Pair in the Lab 

From the symmetry of the observers placed in the frames S1 and S2, each of them 
measures reciprocally the energy of the respective impinging particle without 
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being able to measure their own rest energy. In fact, in order to make a measure 
of energy in these two frames, they need to create a local DEMS, but in each one 
of the frames S1 and S2 just a single charge is placed, so the observers cannot 
perform local measurements of their energy and momentum. 

By defining a lab-frame in which a polarisable neutral medium as ordinary 
matter or vacuum can interact, when an interaction between a pair of charges 
coinciding with the frames #1 and #2 occurs, the neutral medium reacts with the 
particles producing two independent DEMS: SS1, SS2. 

From the experimental point of view, in order to observe the collision of the 
two particles we cannot use directly the frames S1 and S2, because the DEMS S1S2  
and the symmetrical one, do not allow simultaneous measurements of energy 
and momentum of the two colliding particles. Instead, using the lab S we can 
measure energy and momentum of the c.m. of all the subjects involved in the 
collision. In fact, the lab is sensible to the total energy involved, so applying the 
Equation (16) to the interaction between the lab at rest and each of the two par-
ticles #1 and #2, we get for each particle involved in the interaction: 

 

  
j j j

j j
j j j

E
SS

c

γ ε

ε
γ

=



=


P β
                     (20) 

where jε  is the rest energy of each particle involved. The Lorentz factor and 
the relative velocity of the particles in Equation (20) are both referred to the 
same lab. 

3.2. Observation of a DEMS in the Lab 

To calculate in the lab S the total energy and momentum of the c.m. S0 of the 
DEMS produced by the two interacting particles, we must obtain the explicit ex-
pressions of the total rest energy and of the factors β and γ. By using the inva-
riant (13) and the Equation (1) and (20) for the two involved particles with rest 
energy and dimensionless velocity ( ),i iε β , is obtained the total rest energy: 

( ) ( )22 2 2 2
1 2 1 2 1 2 1 2 1 2 1 22 1 cosE E cε ε ε ε ε γ γ β β δ= + − + = + + −P P    (21) 

where δ  is the angle between the momenta P1 and P2 of the two colliding par-
ticles with respect to the lab-frame S. 

Since the c.m. S0 moves with respect S with a velocity β 

( )1 2 1 1 1 2 2 2

1 2 1 1 2 2

 c
E E

ε γ ε γ
ε γ ε γ

+ +
= =

+ +
P P β β

β .                  (22) 

To obtain γ, by using the total rest energy (21) we get: 

1 2 1 1 2 2E E ε γ ε γ
γ

ε ε
+ +

= = .                       (23) 

Using now the Equation (21) and (22) with the (23), energy and momentum 
of the c.m. of the DEMS produced during the interaction of the two particles 
with respect to the lab-frame, in agreement with the Equation (1) and (15) is 
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given by 

1 1 2 2

0 1 2
1 1 2 2

   
E

SS
c c c

γε ε γ ε γ
ε εε

γ γ γ

= ≡ +



= ≡ +
P β β β

.                 (24) 

In this case SS0 is a connection between lab-frame and c.m. of the DEMS S1S2, 
Equation (24) is equivalent to a pair of DEMS SS1 and SS2. 

3.3. Doppler Effect in the Lab-Frame 

The dynamical state of one interacting particle respect an observer is defined by 
the energy and momentum of the DEMS produced. Since the frame S0 associated 
to the c.m. of a DEMS is in motion with respect each observer in the universe, 
using the energy of the Equation (16) we define a characteristic wavelength 0λ  
connecting the c.m. of the DEMS with the observer. The wave at low energy 
corresponds to the Compton wavelength and at high energy is modulated by a 
Doppler factor due to the relative motion between the two frames S and S0: 

( )0 1 coscλ λ γ β θ= − ,                     (25) 

the wavelength of the c.m. (25) is a generalization of the Compton wavelength of 
the source for observers in relative motion respect the c.m. of the DEMS, prov-
ing as the impinging particle has a wave behaviour respect the observer [9] when 
the observer interact trough out the wave emitted by a DEMS produced in the 
lab, i.e. interacts indirectly, but has a particle behaviour as described in the Equ-
ation (20) when they interacts directly with the observer producing a DEMS. 

4. Application to the Compton Experiment Phenomenology 

A historical step in the birth of the Quantum Mechanics was done with the 
Compton experiment. In this paragraph is explained the Compton’s experiment 
without to use the usual approach. 

When a pair electron-positron interact with respect to the lab frame S at very 
low relative velocity 1 2 0β β≈ ≈  it follows 0β ≈  and 1γ ≈ , Equation (21) 
gives a rest energy 22 em cε ≈  coinciding with the total energy of the particles, 
i.e. the Compton and the de Broglie wavelengths have an identical value. Under 
these conditions the wavelength (25) of a photon emitted from the c.m. S0 of the 
DEMS toward an atomic electron is the Compton’s wavelength (17) of the in-
coming electron or positron in which the carried rest energy is all that of the 
pair. 

Now following the experimental procedure, we know that during a collision of 
an X-ray photon with an orbital electron of an atom of graphite, the photon 
could be bounced away only like massive particles can do. Following BT phe-
nomenology, when the photon with energy E and momentum P impinges on an 
electron at rest, the intense electric field existing in the neighbourhood of the 
atomic electron polarises locally the photon in a electron-positron virtual pair 
with a near zero kinetic energy. The pair can live only a short time during which 
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the atomic electron interacting with the virtual positron of the pair produces a 
new real DEMS which is observed in the lab-frame as a bounced photon with 
energy and momentum E E′ <  and P' P< . The residual virtual electron of 
the pair not directly involved in the DEMS production is scattered away with an 
amount of energy and momentum bigger than the energy of the atomic electron. 
The phenomenology above, describes a process in which two electrons exchange 
their role. In fact, the atomic electron and the virtual electron of the pair switch 
their physical identities. 

The wavelength of the photon bounced away and collected in the lab-frame S 
along a direction forming an angle θ with the beam axis, is different from the 
wavelength produced in the DEMS performed by the positron-electron interac-
tion during the X-electron scattering. In fact, the virtual positron interacting 
with the atomic electron of the graphite produces a low energy local DEMS in 
the layer, with a resulting wavelength equal to the Compton one, whereas in the 
lab-frame S, on the calorimeter are collected all the photons emitted by the 
DEMS with a de Broglie wavelength. Hence considering the X-electron scatter-
ing, when the polarised positrons interact with the atomic electrons the energy 
of the interaction is low enough to converge in the c.m. of the DEMS to the 
Compton wavelength of the positron. By using this local equivalence, we com-
bine the Compton and de Broglie wavelengths and frequencies obtaining in 
agreement with the formal result proposed by de la Peña and Cetto and Krack-
lauer the transformation 

c
db

db c

λ
λ

βγ
ν γν

 =

 =

                          (26) 

from the Compton wavelength and frequency in the frame of the c. m. to the de 
Broglie wavelength and frequency in the lab-frame [10] [11]. 

To analyse the emission of the DEMS produced in the graphite layer, i.e. the 
Doppler modulations (25) of the Compton wavelength cλ  of the scattered 
photons varying with respect to the collection angle θ, we use the S0 frame of the 
c.m. of the DEMS produced during the positron-electron interaction. Since ve-
locity and Compton wavelength are constant with respect to the variation of the 
angle, the differential of the Doppler wavelength (25) gives 

0d sin dcλ βγλ θ θ=                        (27) 

which describes in the frame S0 of the scattered photon the differential behaviour 
of the generalised Compton wavelength of the DEMS. Applying the transforma-
tion (26) to the Equation (27) in order to obtain the de Broglie wavelength varia-
tion in the frame S where the photons are collected 

d sin dcλ λ θ θ=                         (28) 

integrating on an arbitrary interval [λ, λ’] corresponding to an angular interval 
[0, θ] in which are collected the scattered photons. Using the Compton wave-
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length definition (17) where the rest energy (21) in terms of rest mass gives 
22 em cε =  Equation (28) becomes: 

( )1 cos
e

h
m c

λ λ θ′ − = −                     (29) 

fully in agreement with the experimental result. 

5. Electron-Positron Annihilation 

If we consider the lab-frame placed in the c.m. of the two impinging particles, in 
such a way that the observed energy along the sight line is half of the total energy 
(16) of the DEMS 

2
E γε
Γ =                              (30) 

the angle at which the DEMS is able to emit two photons with an energy equal to 
half of the total energy of the source produced is: 

2

1arcos 1θ
γ

= − .                         (31) 

Considering a low energy 1γ ≅ , the electron-positron annihilation occurs 
with a null total momentum and a total energy 22 em cε ≅ . 

In agreement with the Equation (31), we observe in the lab-frame the emis-
sion of two opposite photons at an angle of 90˚ respect the trajectory of the two 
colliding particles, each with a frequency coinciding with the Compton one  

2
em c
h

ν ≅ . 

In general, for 1γ >  the c.m. of the pair is moving away from the lab-frame 
with a speed cβ  and the photon emission occurs with two symmetric angles of 
scattering lower than 90˚ degrees. 

Using the principle of the time reversal we can consider a pair creation from a 
polarized source. In this case at low energy electrons can be created and succes-
sively annihilated producing two photons. 

6. The Cherenkov Limit Angle 

In order to define the emission angle in which a particle crossing a media S is 
seen to emit photons by an observer, according to the existence and positivity of 
the Doppler energy (16) we have: 

1cosθ
β

<                          (32) 

always verified in vacuum where the source can emit photons in any direction, 
whereas for observers embedded in a polarizable medium with a relative refrac-
tion index n > 1 Equation (32) gives for a crossing particle: 

1arcos
n

θ
β

≥                           (33) 
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describing the characteristic Cherenkov effect with a limit angle for the photon 
emission in a medium crossed by electrical particles moving at velocity greater 
then light in the medium. 

7. Deduction of the Lorentz-Einstein’s Transformations 

The use of the generalised Compton wavelength allows to deduce the Lo-
rentz-Einstein transformations, in fact, if a particle interacts in the lab-frame 
with many antiparticles each DEMS produced emits a wave. When the waves 
achieve the positions of two different observers, each wave allows to the observ-
ers to perform independent measures of energy and momentum of the same in-
teracting particle, each wave is associated to a measure of time and position of 
the same particle. Is fundamental to know how the measures are interconnected. 

We consider the c.m. S0 of a DEMS placed in a whatever lab in space. When 
two different observers receive the electromagnetic signal emitted by the same 
DEMS S0, the Compton wave is observed in two different places S and S’ with 
different wavelength for the Doppler effect (25) produced between the DEMS 
and each observer. 

Assuming arbitrarily the observer S to be at rest with respect S0 in such a way 
that the emission of the DEMS along the sight line connecting S0 to S  forms a 
null angle with respect the direction of observation, and the observer S’ to be in 
motion in such a way that the sight line connecting S0 to S’ forms a non null an-
gle with respect to the direction of emission connecting S0 and S, the measures of 
time and position of the event “emission from the c.m. S0 of the DEMS”, realized 
independently by the two observers S and S’ are connected by the generalized 
Compton wavelengths (25): 

0 0c c

x ct x ct a
λ λ λ λ

′ ′
= = = =                     (34) 

where 0a >  is equal for each observer. Using the Equation (25) and (34), we 
write two space and time transformations able to interconnect the measures of 
position and time of the two inertial observers S and S’: 

( )

2

cos  

cos

x x vt

xt t v
c

γ θ

γ θ

′ = −

  ′ = −  

 

                    (35) 

the transformations (35) agree with the generalized Lorentz-Einstein’s transfor-
mations, which in standard configuration ( 0θ = ) describe the observer S’ mov-
ing along the X-axis toward the observer S. 

In this context the derivation of the relativistic transformations (35) takes ori-
gin from a typical EM wave-connection between the DEMS and the observers. 
This result proves that the measures of space and time can be performed only if 
the two observers S and S’ are reached by the same wave signal emitted by a 
DEMS in S0. To do that is necessary each pair of observers are causally con-
nected with a same DEMS. In general if a particle moving in spacetime produc-
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ing a great number of DEMS, each in a different points P of space, each observer 
can be connected with all the points P of space by means of the own interaction 
with all the DEMS produced, i.e. the wavelengths of each DEMS realise a differ-
ent metric (34) for each pair of observers and empty spacetime is not a static 
primitive geometric notion, but a variable active consequence of the existence of 
infinite wave connections among observers. 

8. Information Transfer between Two or More Observers 

In Relativity a phenomenon of great relevance and mystery is the impossibility to 
define an inertial frame S’ with respect of which a system S0 in motion with re-
spect to the frame S has a relative velocity greater than c. Analysing this effect in 
the present context, considering a signal as an elementary information, is proved 
as the direct transferring of information violates the cause-effect principle, be-
cause occurs with a superluminal velocity. On the otherwise, when the transfer-
ring of information is produced indirectly by successive interactions involving 
two or more inertial observers, the velocity cannot exceed the speed of light. 

To prove that is considered the differentials of the Equation (34) for a motion 
between the observers S and S’ at speed component cosxv v θ± = : 

( )

2

d d d

dd d

x

x

x x v t

xt t v
c

γ

γ

′ = ±

 ′ = ± 
 

                       (36) 

Dividing the differential of space with the one of the time, Equations (36) give 
the usual relativistic sum of the velocity for an observer S0 in motion with speed 
component xu  along the X-axis in the frame S in relative motion with speed 
component xv  respect S’ 

2

d
d 1

x x
x

x x

u vxu u vt
c

′ ±′ = =
′ ±

                       (37) 

If the motion of S0 with speed xu  respect to S or the motion of S with speed 

xv  respect to S’ were to occur at infinite velocity, the relativistic sum of the ve-
locities (37) cannot be infinite but would give respectively 2

xc v  or 2
xc u , 

each value of which is a finite superluminal speed coinciding with the phase ve-
locity of the de Broglie’s wave observed in the frame S’ as it were emitted respec-
tively from a DEMS associated to the moving frames S and S0. 

8.1. Superluminal Communication between Two Interacting  
Observers 

In order to the previous consideration we take in to account a pair of charged 
particles placed in the frames S1 and S2. When two charged particles reach a re-
ciprocal distance of interaction equal to 3/2 of the wavelength of the source zone 
of the DEMS that will produced, the principle of cause-effect was been violated. 
In that instant the source zone starts to expand it localising inside the spherical 
crown of the source zone centred in the c.m. of the interacting pair, an amount 
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of energy and momentum greater than zero. The energy localised inside the 
source zone increases until the charges reach the minimum interaction distance 
compatible with their trajectories, this minimum value sets the final wavelength 
λ  of the DEMS equivalent to the exchanged photon. How does the source be-
fore that the phase A of the interaction ends, at know the minimum distance of 
interaction? During the DEMS formation, the progressive expansion of an ideal 
spherical surface from the initial diameter λ  and the final diameter 3 2λ  de-
limits the source zone. During the expansion, the diameter of the surface in-
creases with the angular phase ϕ  of the spinning of the field of the Poynting 
vector around the DEMS. Its expansion speed is expu c ϕ= , i.e. when at the be-
ginning the phase is 0ϕ =  the source zone starts to expand it with an infinite 
velocity decreasing rapidly with the phase value. After a time T/2 the source 
zone ends to expand it and the DEMS starts to emit as an ideal electromagnetic 
dipole. 

Considering the observer S1 placed on the particle #1 in motion with a relative 
velocity 12v , at 0ϕ =  using Equation (37) the observer S2 measures the veloci-
ty of propagation of the spherical front of the DEMS as 

2

exp 0
lim

1

x

x x

c v
cu v v

c
ϕ

ϕ

ϕ
→

+
′ = =

+
                      (38) 

coinciding with the speed of the de Broglie wave (19). In this sense the de Brog-
lie wave carries superluminally the information of the reciprocal interaction in a 
way such that each particle know the energy and momentum that will be ex-
changed before really the true interaction occurs. 

8.2. Subluminal Communication between Inertial Observers 

Considering the relative velocity ( ),0,0xu=u  of an observer placed in S0 with 
respect an observer S, the transformations (38) give the velocity of S0 with re-
spect the observer S’ when S and S’ are in relative motion along the X-axis at a 
velocity ( )cos ,0,0v θ=v . 

Since the position of S0 on the X-axis is settled by the coordinate 0x aλ=  on 
the lab-frame S at time 0t aT= , where wavelength and period characterise the 
wave signal emitted towards the observer S from the DEMS placed in S0. The 
Compton’s wave emitted from S0 is received in the frame S in a Doppler wave 
mode coinciding with a de Broglie’s wave, so to measure position and time of S0 
with respect S we apply the transformations (26) on the signal emitted from S0 
obtaining: 

0

0

x

x a

t a
c

λ
β γ
λ
γ

 =

 =

                          (39) 

Since S0 is in relative motion with respect the frame S at velocity xu , calcu-
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lating the speed component d dxu x t∗ =  of the DEMS in S0 with respect the ob-
server S, the Equation (39) gives 

2

x
x x

c cu
uβ

∗ = ≡                          (40) 

which is equal to the phase velocity of the de Broglie’s wave received in the 
frame S. 

Considering a particle #1 in relative motion respect the observer in the 
lab-frame S, the direct interaction produces a DEMS SS1 connecting the two sys-
tems with an electromagnetic signal propagating with superluminal velocity (40). 
Similarly occurs considering the direct interaction between the frames S and S’, 
the direct interaction connects the observers with a signal propagating with velocity 

2

cosx
x

c cv
vβ θ

∗ = ≡
′

                       (41) 

To obtain information about the velocity of a system S0 respect the frame S’ 
we use the Equation (39) obtaining 

* *

* *

22

cos
cos11

x x x
x

xx x

u v u vu u vu v
cc

θ
θ

+ +′ = =
++

                    (42) 

always lower than c. The Equation (40) and (42) prove that the observer S can 
measure for an incoming particle a velocity greater than c only when interacts 
directly with it, in this case the wave emitted toward S is a monochromatic 
Compton’s wave, received as a shifted Doppler wave due to the relative motion 
of the impinging particle in the frame. The wave measured by the observer is 
coinciding with the de Broglie’s wave of the impinging particle. For observations 
occurring in a frame S’ on which are collected in a unique wave-packet more 
waves, each emitted from a DEMS produced during the direct interaction of the 
particle with a different inertial observer, the velocity measured by the Equation 
(40) is equivalent at the group velocity of the wave-packet describing the particle, 
always lower than the light speed. 

8.3. Direct Entanglement 

By considering the case in which two particles are created in pair with a kinetic 
energy enough to escape each from the other, this is the act of formation of a 
primary DEMS in which the two particles vary their interaction distance with 
continuity increasing the wavelength due to the direct interaction and remaining 
entangled for ever with their direct connection. In fact, the DEMS has a de-
creasing wavelength in time but the Planck’s action of the corresponding ex-
changed photons remains with the same value. Each interaction involving one of 
the two particles in time, for the energy and momentum conservation laws of the 
DEMS, maintain the correlation in spacetime in such a way that any modifica-
tion of spin, energy and momentum occurring on one of the two particles, pro-
duces a simultaneous correlate modification in the twin particle, independently 
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from their effective distance. The modification is occurring at superluminal ve-
locity (40) and corresponds to an instantaneous revision of the direct interaction 
to maintain continuously unchanged the electromagnetic structure of the DEMS 
which for a free direct interaction has a constant coupling value α. 

9. Conclusion 

In order to reduce the number of models and theories required to describe ex-
haustively a phenomenon with manifold aspects, are ever necessary new power-
ful ideas. In this article an extension of the Bridge Theory is proposed to describe 
in a single self-consistent theoretical and phenomenological context the quan-
tum-relativistic behaviours appearing experimentally in the interactions among 
photons and charged particles. The present theoretical formulation proves that the 
wave-particle duality is the experimental evidence of a common origin of two 
much different behaviours of a charged particle, as the ones described by Quan-
tum Mechanics and by Special Relativity. The emerging theory shows that su-
perluminality and entanglement both have to do with the direct electromagnetic 
interaction of a pair of charged particles producing a DEMS. In fact, after the 
production of the dipole, the electromagnetic source continues to exist indepen-
dently by their effective distance achieved during their removal phase and inde-
pendently by the occasional external actions that could occur on one of the two 
particles forming the DEMS. Each action modifying the dynamic state of one of 
the two particles produces an instantaneous reaction on the dynamic state of the 
other to keep their coupling constant. In fact, for all free interactions, indepen-
dently of the dynamics of the two particles and their distances, the constant of 
fine structure is numerically invariant. 
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Abstract 

Based on a nonequilibrium statistical operator, it has been shown that the 
fundamental scalar field provides a natural representation of the repulsive in-
teraction that produces scattering in the system and thus motivates law of en-
tropy increasing. 
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The standard methods of the equilibrium statistical mechanics cannot be applied 
to the study of systems with long-range interactions because relevant thermody-
namic ensembles can be nonequivalent inasmuch as equilibrium states corres-
pond only to local entropy maxima [1] [2], in particular, since energy is 
not-additive, and cannot use the canonical ensemble to study the system with 
long-range interaction. Two types of approaches (statistical and thermodynamic) 
have been developed to determination the equilibrium states of such interacting 
system and describe possible phase transition. It is generally believed that mean 
field theory is exact for systems. Since in mean field theory any thermodynamically 
function depends on the thermodynamically variables only through the dimen-
sionless combinations and the system is thermodynamically stable but the ther-
modynamically limit does exist [3]. 

The purpose of this paper is to develop a new approach [4] [5] to the statistic-
al description of a system of interacting particles with regard for spatial inho-
mogeneity of the particle or the field distribution. In order to describe such 
structures, it is necessary to work out a method that would enable us to select the 
states with thermodynamically stable particle distributions [6]. The main idea is 
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to give a detailed treatment of an interacting system in terms of the principles of 
nonequilibrium statistical mechanics [7]. The representation of the partition 
function in terms of the functional integral over external fields makes it possible 
to employ the methods of the quantum field theory [8]-[15]. The extension to 
the complex plane provides a possibility to apply the saddle-point method to 
find the dominant contributions to the partition function and to obtain all the 
thermodynamical functions of the system. It allows selecting the system states 
associated both with homogeneous and inhomogeneous particle distributions. 

This method is based on the Hubbard-Stratonovich representation of the par-
tition function [16]. We employ the saddle-point approximation taking into ac-
count the conservation laws for the number of particles and energy and thus ob-
tain a nonlinear equation. The latter provides a statistical description in terms of 
mathematical physics and may be treated as a natural definition of the field va-
riables. In this way we can answer the question of how the fundamental scalar 
field appears in the field theory with the necessary condition, to consider the 
nature of this field and the spatial features of its behavior. The answer to this 
question should follow from the statistical nature of the interaction and the 
thermodynamic law of entropy increase. 

The phenomenological thermodynamics is based on the conservation laws for 
the average values of physical parameters, i.e., the number of particles, energy, 
and momentum. The statistical thermodynamics of nonequilibrium systems is 
also based on the conservation laws, but for the dynamical variables rather than 
their average values. It represents local conservation laws for the dynamical va-
riables. In order to determine the thermodynamical functions of a nonequili-
brium system, a representation of the relevant statistical ensembles is needed 
with allowance for the nonequilibrium states of the system. The concept of 
Gibbs ensemble can provide a description of nonequilibrium stationary states. In 
this case we can determine a nonequilibrium ensemble as a totality of systems 
contained under similar stationary external conditions. To determine a local 
equilibrium ensemble exactly, we have to find the distribution function or the 
statistical operator of the system [7]. We can assume that nonequilibrium states 
of the system can be written in terms of the spatial distribution energy ( )H r  
and the microscopic particle density ( ) ( )iin δ= −∑r r r . Then the statistical 
operator [7] of the local equilibrium distribution is given by: 

( ) ( ) ( ) ( )( ){ }exp dlQ D H nβ η= Γ − −∫ ∫ r r r r r            (1) 

The integration in this formula should be carried out over the whole phase 
space of the system. It should be noted that in the case of local equilibrium dis-
tributions the Lagrange multipliers ( )β r  and ( )η r  are functions of spatial 
points. The local equilibrium distributions may be introduced provided the re-
laxation time of the whole system is much longer than the relaxation time in any 
local macroscopic area contained in this system. The thermodynamic relation 
for interacting systems can be obtained under this condition. The variation of 
the statistical operator with respect to the Lagrange multipliers yields the 
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required thermodynamic relations as given by [7] 
( ) ( )ln l

l

Q Hδ
δβ

− = r
r

 and 

( ) ( )ln l
l

Q
n

δ
δη

= r
r

. These relations provide a natural general extension of the  

well-known relation for equilibrium systems to the case of non-equilibrium sys-
tems. 

In the general case, the Hamiltonian of a system of interacting particles can be 
written as 

( )
2

,

1
2 2

i
i j

i i ji

pH U
m

= +∑ ∑ rr                      (2) 

where ip  and im  is impulse and mass every particle and ( )i jU rr  deter-
mines the energy of the repulsive interaction. The energy density can present in 
the form: 

( ) ( )
( ) ( ) ( ) ( ) ( )

2 1 , d
2 2
p

H n U n n
m

′ ′ ′= + ∫
r

r r r r r r r
r

          (3) 

The nonequilibrium statistical operator of an interacting system is given by 

( ) ( )
( ) ( ) ( )

( ) ( ) ( ) ( )

2

exp d
2

1 , d d
2

l
p

Q D n
m

U n n

β η

β

  = Γ − −     
′ ′ ′− 


∫ ∫

∫

r
r r r r

r

r r r r r r r

           (4) 

where 
( )3

1 d d
2π

i i
i

D r pΓ = ∏


 for the integration over the phase space. 

In order to perform formal integration in the second term of this presentation, 
we introduce additional field variables within the context of the theory of Gaus-
sian integrals [8] [16] i.e., 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

2

2
1

exp , d d
2

exp , d d d
2

n n

D n

ν
β ω

ν
ψ β ω ψ ψ ν β ψ−

 
′ ′ ′− 

 
 

′ ′ ′= − − 
 

∫

∫ ∫ ∫

r r r r r r r

r r r r r r r r r r r

(5) 

where 
( )

d

det 2π ,

s
sD

ψ
ψ

βω
=

′

∏
r r

 and ( )1 ,ω− ′r r  is the inverse operator that  

satisfies the condition ( ) ( ) ( )1 , ,ω ω δ− ′ ′ ′′ ′′= −r r r r r r . Thus, the interaction 
energy is represented by the Green function for this operator and 2 1ν = ±  in 
accordance with the sign of the interaction of the potential energy. The intro-
duced field variable ( )ϕ r  contains information similar to the original distribu-
tion function, i.e., complete information concerning probable spatial states of 
the system. In this way introduced field which describe behavior of the distribu-
tion of the interacting particles. 

The statistical operator can be rewritten in the form given by 
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( ) ( )
( ) ( ) ( ) ( ) ( )

2

exp d
2l int
p

Q D D i n Q
m

ψ β η β ψ
   = Γ − − −      

∫ ∫ ∫
r

r r r r r r
r

  (6) 

where ( ) ( ) ( ) ( )11exp , d d
2intQ Uβ ψ ψ− ′ ′ ′= − 

 ∫ r r r r r r r  follows from the interaction 

in terms of the field variable. The latter general functional integral can be inte-
grated over the phase space. We substitute the definition expression for the den-
sity, then the nonequilibrium statistical operator reduces to 

( )
( ) ( ) ( ) ( )

2

3

1 d d exp
22π !

i
l i i i i i i int

i i

pQ D r p i Q
mN

ψ ξ β β ψ
   = − −  
   

∏∫ ∫


r r r r  (7) 

where ( ) ( )expξ η≡r r  is the chemical activity. Integration over all the mo-
ments reduces the real part of the non-equilibrium statistical operator to a sim-
ple expression [4] [9] given by 

( ) ( )
( ) ( ) ( )( )

3
2

3

2π
exp cos dl int

m
Q D Qψ ξ β ψ

β

  
   =          

∫ ∫


r
r r r r

r
      (8) 

For the general case of long-range interaction, e.g., Coulomb like or Newto-
nian gravitation interaction in continuum, the limiting inverse operator should 
be treated in the operator sense, i.e., ( ) ( )1 ,U L L δ−

′ ′′ ′= − = − −rr rr r r r . For the 
case of long-range interaction between particles, the non-equilibrium statistical 
operator can be written as 

( ) ( ) ( ) ( ) ( ) ( )( ){ }3exp cos dlQ D Lψ ψ ψ ξ β ψ−
′

 ′= + Λ  ∫ ∫ rrr r r r r r r    (9) 

where ( ) ( )
( )

1
2 2

2m
β 

Λ =   
 

 r
r

r
 is the thermal de-Broglie wavelength in each spatial  

point. In the general case, the non-equilibrium statistical operator is given by 

( ) ( ) ( )( ){ }exp , ,lQ D Sψ ψ ξ β= ∫ r r r               (10) 

with the effective non-equilibrium “local entropy” being described by the ex-
pression 

( ) ( ) ( ) ( ) ( ) ( )( )3 cos dS Lψ ψ ξ β ψ−
′

 ′= + Λ  ∫ rrr r r r r r r     (11) 

The statistical operator is suitable to apply the efficient methods developed in 
the quantum field theory without additional restrictions on either integration 
over the field variables or the perturbation theory. The functional  

( ) ( ) ( )( ), ,S rψ ξ βr r  depends on the field distribution, the chemical activity, 
and the inverse temperature. After that we can apply the saddle-point method to 
find the asymptotic value of the statistical operator lQ  as the number of par-
ticles N tends to infinity. The dominant contribution is given by the states that 
satisfy the extremum condition for the functional. It can be easily shown that the 
saddle-point equation represents the thermodynamic relation and can be 
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reduced to an equation for the field variable, 
( )

0Sδ
δψ

=
r

, the normalization 

condition 
( ) ( )dS Nδ

ξ
δξ

=∫ r r
r

, and the energy conservation law for the system 

( ) ( )dS Eδ
ξ

δβ
=∫ r r

r
. The solution of this equation completely determines all the  

thermodynamical functions and describes the general behavior of interacting 
systems with both spatially homogeneous and inhomogeneous particle distribu-
tions. The above set of equations in principle solves the many-particle problem 
in the thermodynamical limiting case. The spatially inhomogeneous solution of 
these equations corresponds to the distribution of interacting particles. It is very 
important to note that only this approach makes it possible to take into account 
the inhomogeneous distribution of the temperature that can depend on the spa-
tial distribution of particles in the system. 

From the normalization condition and definition ( )d Nρ =∫ r r  can intro-
duce some new variable which present the macroscopic density function 
( ) ( ) ( ) ( ) ( )( )3 cosρ ξ β ψ−≡ Λr r r r r . In the case without interaction ( ) 0ϕ =r  

for free particles, if write the chemical activity in terms of the chemical potential 
( ) ( ) ( )( )expξ µ β=r r r  from present definition can obtain the well-known re-

lation ( ) ( ) ( ) ( )3lnβ µ ρ= Λr r r r  that generalizes the relation of the equili-
brium statistical mechanics [17] [18]. The equation for energy conservation in 
this case can present in the new form: 

( )
( ) ( ) ( ) ( ) ( )( )( )1 3 d

2
r tg E

ρ
β ψ β ψ

β
− =∫

r
r r r r

r
          (12) 

Derivation of the energy-conservation equation over the volume yields a rela-
tion for the chemical potential, i.e., 

( )
( ) ( ) ( ) ( ) ( )( )( ) ( ) ( )1 3

2
E Vr tg
V N

ρ δ δ
β ψ β ψ µ ρ

β δ δ
− = =

r
r r r r r

r
    (13) 

hence the chemical potential is given by 

( ) ( ) ( ) ( ) ( ) ( )( )3 1 .
2 2

r tgµ β β ψ β ψ= −r r r r r          (14) 

This approach also provides the equation of state for the system within the  

context of the thermodynamic relation for pressure 
1 SP

V
δ

β δ
=  for the case of 

energy conservation. The local equation of state is now reduced to 

( ) ( ) ( ) ( ) ( ) 1
2

P β ρ µ β = − 
 

r r r r r                (15) 

In the case of an ideal gas ( ) 0ψ =r  we have 
3
2

µβ =  and obtain the usual 
equation of state Pβ ρ= . Thus the equation of state reproduces the equation of  

state of the ideal gas. The energy of the system is equal to 
3
2

E NkT= , this  
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formula is in accordance with the previous well-known results [18]. Within the 
context of the definition (15) we can conclude that, under the condition  

( ) ( ) 1
2

µ β <r r , there appears negative pressure ( ) 0P <r  that satisfies the  

necessary vacuum condition in the cosmology. It holds under the special condi-
tion ( ) ( ) ( ) ( )( ) 2r tgβ ψ β ψ <r r r , for constant temperature and for  

the total energy of the system 
1
2

E NkT< . This condition implies that the  

energy of each particle is lower than the thermal energy. In this special case the 
energy of the system is lower than the total thermal energy of particles, that is 
impossible. 

The possibility to apply the saddle-point method and thus to select the system 
states whose contributions in the partition function are dominant [6]. The solu-
tions obtained equations associated with the finite values of the functional may 
be regarded as thermodynamically stable particle and field distributions. On this 
solution we must determine the general relation between thermodynamic para-
meter and their spatial dependence. Thus the spatially inhomogeneous distribu-
tion of the fields can be unambiguously related to the spatially inhomogeneous 
particle distribution. In general approach all thermodynamic parameter i.e. 
(pressure, chemical potential, density) dependence from spatial point and de-
pendence one from other. Actually, this approach extends the average field ap-
proximation to involve into consideration spatially inhomogeneous field distribu-
tions. In our case the introduced field describes the nature of repulsive interac-
tion and can present the fundamental scalar field which correspond for the scat-
tering in the system. 

If introduce the new field variable ( ) ( )rϕ β ψ= r  and take into account the 
definition of the chemical potential (14) can rewrite the macroscopic density in 
the form given by 

( ) ( ) ( ) ( ) ( )3 1exp cos
2e tgρ ϕ ϕ ϕ−  ≡ Λ − 

 
r r r r r             (16) 

where the de-Broglie wavelength is renormalized, i.e., ( )
( )

1
2 2

.
2e

e
m
β 

Λ =   
 

r
r



 The 

local entropy in terms of the new variable after substitution obtained relation in 
(11) is given by 

( )
( )

( )
( )

( ) ( ) ( ) ( )3 1exp cos d
2eS L tg

r r

ϕ ϕ
ϕ ϕ ϕ

β β
−

′

 ′   = + Λ − 
   
∫ rr

r r
r r r r r   (17) 

For constant temperature and equal particles masses the local entropy in the 
mean-field approximation can be presented as 

( ) ( ) ( ) ( ) ( )31 1exp cos d
2eS L tgϕ ϕ ϕ ϕ ϕ

β
−

′
  ′= + Λ −  

  
∫ rrr r r r r r     (18) 
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Now the equation for the field variable can be rewritten as 

( ) ( )d
2 0

d
V

L
ϕ

ϕ β
ϕ′ ′ − =rr r                 (19) 

where the potential energy ( ) ( ) ( ) ( ) ( )3 1exp cos
2eV tgϕ ρ ϕ ϕ ϕ−  ≡ = Λ − 

 
r r r r  is  

a function of the field variable in the above form. This potential has a minimum 
for 3sin 2 2ϕ ϕ= − . For small values of ϕ  we have two different solutions 

0ϕ =  and 2 1ϕ = . For small ϕ  the effective potential is given by a very simple 
expression ( ) ( )21V ϕ ϕ= −  and the equation for the field variable reduces to 

( ) ( )2 2 0L ϕ βϕ′ ′ ′+ =rr r r . In the general case the potential energy of the field 
possesses oscillation character with decreasing amplitude. This fully relation 
with necessary condition of the cosmological model natural inflation was pro-
posed in article [19]. After that we can analyze the probable spatial solution for 
the field variable and the behavior of the field in the time. In order to provide 
this, the knowledge of particle interaction energy with relevant specifics is re-
quired. It is well-known from cosmology reasoning that galaxy scattering is as-
sociated with the fundamental scalar field. We have shown above that the repul-
sive statistical interaction can be described in terms of the field ( ) ( )rϕ β ψ= r . 
We suppose that the introduced fields are fundamental scalar fields responsible 
for the statistical motivation of the scattering of matter. From this assumption 
we can find the energy of interaction between two masses located in different 
spatial point. As follows from cosmology, two masses scatter with the velocity 

( )v H ′= −r r  where H is the Hubble constant and ′−r r  is the distance be-
tween them. The kinetic energy of the relative motion for each mass is given by 

( ) ( )22

2
m

T H ′= −
r

r r  and thus the energy of interaction between two masses lo-

cated in different spatial points is ( ) ( ) ( ) ( ) ( )2 22 2

2 2
m m

W H H
′

′ ′ ′− = − + −
r r

r r r r r r . 

For homogeneous distribution of masses, the last expression can be rewritten as 

( ) ( ) ( )22W m H′ ′− = −r r r r r . In terms of such interaction energy, the inverse 
operator is given by 

2

2 2

1 d
d

L
mH r′ =rr                         (20) 

Having determined the inverse operator, we can present the spatial depen-
dence of the fundamental scalar field as the solution of the equation 

( )2

2 2

d2 d 0.
dd

V
mH r

ϕϕ β
ϕ

− =                     (21) 

For small values of ϕ  the latter transforms to the equation 
2

2
2

d 0
d

mH
r
ϕ β ϕ+ =                        (22) 

that has a periodical solution ( )cos m Hrϕ β=  with the spatial period 

1
m Hβ

. For distances shorter than this value we can regard the fundamental  
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scalar field to be invariable. However, the fundamental scalar field can change in 
time. To describe the evolution of such fields, we can present a dynamical equa-
tion. 

In our case, however, this field motivates the repulsive interaction in the sys-
tem and the entropy increase. The behavior of the solution of the equation is 
similar to the behavior that follows from the usual equation for the scalar field 
and formation of a new-phase bubble of the fundamental scalar field. The 
present solution can describe the formation of a bubble of a new phase in the 
theory of inflation of the Universe [20] [21] [22], and the field variable intro-
duced plays the role of the fundamental scalar field and takes into account the 
repulsive interaction in the system under consideration. In the general presenta-
tion, formula (11) can describe the condition of new phase formation, the size of 
the bubble, and other parameters of the thermodynamical behavior of such sys-
tems. This non-equilibrium statistical description concerns only probable dilute 
structures of such systems, it does not describe metastable states and tells noth-
ing about the time scales in the dynamical theory. In this way, however, we can 
solve complicated problems of the statistical description of interacting systems. 
For this purpose we have to derive a dynamical equation for the field. In this 
sense we can use the Ginsburg-Landau equation for the fundamental scalar field 
in the standard form given by 

( )
( )

, t S
t

ϕ δ
γ
δϕ

∂
= −

∂
r

r
                     (23) 

where γ  is the dynamical viscosity coefficient [23]. In this case all the neces-
sary conditions satisfy the thermodynamic relation. We can suppose that the 
motivation of the Universe dynamics is associated with the entropy increase. 
The evolution in the non-equilibrium state is governed by the local entropy 
landscape and the morphological instabilities of the parameter. The dynamics of 
the system is dissipative, and it should result in the decrease of the local entropy. 
This solution obtained equation which gives the answer on the equation: what is 
motive scattering of the matter. Dynamic of formed Universe can be only dissip-
ative and for description of existence of Universe we must take into account its 
nonequilibrium conditions. 

Interacting particle systems are non-equilibrium a priory. Before relaxing to 
the thermodynamic equilibrium, isolated systems with long-range interactions 
are trapped in non-equilibrium quasi-stationary states whose lifetimes diverge as 
the number of particles increases. A theory was presented which allows us to 
quantitatively predict the instability threshold for spontaneous symmetry 
breaking for a class of d-dimensional systems [24]. Non-equilibrium stationary 
states of the systems were described in article [25] which concluded that 
three-dimensional systems do not evolve to thermodynamic equilibrium but are 
trapped in non-equilibrium quasi-stationary states. We propose an approach 
that provides a possibility to quantitatively predict the particle distribution in a 
system with special repulsive interaction. In this way we can solve the compli-
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cated problem of the statistical description of systems with special repulsive in-
teractions and introduce a new field variable that reduces this task to the solu-
tion of the cosmological problem. Moreover, this method may also be applied 
for the further development of physics of self-gravitating and similar systems 
that are not far from equilibrium. 
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Abstract 

The discovery of gravitational waves resulting from the merger of two mas-
sive black holes (GW150914) has revolutionized our view of merging com-
pact binaries. Recently, the Swope Supernova Survey of the optical counter-
part of a gravitational wave event in the NGC 4993 galaxy, GW170817, ema-
nating from the merger of two neutron stars, has triggered a lot of research 
work. Emphasis has been on comparing the existing theoretical models with 
the observational data, allowing for the prospect of an even more stringent 
test of general relativity. The afterglow of this event was observed in a wide 
range of wavelengths extending from radio waves to gamma rays. In this 
work, we first explore the evolutionary pathways of compact binary systems 
following the in-spiral, merger, and ring down sequence. We then proceed to 
discuss the processes leading to the production of gravitational waves and 
electromagnetic emission resulting from the merger of compact objects, par-
ticularly neutron star binaries and neutron star-black hole systems. We con-
struct a basic inventory of the energy released during the merger of compact 
binaries in all bands of the electromagnetic spectrum with emphasis on 
gamma-ray burst emission. The constraints on certain wavelength emissions, 
such as gamma-ray bursts, are discussed in terms of orbital dynamical insta-
bilities, energy transfer processes, and possible jet orientations with respect to 
the observer. Finally, we explore the futuristic perspective of the impact of 
gravitational waves detection on our understanding of the working of the un-
iverse. 
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1. Introduction 

Gravitational waves are ripples in the fabric of spacetime generated by accele-
rating masses. They are generated also by a change in the quadruple moment, 
which is produced only when there is an asymmetrical movement of mass. They 
propagate outward as a wave from their source with the speed of light, and 
transport energy as gravitational radiation. 

The possibility of the existence of gravitational waves (GW) was discussed in 
1893 by Oliver Heaviside evoking the analogy between the inverse square law in 
electromagnetism and gravitation [1]. In 1905, Henri Poincaré proposed their 
existence as being required by the Lorentz transformation, and suggested that, in 
analogy to accelerating electrical charge emitting electromagnetic waves, an ac-
celerating mass should generate GWs [2]. Subsequently, gravitational waves 
were predicted in 1916 by the general theory of relativity [3] [4]. 

Gravitational waves can provide deeper insight into important natural phe-
nomena in the universe. They can penetrate regions of space prohibited to elec-
tromagnetic radiation. Thus, they allow, for example, the observation of the 
merger of compact objects in remote galaxies billions of light years away. Gravi-
tational waves can also be used to probe the very early universe before the era of 
recombination when the universe was opaque to electromagnetic radiation. 
Primordial gravitational waves were predicted by the theory of inflation during 
the very early universe when spacetime experienced a short period faster than 
light expansion. However, this background signal is very weak to be observed by 
current instruments. 

An observer of a GW will discover that spacetime is distorted by the effect of 
strain. This effect will produce a rhythmic increase and decrease of distances 
between objects at the frequency of the wave, and its magnitude decreases in 
proportion to the inverse square law from the source. However, this effect when 
measured on Earth after propagating through astronomical distances is ex-
tremely small, having strains of the order 10−21. This strain is within the accuracy 
limit of the LIGO and Virgo instruments [5]. 

The first indirect evidence of the existence of GWs was discussed by Russell 
Alan Hulse and Joseph Hooton Taylor. They discovered the first binary pulsar in 
1974 [6]. The characteristics of the orbit can be inferred from the Doppler shift-
ing of radio signals generated by the pulsar. Accumulated data in 1979 showed a 
gradual decay of the orbital period fitting precisely the expected loss of energy 
and angular momentum as predicted by the general theory of relativity. 

In the first part of this work, we introduce the theoretical framework charac-
terizing gravitational waves produced by the merger of compact binaries. In the 
second part, we proceed to discuss evolutionary pathways leading to the forma-
tion of compact binaries. In the third part, the processes and constrains involved 
in the merger of compact binaries are discussed. In the fourth part, the methods 
of detection of gravitational waves are introduced. This is followed by describing 
real merger events of black hole binaries and neutron star binary systems. In the 
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last part of this paper we explore the futuristic perspective of gravitational waves 
and their impact on new horizons in astrophysics. 

2. Parameters Characterizing Gravitational Waves 

In this section we introduce some parameters describing the behavior of gravita-
tional waves generated by the merger of compact binaries. These parameters will 
be helpful in shedding light on the nature of the processes leading to the merger 
of compact binaries. Let us first consider the merger of NS-NS binaries at a se-
paration of “a”. External perturbation may cause the decay of their orbits, until 
they merge, at a rate of d d GWa t a τ= − , where GWτ  is the gravitational mer-
ger timescale. For circular binary orbit decay, and assuming both NS can be ap-
proximated as point masses, the gravitational merger timescale is given by [7]: 

( )
5 4 5 4

3 2 3 3
1

5 5
64 64 1GW

c a c a
G M G q q M

τ
µ

= =
+

                (1) 

Employing geometrized units ( 1G c= = ), the above equation can be written 
as: 

( )
4 3

18 1

1

1.42.2 10 1GW
Maq q

R M
τ −−    

= × +    
   

☉

☉
             (2) 

In the above equations M1 and M2 are the individual NS masses, M is the 
combined total mass ( 1 2M M M= + ), 1 2M M Mµ =  is the reduced mass, and 
q = M2/M1 is the binary mass ratio, c is the velocity of light, G is the gravitational 
constant, and M☉  and R☉  are the solar mass and the solar radius, respectively. 
For an elliptical orbit, GWτ  is shorter, and the eccentricity is gradually reduced 
by the emission of gravitational waves, until circularization is achieved as they 
decay. The merger lifetime can be obtained by integration as 4merger GWτ τ= . 
The luminosity of the emitted gravitational waves by NS binary systems is given 
by [7]: 

( )

( )

2 22 3
1 2 1 2

5 5

5
32 2 1

5

32 32
5 5

15.34 10 1 erg s
1.4

GW
M M M MML

a a

M Rq q
aM

µ +
= =

 
= × +  

 
☉

☉

            (3) 

At the end of the binary lifetime, the distance between its components shrinks 
to within a few NS radii, and the luminosity increases enormously, as predicted 
by the above equation, approaching the luminosity of all visible matter in the 
universe ( )5310 erg s≈ . 

The strain amplitude h observed face-on at a distance D from the source can 
be approximated by [7]: 

12 1
31 2 14 5.53 10

1.4 100 km 100 pc

M M M a Dh q
a MMD

−−
−

    
= = ×           ☉

     (4) 

LIGO and Virgo instruments are sensitive enough to observe strain ampli-
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tudes of the order 10−21. The corresponding gravitational wave characteristic 
frequency is given by: 

( )
1 2 3 2

1 2312 194 Hz
π 2.8 100 kmGW orb M

M af f M a
−

   
= = =    

  ☉
      (5) 

Again, the frequency increases appreciably as the distance between the NS bi-
nary shrinks to a few NS radii. Gravitational waves are expected to have a wide 
range of frequencies: 16 410 Hz 10 Hzf− < <  [8]. 

An interesting measurement that can be achieved with direct GW observa-
tions, is the orbital decay rate, with the period evolving according to the relation: 

( )5 3d 192π
d 5 C
T M
t

ω= −                   (6) 

where ω  is the angular frequency, and MC is the chirp mass given by [7] [9]: 

( )
( )

3 5 3 53
1 23 5 2 5 8 3 11 3

1 5
1 2

5 π
96C

M M cM M f f
GM M

µ − − = = =   +
        (7) 

This is a parameter that can be determined readily from GW observations. 

3. Evolutionary Pathways for Compact Binary Formation 

Merger of neutron stars or neutron star-black whole (BH) systems, with merger 
timescales smaller than the Hubble time, are typically formed via similar evolu-
tionary pathways in stellar-field galaxy populations [10]. Several scenarios were 
proposed for the formation of compact binaries. In one scenario, the standard 
channel for NS-NS or BH-NS merging binaries is that the first-born compact 
object passes through a common envelope (CE) phase. Other models have also 
been proposed. One of these models assumes that the progenitor binary stars 
have nearly equal mass, and that they evolve off the main sequence and enter a 
CE phase prior to either undergoing a supernova [11] [12]. Simulation of this 
latter process shows that NS-NS systems could be formed by twin giant stars 
with core masses 0.15M≥ ☉ . The standard pathway assumes a high-mass pro-
genitor binary with both stars having a mass in the range 8 -10M M≥ ☉  to en-
sure the burst of a pair of supernovae [11] [12]. In this system, the most massive 
star evolves over just a few million years before leaving the main sequence. It 
then passes through a giant phase and undergoes a Type Ib, Ic, or II supernova 
producing what will become the heavier compact object: a BH in BH-NS systems, 
or the most massive NS in NS-NS systems. Subsequently, the secondary star 
leaves the main sequence and enters a CE phase as it evolves to the giant phase, 
overflowing its Roche lobe [7]. The binary separation then shrinks dramatically 
as a result of dynamical friction until sufficient energy is produced to expel the 
envelope. This is an important step to keep the binary compact objects close 
enough through the emission of the gravitational waves within the Hubble time. 
In this scenario, the exposed helium-rich core of the secondary star undergoes a 
supernova with the consequence of either unbinding the system or producing a 
tight binary. The outcome of this process depends on the magnitude and orien-
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tation of the supernova kick. 
The implications of the above scenarios: 

- Accretion of matter by a NS has a limit beyond which accretion-induced col-
lapse may take place [11]. In fact, the CE efficiency as determined by the 
range of binary separation and the mass of the primary compact object fol-
lowing the accretion phase, is very poorly constrained [9] [13] [14] [15]. 

- The relation between the initial star mass and the final compact object mass 
is fairly understood. However, uncertainties may arise from poor knowledge 
of the metallicity, which is a crucial factor when considering the effect of 
mass loss in stellar winds [16] [17]. 

- The fate of the system after the merger is determined by the maximum mass 
of the newly formed NS. It either undergoes accretion-induced collapse to a 
BH or survives as a NS. At present, a maximum mass of 1.97 0.04M± ☉  was 
obtained for a NS by the Shapiro time delay measurements [18]. GW obser-
vations may provide further constrains [19] [20] [21]. Supernova remnants 
may indicate whether the NS has a classic hadronic composition or instead 
consists of some form of strange quark matter or other particle condensates 
[22] [23] [24] [25]. On the other hand, the supernova kick velocity distribu-
tion is not fully understood. This is an important issue that determines 
whether the system becomes unbound or remains bound after the second ex-
plosion [23] [24] [25] [26]. Figure 1 summarizes the various scenarios of the 
evolutionary pathways for binary compact object formation. 

Many population synthesis models have been proposed to understand binary 
system evolution in our Milky Way Galaxy. Assumptions about the CE evolution, 
the supernova kick distribution, and other parameters have been advanced. In 
certain models, population synthesis is normalized by estimating the star forma-
tion history in the Milky Way Galaxy [27] [28]. Other works involve the choice 
of the best judged parameters capable of reproducing the observed Galactic bi-
nary pulsar sample [29] [30]. 

A quantity of interest is the number of BH-NS and NS-NS mergers. Interfe-
rometric detection has a high sensitivity to the chirp mass MC (see Equation (7)), 
and to the binary mass ratio q [31] [32] [33] [34]. If the signal to noise ratio is 
sufficiently high, it is possible to determine whether the primary’s mass exceeds 
the maximum mass of a NS, even for frequencies outside the range of the LIGO 
band [7]. 

4. Merger of Compact Stars Binaries 

The merger of compact binaries follows roughly three phases: in-spiral, merger, 
and ring down. Each of these phases constitutes a set of challenges for numerical 
modeling and detection. 

The quazi-equilibrium (QE) formalism describes accurately the binary 
in-spiral phase, up until the point where the gravitational radiation timescale 
becomes comparable to the dynamical timescale. When the binary separation  
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Figure 1. Evolutionary pathways of compact binaries formation. 

 
shrinks to a few radii of the two NSs, the binary system becomes rapidly unstable. 
Dynamical instability causes the neutron stars to plunge and enter the merger 
phase. This is a complicated hydrodynamic phase that requires full GR simula-
tions to be fully understood. Simulations show that if the NSs are of equal mass, 
the merger resembles a slow collision. On the other hand, if the primary is sub-
stantially more massive, then the secondary will be tidally disrupted during the 
plunge phase and will accrete onto the primary. Prior to merging, the NSs are 
most likely irrotational, leading to a substantial velocity discontinuity at the sur-
face of contact and giving rise to a rapid production of vortices [7]. Meanwhile, a 
disk will form around the central remnant from the material that escapes from 
the outer Lagrange points of the system. Numerical simulation predicts that this 
phase produces the maximum GW amplitude. Gravitational waves during mer-
ger provide important information about the NS equation of state (EOS); in par-
ticular, it provides information about the gravitational wave frequency forb at 
which the binary orbit becomes unstable (see Equation (5)). The merger may 
generate the thermal energy necessary to power the short-lived gamma-ray 
bursts (sGRB). This occurs when neutrinos and antineutrinos produced by the 
shock-heated material enter an annihilation phase around the remnant, produc-
ing high-energy gamma-ray photons. 

In the ring-down phase, the system is finally settled in a dynamically stable 
configuration. The GW signal depends in this case on the remnant’s mass and 
rotational profile. If the remnant is massive enough, it becomes gravitationally 
unstable, and it collapses to form a spinning BH. Alternatively, three possible 
scenarios are expected, depending on the total mass of the remnant [7]: 
- If the remnant mass is less than the maximum mass of an isolated (Miso) 

nonrotating NS, then it will survive and become stable forever. 
- A supermassive remnant with a mass exceeding the isolated stationary mass 

limit, but below that allowed for a uniformly rotating NS (typically 
1.2 isoM≤ , and assuming weak dependence on the ESO), may become unsta-

ble [35] [36] [37]. Supermassive remnants are usually stable against gravita-
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tional collapse, unless angular momentum losses drive the angular velocity 
below the allowed value for stability. Angular momentum losses may origi-
nate from pulsar-type emission or magnetic coupling to the outer disk. 

- A remnant entering the hypermassive regime, may be supported by a rapid 
differential rotation. Hypermassive NS remnants (HMNR) may have signifi-
cantly larger masses, depending on the EOS, and will survive for a timescale 
much larger than the dynamical time, exhibiting a wide range of oscillation 
modes [38] [39] [40] [41] [42]. Eventually, differential rotation decreases 
gradually due to some combination of radiation reaction and magnetic visc-
ous dissipation resulting in a collapse of the HMNS to a spinning black hole. 
The energy released from the collapse to HMNS may cause a delay in the 
sGRB, and the peak of the GW emission, powered by the collapse of the 
HMNS into a BH, occurs only at a later time. The discrepancy in the time of 
arrival between the GW and the sGRB was observed for the first NS-NS 
merger detected by LIGO (see sec. 7.2.3). 

Calculations have shown the possible formation of gravitationally-bound 
thick disks of material around the remnants. These types of disks are expected to 
heat-up appreciably, possibly yielding electromagnetic emission. However, these 
disks are not GW emitters, because of their relatively axisymmetric configura-
tion and their inherently low densities. Under certain circumstances, a gravita-
tional unbound outflow from mergers may occur. This outflow may be the site 
of exotic nuclear reactions produced by the r-process and leading to the forma-
tion of heavy elements. 

5. Merger of Black Hole-Neutron Star Binaries 

In-spiral of BH-NS system can also be described by post-Newtonian (PN) ex-
pansion, up until shortly before merger [7]. However, the parameter space is 
profoundly different from the NS-NS case. In the first place, a BH is heavier than 
a NS, and consequently the dynamics can follow a different pathway. Further-
more, BHs may be spinning rapidly, and the spin-orbit coupling can play a deci-
sive role in the orbital dynamics of the binary giving rise to a larger number of 
oscillation modes in the GW signal [43] [44]. The larger mass of BH-NS binaries 
implies that instability occurs at a lower GW frequency (see Equation (5)). The 
instability of BH-NS binary systems is determined primarily by the binary mass 
ratio, NS compactness, and to a lesser extent by the BH spin [45]. Generally, the 
binding energy assumes its lowest value as the radius increases. For systems with 
high BH masses and/or more compact NS, the system is driven to dynamical or-
bital instability that occurs near the classical innermost stable circular orbit. In 
this case, the NS plunges toward the BH before the onset of tidal disruption, and 
the NS is typically swallowed as one piece by the BH with no material left behind 
to form a disk [7]. The GW emission from such systems is severely reduced after 
the merger event, leaving only a low-amplitude, rapidly decaying ringdown sig-
nal [46]. 

https://doi.org/10.4236/jmp.2018.912141


S. Al Dallal, W. J. Azzam 
 

 

DOI: 10.4236/jmp.2018.912141 2240 Journal of Modern Physics 

 

An interesting case to consider occurs when the NS and the BH have a mass 
ratio close to unity, the NS is less compact, and the BH has a prograde spin di-
rection. In this case, the NS will reach the mass-shedding limit prior to dynami-
cal instability, leading to its tidal disruption. The in-spiral is immune to angular 
momentum transfer via mass-shedding, and has never been seen in full or even 
approximate GR calculations [47]. However, unstable mass transfer may lead to 
the formation of a substantial disk around the BH. In this process, the NS matter 
is accreted promptly by the BH [45]. 

6. Detection of Gravitational Waves 

In the late 1950s, the scientific community was focused on whether GWs could 
transmit energy. Richard Feynman settled this question by a thought experiment 
known as the “sticky bead argument”, presented during the First Gravitational 
Relativity Conference at Chapel Hill in 1957. In this argument, he noted that the 
effect of passing a GW on a rod with beads would be to move the beads along 
the rod, and consequently heat is generated, implying that GWs produce work. 
The Chapel Hill Conference inspired Joseph Weber to start designing and 
building a GW detector, known as the Weber bar, which is a large solid bar iso-
lated from environmental vibrations. During the period 1969-1970, he claimed 
detecting gravitational waves emanating from the Galactic Center. However, the 
rate of this detection raised doubts on the validity of his observations, as this 
would drain our galaxy of energy at a time scale shorter than its inferred age. 
These doubts were further confirmed by other research groups. By the late 1970s, 
there was a general consensus that Weber’s observations were spurious. 

Modern GW detectors employ interferometry to achieve the required detec-
tion sensitivity. The most sensitive detectors using this scheme are the LIGO in-
struments at Hanford and Livingstone, and the Virgo instrument in Italy. These 
instruments are sensitive to strains of the order h = 10−21. One of the most 
promising future GW detection instruments is under development at Chongqing 
University. It is planned to detect high frequency gravitational waves with typi-
cal parameters: f = 100 GHz and h = 10−31 to 10−32 [48]. 

The LIGO and Virgo detectors are modified Michelson interferometers. GW 
strain is measured as the difference in length between its orthogonal arms. Each 
arm has two mirrors at its ends and is 4 km in length. A passing GW alters the 
arm length ( L∆ ) in the x and y directions, such that, L hL∆ = , where h is the 
GW strain amplitude. This change in length produces a phase difference be-
tween the two laser beams passing through the beam splitter, and thus transmits 
an optical signal proportional to the GW strain to the output detector. To 
achieve the required sensitivity, each arm contains a resonant optical cavity 
formed by two test mass mirrors, which multiplies the effect of the GW on the 
light phase by a factor of 300 [49]. Additional resonant buildup of the laser light 
in the interferometer is achieved by placing a partially transmitting pow-
er-recycling mirror at the input [50]. Thus, the 20 W of laser input is increased 
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to 700 W incident on the laser beam splitter, which is further increased to 100 
kW that circulates in each arm cavity. Furthermore, the GW signal is optimized 
by placing a partially transmitting signal-recycling mirror at the output. This al-
lows the extraction of the signal by broadening the bandwidth of the arm cavities 
[51] [52]. Figure 2 illustrates the modified Michelson interferometer used for 
GW detection. 

7. Observational Evidence of Gravitational Waves  
Emanating from the Merger of Compact Binaries 

The completion of the LIGO and Virgo detectors has enabled the scientific 
community, for the first time, to detect gravitational waves. In the following 
sub-sections, the characteristics of the detected gravitational waves and their 
progenitors are discussed. 

7.1. Gravitational Waves from Binary Black Hole Merger 

On September 14, 2015, the LIGO Hanford, WA, and Livingstone, LA, Obser-
vatories detected the first signal carrying the signature of a black hole binary 
merger. A schematic diagram of the gravitational wave signal of this event is 
shown in Figure 3. In this figure, the strain h (10−21) is shown as a function of 
time (s). Over 0.25 s the frequency increases from 35 Hz to 150 Hz, where the 
amplitude of the signal assumes its maximum value. This type of signal is typical 
of gravitational waves emanating from the merger of compact binary stars. For 
lower frequencies, the event is characterized by a chirp mass given by Equation 
(7). Figure 3 provides an estimation of f and f , leading to a chirp mass of 

30CM M≈ ☉ , and implying a total mass of the binary compact stars 

1 2 70M MM M= + ≥ ☉  [53]. The corresponding sum of the Schwarzschild radii 
of the binary components is 22 210 kmGM c ≥ . At a frequency of 75 Hz, which 
is half the maximum gravitational wave frequency, the binary objects must be 
very close and very compact [53]. A distance of 350 km is typical for equal New-
tonian point masses orbiting at this frequency. 

A chirp mass of 30M☉  cannot be obtained for a pair of two neutron stars. 
Moreover, a BH-NS binary having the deduced chirp mass would merge at a 
much lower frequency. Therefore, the merger of a BH binary is the only known 
system that can reach an orbital frequency of 75 Hz [53]. The damping oscilla-
tion of the signal (see Figure 3), after reaching its maximum value, is consistent 
with a black hole relaxing to a final stationary Kerr configuration [53]. 

Using general relativity-based models [54] [55] [56] [57], and performing a 
coherent Bayesian analysis to derive the posterior distribution of the source pa-
rameter [58], the initial and final masses, final spin, distance, and redshift of the 
source are obtained [53]. 

Fitting numerical simulations of binary black hole mergers [59] [60], allows 
the estimation of the mass and spin of the final black hole, the total energy ra-
diated in gravitational waves, as well as the peak gravitational wave luminosity  
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Figure 2. Advanced LIGO detector (see text) (adapted from ref. [49]). 

 

 
Figure 3. (Top) Estimated gravitation alwave strain amplitude for the 
GW150914 event. (Bottom) The Keplerian effective black hole separa-
tion in units of Schwarzschild radii and the effective relative 

post-Newtonian parameter ( )1 33πc GM f cυ = , where f is the GW 

frequency calculated numerically, and M is the total mass (adapted 
from reference [49]). 
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[61]. The estimated total energy radiated in gravitational waves in the 
GW150914 event is 0.5 2

0.53.0 M c+
− ☉ , and the peak gravitational wave luminosity 

reached a value of 0.5 56
0.43.6 10+
− ×  erg/s, which is equivalent to 30 2

30200 M c s+
− ☉ . 

The primary and secondary black holes masse are estimated to be 5
436 M+
− ☉  and 

4
429 M+
− ☉ , respectively. The final black hole mass and spin are 4

462 M+
− ☉  and 

0.05
0.070.67+
− , respectively [49]. 

Subsequently, gravitational waves emanating from two other binary mergers 
were discovered. The masses of the black holes for one of the two events is 
( )14 8 M+ ☉  (GW151226) [62] and for the other ( )31 19 M+ ☉  [63]. As ex-
pected, no electromagnetic (EM) counterpart was discovered despite the massive 
efforts invested by the astronomical community. 

Assuming a modified dispersion relation for the gravitational wave [64], ob-
servations constrain the Compton wavelength of the graviton to 1310gλ >  km, 
corresponding to a bound graviton mass 221.2 10gm −< ×  eV/c2 [53]. 

The GW150914 event demonstrates the existence of stellar-mass black holes 
with masses exceeding 30M☉ , and that binary black holes can form in nature 
and that they can merge within the Hubble time. These results can be extended 
to describe what happens when micro black holes collide and merge, as ex-
plained in sub-section (8.4). 

7.2. Gravitational Waves from Binary Neutron Star Mergers 

On 17 August 2017 at 12:41:06 UT, the advanced LIGO/Virgo instruments de-
tected the in-spiral and merger of binary neutron stars (GW170817) [56]. The 
source of the GW was identified as residing in the periphery of the S0 galaxy 
NGC4993 at a distance of 40 ± 8 Mpc (130.4 ± 26 million ly) and has a stellar 
mass of 0.08

0.20log 10.49M M +
−=☉  [65]. The Swope Supernova Survey 2017a 

(SSS17a) is the first detection of an electromagnetic counterpart to a gravitation-
al wave source [65]. The observed optical counterpart peaks at an absolute mag-
nitude of 15.7iM = − , which is 1000 times brighter than a nova [57], or a typi-
cal kilonova, as predicted originally by Metzger et al., 2010 [66]. 

The masses m1 and m2 of the merging neutron stars are in the range
( )1 1.36 - 2.26m M∈ ☉  and ( )2 0.86 -1.36m M∈ ☉  [67]. The chirp mass MC 

drives the frequency evolution of the gravitational radiation in the in-spiral 
phase (see Equation (7)). The best measured mass parameter is 

0.004
0.0021.188CM M+
−= ☉ . The total mass is 0.47

0.092.82 M+
− ☉ , and the mass ratio m2/m1 is 

bound to the range 0.4 - 1.0 [67]. These masses are consistent with a system of 
binary neutron stars. White dwarfs are excluded since the gravitational wave 
signal sweeps through the 200 Hz frequency in the instruments’ sensitivity band, 
implying an orbit of about 100 km, which is much smaller than the typical ra-
dius of a white dwarf [68]. However, for this specific merging event, the gravita-
tional wave data alone cannot exclude more compact objects than neutron stars, 
such as quark stars or black holes [67]. In the latter case, no EM component is 
expected to be observed, in violation of the observational evidence. 
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A short-lived gamma ray burst (sGRB) was observed independently in the 
same sky direction by Fermi-GBM [69], and INTEGRAL [59]. A more detailed 
description of the processes involved in generating and observing sGRB by the 
merging of NSs is given in sub-section (7.2.3). 

Gravitational waves alone can provide only limited information about the na-
ture of the merging progenitors. This is the case for BH-BH mergers and for 
BH-NS mergers when the mass of the NS is much less than the mass of the BH 
(see Section 3). NS-NS mergers, on the other hand, produce electromagnetic 
waves (EM), and when combined with GW observations, will provide a wealth 
of information about the nature and dynamics of the merging NS, the processes 
involved during the in-spiral, merger, and ringdown phases, as well as the after-
glow of the shattered debris following the merger. 

Gravitational wave emission probes the bulk motions, binary properties, 
masses, and hypothetically the composition of the NS. Electromagnetic observa-
tions, on the other hand, provide a better understanding of the astrophysics be-
hind the event, particularly the environment of the merging compact objects, the 
formation of relativistic and non-relativistic outflows, and in certain cases the 
properties of the merging products [70] [71]. The combined measurements of 
GW and EM emissions permit new types of measurements, such as the Hubble 
constant [72] [73] and also provide rich information about the origin of 
short-lived gamma-ray bursts [75] (see sub-Section 7.2.3). 

7.2.1. UV, Optical, and Near Infrared Transient Afterglow Emissions 
Photometry is a powerful tool for probing a wide range of spectral emissions, 
and the resulting energy distribution inferred from this photometry can be de-
scribed by a blackbody model with a well-defined temperature, a radius corres-
ponding to an expansion velocity, and the bolometric luminosity [76]. The after-
glow of the merging neutron star binary gives rise to a multi-component spectral 
energy distribution (SED) across the optical and NIR. It is characterized by a 
rapid fading of the UV and the blue optical bands, in addition to a significant 
reddening of the optical/NIR colors [76]. In the optical/NIR bands, the most 
auspicious counterpart is the kilonova. This is a roughly isotropic thermal tran-
sient powered by radioactive decay of rapid neutron capture elements synthe-
sized in the merger ejecta [66] [77] [78] [79] [80]. The luminosity, timescale, and 
spectral peak of the kilonova depend precisely on the ejecta composition. For 
ejecta rich with the Fe group or light r-process nuclei with atomic mass number 

140A ≤ , the kilonova emission is expected to have a peak at optical wavelengths 
at a luminosity 41 42 110 -10 erg spL −≈ ⋅  on a short timescale of 1pt ≈  day, the 
so-called blue kilonova [66] [78] [81]. On the other hand, for ejecta rich with 
heavier lanthanide elements ( 140A ≥ ) the emission is predicted to exhibit a 
peak at NIR wavelengths with 40 41 110 -10 erg spL −≈ ⋅  over a longer time scale 
of 1pt ≈  week, which is known as a red kilonova [79] [80] [82]. It was shown 
that the data for the GRB170817 NS merger event cannot be fitted with a model 
with heating from 56Ni radioactive decay and Fe-peak opacities, as in normal 
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supernovae [76]. However, heating from the r-process nuclei requires at least 
two components and is consistent with lanthanide-poor and lanthanide-rich 
opacities [76]. In a multi-component model, each component is considered as 
arising from distinct regions in the ejecta. The high velocity of the blue KN ejec-
ta suggests that it originates from the shock-heated polar region created when 
the neutron stars collide (e.g., [83] [84]). On the other hand, the low velocity red 
KN component could originate from the vividly ejected tidal tails in the equa-
torial plane of the binary (e.g., [71] [85] [86]). In this case, the relatively high 
ejecta mass 0.01M≈ ☉  suggests an asymmetric mass ratio of the emerging bi-
nary ( 0.8q ≤ , [86]). The fitted opacity indicates that the hyper-massive neutron 
star remnant is relatively short-lived ≈ 30 ms, [87] [88]. 

Models of comprehensive UV, optical, and NIR data for the 170,817 merger 
event indicate that the total ejecta mass is 0.05M≈ ☉  with a high velocity, 

0.3cν ≈ , blue component and a slower, 0.1 - 0.2cν ≈ , purple/red component. 
The presence of both components and the large ejecta mass indicates that binary 
neutron star mergers are a dominant factor in the cosmic r-process nucleosyn-
thesis. 

7.2.2. X-Ray Emission from Neutron Stars Binary Merger 
The Chandra X-ray observatory was successful in detecting the afterglow of 
GRB170817 at 16 days post trigger. X-ray and radio emission were discovered at 
the transient’s position about 9 and 16 days after the merger. These emissions 
are likely produced by processes distinct from the ones generating the 
UV/optical/near infrared emission [87]. The detected luminosity of the X-ray 
emission from SSS17a has a value of ( ) 0.5 38 1

0.40.3 -10 keV 2.6 10 erg sL + −
−= × ⋅ , and 

it follows a power law spectrum with an exponent 2.4 0.8Γ = ±  [89]. Moreover, 
it was found that the X-ray light curve from the binary NS merger associated 
with the source is consistent with the afterglow from the off-axis short-lived 
gamma-ray burst, with a jet angle ≥ 23˚ from the line of sight [89]. The radio 
and X-ray data can be jointly explained as the afterglow emission from a sGRB 
with a jet energy of 1049 - 1050 erg [90]. 

7.2.3. Short-Lived Gamma Ray Bursts 
On August 17, 2017, the Fermi Gamma-ray Burst Monitor (GBM) detected a 
short gamma-ray burst approximately 1.7 s after the arrival of the gravitational 
wave that originated from the binary neutron star merger event (170817). 

The standard model of short-lived gamma ray bursts (sGRB) predicts that 
their prompt emission fades on a time scale < 2 s, and that the relativistic jet will 
be decelerated by the ambient medium. Usually, the jets launched by sGRBs are 
collimated and highly relativistic; implying that they are only detectable within a 
narrow range of viewing angles at early times [91]. However, the GRB jet ema-
nating from the GW170817 event was observed off axis and gave rise to a faint 
afterglow emission at early times that grew in luminosity as the jet beaming be-
came less severe, and its opening angle spread into the line of sight of the ob-
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server [92]. GRB 170817A, which emanated from the 170817 NS merger event, 
has a duration of 100 ms as detected by INTEGRAL, and thus it can be assigned 
to the short-lived GRB class [93]. An important feature of this gamma-ray burst 
(GRB 170817A) is the low luminosity of its prompt γ-ray emission. The low lu-
minosity may be due to the off-axis observation of the event. The minimum lu-
minosity of short-lived gamma-ray bursts is not well-constrained observationally, 
making it difficult to definitely distinguish the luminosity of off-axis GRBs from 
faint on-axis GRBs. 

The off-axis GRB model predicts other multi-wavelength properties, such as 
late-time radio emission from the afterglow that peaks on timescales of about 10 
days after attaining the X-ray peak [92]. Indeed, the radio source associated with 
SSS17a was reported almost 15 days post-burst [92]. The γ-ray emission along 
our line of sight was certainly feeble, or the emission might be deficient in all di-
rections as in the case of low-luminosity long-lived GRBs associated with Ic su-
pernova [94]. This weak burst is thousands of millions of times fainter than the 
inferred energies of short-lived GRBs and could belong to a separate population 
of weakly jetted, low luminosity GRBs [95]. 

The absence of a normal GRB afterglow (e.g., in X-rays; [96]), led certain in-
vestigators to suggest the possibility of an off-axis emission mechanism, such as 
may be produced by a shocked cocoon around the primary jet (e.g., [97] [98]). 

The energy spectrum of GRB 170817A is well described by a power law with 
an exponential cutoff at ≈185 KeV [99], and it has a total energy that is about 4 
to 6 orders of magnitude less than a typical Swift sGRB [100]. 

7.2.4. On the Origin of Heavy Elements 
Colliding neutron stars produce neutron-rich ejecta that can trigger the en-
hanced r-process and gives rise to the so-called kilonova explosion, which po-
wered by the radioactive decay of elements synthesized in the outflow [101]. It 
has been argued that the high opacity of synthesized heavy elements in the ejecta, 
such as lanthanides and actinides, will suppress their emission in the optical and 
it will appear predominantly in the near-infrared on a time scale of several days 
[80] [101] [102]. The r-process is responsible for about half of the elements 
heavier than iron and has been traditionally attributed to core collapse superno-
vae [103]. Recent studies, however, disapprove supernovae as a source of at least 
the heaviest elements of the “platinum peak” near the mass A = 195 [104]. Nuc-
leosynthesis calculations have confirmed the suitability of compact binary mer-
gers as a source of production of the heaviest elements in the Universe [88] [105] 
[106] [107] [108]. Unlike colliding black holes, merging neutron stars expel me-
tallic and radioactive debris that can be observed by ground-based telescopes or 
satellites. As mentioned in sub-section (7.2.1), the modeling of the multi-band 
light curves, leads to the presence of at least two emission components [104]. 
The first is characterized by a high opacity and is interpreted as being the tidal 
part of the dynamical ejecta, carrying a very low electron fraction (γe < 0.25) and 
resulting in a strong r-process that produces lanthanides/actinides [104]. The 
second component has a low opacity and is characterized by a weaker r-process 
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via a raised electron fraction (γe > 0.25). This second component may be pro-
duced by a different mechanism, such as a neutrino driven wind, and/or the un-
binding of the accretion torus material [104]. Finally, these findings provide 
strong observational evidence that NS binary mergers can resolve the stunning 
and heated debate on the cosmic origin of heavy and precious elements, such as 
gold, silver, and platinum. 

8. Gravitational Waves: A Future Perspective 

The LIGO and Virgo instruments have revolutionized our understanding of one 
of the most challenging phenomena in astrophysics. The scientific community 
had to wait for about a century to finally witness the detection of gravitational 
waves predicted originally by the theory of general relativity in 1916. It is 
worthwhile at this stage to elucidate the lessons we have learned from the first 
generation of detected gravitational wave events and to investigate the possible 
impacts of future discoveries of gravitational waves on our vision about the 
working mechanisms in our universe. 

8.1. Evaluation of Gravitational Waves Detection Events 

The first generation of detected gravitational waves emanating from the merger 
of compact binaries involved five events, four of which were produced by the 
merger of binary black holes and only one was produced by the merger of neu-
tron stars. It is to be noted that no black hole-neutron star event has been de-
tected so far. However, it is difficult at this stage to statistically draw any conclu-
sion regarding the frequency of occurrence of each type of binary system. This is 
basically because black hole binaries are more massive than neutron star binaries 
and, accordingly, the strain associated with gravitational waves resulting from 
their merger can be detected to large distances. The most powerful detected 
event so far involved the merger of a black hole binary with masses of 36 and 
29M☉  and a distance of about one billion light years. In comparison, in a 
sphere of this radius, a limited number of NS-NS binary mergers can be detected. 
The various types of binary systems can be statistically significant only within a 
sphere of radius where all these types are potentially detectable. The relative 
number of the various types of compact binaries can then shed light on the ac-
curacy of the models regarding their evolutionary pathways. 

An important outcome of NS-NS merger events is the peculiarity of the 
short-lived gamma-ray burst (sGRB) typically associated with such events. Their 
general features are different from most short-lived gamma-ray bursts detected 
by the Swift satellite. Future detections of GW events emanating from NS-NS 
mergers may constitute a statistically significant sample that could be used to 
elucidate the various origins of sGRBs. 

8.2. Primordial Gravitational Waves from the Inflationary Era 

An important prediction of the cosmological inflation theory is the generation of 
primordial gravitational waves [109]. The amplitude of the GW signal is charac-
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terized by a ratio (r) between the tensor and scalar power spectrum amplitudes 
at a given pivot scale k [110]. The best bound on r obtained so far yields r < 0.07 
at 95% confidence level, for k = 0.05 Mpc−1 [110]. An important issue is that 
various inflationary scenarios predict different values of r. Therefore, the obser-
vation of a gravitational signature of primordial GWs provides a powerful tool to 
examine the validity of the general inflationary theory and helps also to discri-
minate between specific inflationary models. Studying the primordial GW back-
ground may also probe a wide class of phenomena related to cosmological infla-
tion. For example, the presence of additional field besides the inflaton can gen-
erate an extra GW background, not pertaining to vacuum oscillations [111] [112] 
[113]. A point of interest is the generation of the GW background during the in-
flationary heating phase [114], which provides a potential test for studying the 
mechanisms involved in this process. Detection of primordial GWs also has a 
direct impact on our understanding of fundamental physics. In fact, the energy 
scale of inflation is intimately related to the tensor-to-scalar ratio (r), whose de-
tection may lead to the exploration of new horizons of physics beyond the stan-
dard model of particle physics. It is to be noted that at the early stages of the un-
iverse, processes other than inflation may have provided a source for GWs, in-
cluding the electroweak phase transition [115], the first order phase transition 
[116] [117], and the topological defects [118] [119]. For all the above reasons, 
the detection of primordial GWs may shed light on major problems in cosmol-
ogy in the forthcoming decade. The crucial observational signature of the infla-
tionary GW background is a curl-like pattern in the polarization of the Cosmic 
Microwave Background (CMB), also referred to as the B-mode. Technological 
advances in the past decade have steered cosmology towards an exhilarating era 
where scientists can assess experimentally the existing theoretical models con-
cerning our universe. A number of ground-based or balloon-borne experiments 
have been designed to probe the B-mode signal. These experiments include Po-
larbear [120], Piper [121], ACTpol [122], Spider [123], and CLASS [124]. Fur-
thermore, satellites such as COBE, WMAP, and Planck have provided bounds 
on r, as reported above. In addition, several next generation CMB space missions 
have been planned to detect gravitational waves, and more specifically the 
B-mode. Among this new generation of missions are COrE [125], LiteBIRD 
[126], PIXIE [127], and PRISM [128]. Evidence of primordial GWs could also 
originate from galaxy and CMB curl-like lensing signatures induced by tensor 
modes [129] [130]. Other signatures of primordial GWs include parameters re-
lated to the small modification in the expansion history of the universe arising 
from GW contributions to the overall energy budget [131]. Finally, a direct de-
tection by future aLIGO [132] or eLISA [133] [134] is a viable possibility, espe-
cially if some specific inflationary mechanism generates a blue-tilted primordial 
tensor spectrum [109]. 

8.3. Gravitational Waves from the Relic of Galaxy Formation 

Gravitational waves may have been produced prolifically during the initial phase 
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of galaxy formation at the early universe. Several models have been proposed to 
explain the formation of massive black holes at the center of galaxies at redshifts 
corresponding to the era when the universe was less than one billion years old. 
Masses of black holes at the center of faraway galaxies can be estimated using the 
M-sigma relation [135]. An important question to ask is at what epoch did the 
seeding of black holes at the centers of galaxies take place, and what are the 
possible mechanisms involved in their growth. Many hypotheses have been ad-
vanced to elucidate the origin of massive or supermassive black holes at the cen-
ters of galaxies. Several possible formation channels have been proposed for the 
formation of massive black hole seeds, including the collapse of population III 
stars [136], gas dynamic instabilities where supermassive black holes are post-
ulated to form directly out of the dense gas cloud [137] [138], the collapse of su-
permassive stars [139], and the merger of small and intermediate mass black 
holes. There is little dispute that once a black hole forms at the center of a galaxy, 
it can grow either by accretion of surrounding material or by merging with other 
black holes. In the latter case, gravitational waves will be generated, and if strong 
enough, they will fall in the domain of sensitivity of the current or future GWs 
detectors. This merging process is also more likely to happen when galaxies col-
lide to form a cD galaxy [139] [140]. The collision of massive or supermassive 
black holes at the center of these galaxies will produce energetic GWs that may 
lie within a sphere of radius, again, corresponding to the sensitivity of the actual 
or future GWs detectors. 

Primordial black holes (PBH) of a wide range of masses have been proposed 
to form in the extreme densities and inhomogeneities of the early universe [141]. 
More recently, Choptuik [142] and Kim [143] have demonstrated the formation 
of PBHs during the inflationary era, when the density of the universe expe-
rienced a dramatic decrease causing a cosmological phase transition. In this 
context, PBHs could be the seeding agent at the center of the first generation of 
galaxies in the early universe. Eventually, when the sensitivity of the gravitation-
al wave detectors becomes capable of detecting GW events at redshifts beyond 
the era of star formation, it is possible that the source of GWs may be shown to 
be primordial in origin. Studies have shown that if the observed event rate is 
greater than one event per year at redshifts z ≥ 40, then the probability distribu-
tion of primordial density fluctuations must be significantly non-Gaussian or the 
events may originate from primordial black holes [144]. Thus, GWs are promis-
ing tools that will refine our understanding of the workings of the universe. 

8.4. Quantum Mechanical Black Holes 

In this last section we investigate the possibility of the creation and merger of 
micro or mini black holes. These are hypothetical entities subject to the rules of 
quantum mechanics. The concept of micro black holes was initially introduced 
by Stephen Hawking in 1971 [141]. They could have been created in the 
high-density environment in the early universe, or possibly through subsequent 
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phase transitions, and therefore they are referred to as primordial micro black 
holes. In principle, primordial black holes may have any mass above the Planck 
mass, and are characterized by a Schwarzschild radius 22R GM c= , where G is 
the gravitational constant, c the speed of light, and M the mass of the black hole. 
Some theoretical models hypothesize the existence of extra dimensions of space, 
where the strength of gravity increases at a faster pace than in three dimensions. 
Certain configurations of extra dimensions may lower the Planck scale to the 
TeV range, which makes the production of micro black holes in the Large Ha-
dron Collider (LHC) a viable possibility [145] [146]. However, quantum effects 
will cause micro black holes to evaporate almost instantaneously by Hawking 
radiation, producing a burst of elementary particles [146]. A holeum is a pri-
mordial and a hypothetically stable quantized bound state [147]. It consists of a 
number of mini black holes bound quantum mechanically. In the case of the 
merger of these mini black holes due to external perturbations, quantum effects 
will play a major role, and in this case no gravitational waves are likely to be 
produced, but instead the merger will most probably give rise to a jet of elemen-
tary particles. 

9. Conclusion 

We have presented the theoretical framework characterizing gravitational waves 
emanating from the merger of compact binaries as derived from general relativ-
ity, and it was shown that this framework accurately describes the merger events 
of compact binaries. Detection of gravitational waves from black hole mergers 
provides evidence of the existence of a wide range of stellar black hole masses. 
Merging neutron stars give rise to gravitational waves and electromagnetic 
counterpart emission. The colliding and merging neutron stars give rise to a ki-
lonova, and the observational data can only be explained by assuming mul-
ti-component ejecta that produce emissions covering all parts of the spectrum, 
from gamma rays to radio waves. The observed short gamma-ray bursts pro-
duced in these merging events are extremely faint as compared to the ones rec-
orded by the Swift satellite, and this result has cast doubt on the origin of short 
gamma-ray bursts. A confirmation of the nature of short gamma-ray bursts 
from merging neutron stars may have to await the discovery of other merging 
events before a solid model can be set. Analysis of the electromagnetic counter-
part of GW170817 reveals that NS-NS mergers are the main source of heavy 
elements in the universe. The future detection of more GWs will undoubtedly 
provide a wealth of information concerning the processes that shape our un-
iverse. 
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