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ABSTRACT 
 
Self-encoded spread spectrum eliminates the need for traditional pseudo noise (PN) code generators. In a 
self-encoded multiple access (SEMA) system, the number of users is not limited by the number of available 
sequences, unlike code division multiple access (CDMA) systems that employ PN codes such as m-, Gold or 
Kassami sequences. SEMA provides a convenient way of supporting multi-rate, multi-level grades of service 
in multimedia communications and prioritized heterogeneous networking systems. In this paper, we propose 
multiuser convolutional channel coding in SEMA that provides fewer cross-correlations among users and 
thereby reducing multiple access interference (MAI). We analyze SEMA multiuser convolutional coding in 
additive white Gaussian noise (AWGN) channels as well as fading channels. Our analysis includes downlink 
synchronous system as well as asynchronous system such as uplink mobile-to-base station communication. 
 
Keywords: Spread Spectrum, Self-Encoded Multiple Access, Multiuser Convolutional Coding, 

Multiuser Detection 

 

1.  Introduction 
 
In CDMA communications, each user is assigned a 
unique PN spreading sequence that has a low cross-cor-
relation with other users' sequences. This prevents code 
collisions between the users and controls MAI. PN code 
generators are typically linear feedback shift register 
circuits that generate maximal-length or related se-
quences. These deterministic sequences provide low 
cross-correlations that are critical for achieving good 
system performance. Although random codes have often 
been employed for analysis purposes [1], they present a 
practical implementation problem because data recovery 
by the intended receiver requires a prior knowledge of 
the codes for signal despreading. As a result, the random 
codes in these studies would remain fixed once they have 
been generated. In previous work, we have proposed a 
novel spread spectrum technique that does not use PN 
codes [2]. The new technique is unique in that traditional 
transmit and receive PN code generators are not needed. 

Our approach abandons the use of PN codes in SEMA 
that can reduce MAI, and provide a multi-rate and 

multi-level grade of service for multimedia communica-
tions and prioritized networks [3–6]. A realization of the 
self-encoding principle for a direct sequence spread 
spectrum systems is illustrated in Figure 1. As the term 
implies, the spreading code is obtained from the random 
digital information source itself. At the transmitter, the 
delay registers are constantly updated from -tap, serial 
delay of the data, where  is the code length. The delay 
registers generate the code chips that switch at  times 
the data rate for signal spreading. The random nature of 
the digital information source means that binary symbols 
can be modeled as independent and identically distrib-
uted Bernoulli random variables. Symbol values of +1 
and -1 occur equally likely with a probability of 0.5. As a 
result, the spreading sequences are not only randomly 
generated and independent of the current symbol, but 
also dynamically changing from one symbol to the next. 
This smoothes out the spectrum of the signals and elimi-
nates the spectral lines associated with PN sequences. 
The self-encoding operation at the transmitter is reversed 
at the receiver. The recovered data are fed back to the 

-tap delay registers, which provide an estimation of the 

v
v

v

v    
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Figure 1. Self-encoded, direct-sequence spread spectrum. 

 
Transmitte’s spreading codes required for signal de-
spreading. Data recovery is by means of a correlation 
detector. Notice that the contents of the delay registers 
in the transmitter and receiver should be identical at 
the start of the transmission. This is accomplished as 
part of the initial synchronization procedure. In the 
following, we develop SEMA multiuser convolutional 
coding, and investigate the performance with and with-
out precoding or multiuser detection. Convolutional 
codes with Viterbi decoding have been studied for dec-
ades and applied in practical communication systems 
such as wide area networks (IS-95, CDMA2000) and 
local area networks (IEEE 802.11a and b). In order to 
improve the performance, we present the shift genera-
tor matrix concept that provides lower cross-correla-
tions among users and reduces the MAI in the system. 
We present the performance analysis and simulation 
both in uplink asynchronous and downlink synchro-
nous channels. 
 
2.  System Model 
 
2.1.  SEMA System and Multiuser Convolutional 

Coding 
 
Figure 2 shows the block diagram of SEMA with multi-
user detection and channel coding. The SEMA spread 
block is as illustrated in Figure 1. Notice that the detec-
tion errors may accumulate in the delay registers and are 
the source of self-interference (SI) in the receiver. 

Acquisition and tracking of self-encoded sequences 
can be performed in a similar manner to PN sequences 
with the proviso that the chip updates are enabled once 
data transmission has commenced following code acqui-
sition. At the chip rate, the self-encoded chips are latched 
at the output register by shifting the registers serially, 

with the output being fed back to the input register. The 
input feedback is switched to the data during the last chip 
period of the current symbol for a new chip input. This 
resembles a simple linear feedback register circuit of 
length , with zero valued taps except for the input and 
output taps, where the input register is updated periodi-
cally by the data and the output register provides the 
spreading sequence. 

v

The conventional convolutional codes in Figure 2 ap-
plied to single user self-encoded spread spectrum sig-
nificantly reduce SI due to detection errors in the de-
spreading registers at the receiver. However, under 
SEMA these codes generate the same code words for 
different users and may lead to code collisions. We pro-
pose to mitigate this problem with shift generator matrix 
for SEMA multiuser convolutional coding. For example, 
if the first user employs the generator matrix given in 
octal form, G1=[5 7 7], the second and the third user can 
use G2=[7 5 7] and G3=[7 7 5], respectively. The prop-
erty of G2 and G3 is identical to G1 in that they have the 
same weight transfer function and maximum free dis-
tance, . This method guarantees the maximum free 

distance per single user and provides lower cross-corre-
lations among the users. Figure 3 compares the cross- 
correlation of code words from generator matrix G1 and 
its shift generator matrices, G1 and G2, in two user sys-
tems. The plots show that cross-correlations of the codes 
using the shift generator matrices are smaller than those 
with the same matrix [4]. 

freed

 
2.2.  Matched Filter Receiver 
 
For a multiuser system with K +1 users (K interferers), 
the received signal at the matched filter is 

)()()( ttxtr                   (1) 
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Figure 2. Self-encoded multiple access (SEMA) with channel coding. 
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where  and  are the set of the  user data 

sequences and the indices denoting the  column and 

 row in the generator matrix, respectively. The gen-
erator matrix is 
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where m is the memory size in the encoder, and r is the 
code rate. 

Assuming that the signature waveforms have unit en-

ergy, the output of the matched filters of the  user 

signature waveform during the  symbol interval is 

thj
thi

Figure 3. Cross-correlations of the same generator matrix 
and shifted generator matrices in SEMA. 
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dt
        (5) 

where x(t) is the transmitted signal, and  (t) is AWGN 

noise with a two-sided power spectral density of 

. The transmitted signal in Equation (1) is 

given by 

2/2
oN

Equation (5) consists of the signal , Gaussian noise j
ijhA

 , and the multiple access interference 
,j p p

p ii
A R h . 

,j P
iR  is the cross-correlation of the spreading sequences of 

the  user and  user during the  symbol interval. 

In our analysis, the MAI is modeled as noise [8]. 
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where  is the symbol duration and  is a 

spreading sequence during  for the  user.  is 

the amplitudes of the  user,  is the encoded 

symbol of the  user during the  symbol interval, 

and 

sT )(ts j

sT thj jA
thj j

ih
thithj

j  is the time delay of  user signal, with 0≤thj

j ≤T  s j  is zero for synchronous systems. For sim-

plicity we do not consider carrier offset in uplink asyn-
chronous systems. The output of the convolutional en-

coder  for  user and  symbol is given by [7] j
ih thj thi

At the receiver, the despreading codes are updated by 
the detected data. If the data are incorrectly recovered, 
the incoming signals are correlated with an erroneous 
sequence set. This may lead to additional errors at the 
receiver and cause SI, which can be serious at a low sig-
nal-to-noise ratio (SNR). To combat self-interference, a 
longer spreading sequence is desired [3]. We will show 
that powerful error correcting code can also reduce SI. 
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2.3.  Precoding and Multiuser Detection 
 
Precoding: Decorrelating and precoding techniques have 
been developed for multiuser detections [6,8,9]. Decor-
relating detector is used for multiuser detection at the 
receiver, whereas precoding is employed at the transmit-
ter to eliminate or reduce MAI. To reduce MAI, we ex-
amine the precoding system with interleaver. From 
Equations (1) and (2), we consider a synchronous system 
and rewrite (2) as 

0

( ) ( ) ( ) , 0
K

T
i i i

i

x t A s t h t


  s Ah ≤t≤Tb      (6) 

where  is the signature waveforms 

vector, and  is the transpose of . Then, the 

output of the matched filters can be expressed as 
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Equation (7) can be rewritten in a vector form, with 
 as follows  11,ˆ  Kyyy  

ˆ y RAbh                      (8) 

A is the diagonal matrix of amplitudes, R is the cross- 
correlation matrix, and h is the vector of the data symbols 
of K+1 users. The basic concept of precoding is to elimi-
nate MAI at the receiver before transmitting signals. In 
other words, the transmit signals in Equation (2) become 

( ) ( )Tx t t s TA                    (9) 

where the precode matrix T is chosen as . Then, the 
output of the bank of matched filters at the receiver will be 

1T R

  y RTAh Ah              (10) 

In order to maintain the average power with precoding 
the same as without precoding, we modify the precode 
transformation matrix as [6,8,10] 

1C T R                   (11) 

such that 
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Multiuser Detection: Decorrelation detection is a subop-
timal multiuser detection with comparatively low complex-
ity. Receiver-based decorrelator can be found in [11]: 

1 1ˆ ( )      y R y R RAh Ah R  1      (13) 

 
3.  Performance Analysis 
 
3.1.  Self-Interference in SEMA 
 
Due to detection errors, the despreading sequence may 
not be identical to the spreading sequence at the trans-

mitter. Since the recovered symbols are used to despread 
the signals, a chip error will remain in the shift registers 
and affect the following symbol decision until it is 
shifted out of the registers. This results in error propaga-
tion and causes SI: the bit error rate (BER) of SEMA is a 
dynamic quantity that depends on the signal-to-noise 
ratio (SNR), spreading factor, the number of users and 
transmitted symbols. The effect of SI is reduced as the 
spreading factor or the SNR increases. 

The average bit error probability, , can be de-

scribed by a Bernoulli distribution in terms of v and l, 
where l is the number of chip errors in the despreading 
registers and v is the spreading length. When v is large, 
the BER of SEMA can be well approximated by [12,13] 
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where the conditional bit error probability is 
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To ameliorate the effect of error propagation, differen-
tial encoding as shown in Figure 1 was proposed and 
analyzed in [13]. Figure 4 shows the performance with 
and without differential encoding for a spreading length 
of 8. The effect of error propagation was analyzed by 
averaging 100 simulation runs of 10,000 bits, followed 
by 100, 000 bits. The results demonstrate that differential 
encoding eliminates the effect of error propagation on 
the BERs. Figure 5 shows the BER performance with 
differential encoding for various values of spreading 
length. We can see that the effect of SI is negligible for 

≥2dB for the spreading length larger than 4. 

Since l is equal to the number of bit errors in a v bit se- 
ob NE /

 

 

Figure 4. Comparison of BER of Self-encoded spread spec-
trum (SESS) and differentially encoded SESS (DESESS), 
reproduced from [13]. 
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Figure 5. BER of SESS with differential encoding where N 
is the spreading length, reproduced from [13]. 
 
quence, as v  we have . Therefore, with 

differential encoding, the BER for large spreading length 
approaches the following 

 bPvl /
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3.2.  SEMA in AWGN Channels 
 
The downlink cellular system can be described as a syn-
chronous system. The delay in synchronous transmission 
is zero for all users ( 0j ). With the assumptions that 

the information sequences are independent and identi-
cally distributed, the probability density function (pdf) of 
MAI and noise is [9] 
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with variance [9] 
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The probability of a bit error in synchronous channels is [9] 
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where  is (.)Q   dxeQ x 2/2

2

1
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 .  is 

the bit energy-to-noise ratio. 

ob NE /

Signals in asynchronous systems arrive with different 
delays for all users as in uplink cellular systems. Thus, 

when the delay factor for user j is 0≤ j ≤ , the pdf of 

the MAI and noise is shown to be [14]: 
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(20) 
In asynchronous systems, the carriers of users are not 

synchronized. Therefore an additional term, )cos( , 0

≤≤ 2 , should be included in MAI. However, we do 
not include the term in our discussion for simple presen-
tation. In fact, incorporating the carrier mismatch will 
reduce MAI and improve the system performance a little. 
As a result, our analysis is somewhat conservative. 

The variance of MAI and noise in the asynchronous 
channels is 

v

KA
async

2
22

3

2
                   (21) 

and the probability of a bit error in asynchronous chan-
nels is given as 
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Notice that from Equations (18) and (21), the variance of 
asynchronous systems is less than that of synchronous 
systems, by a factor of 2/3. 
 
3.3.  SEMA Multiuser Convolutional Coding 
 
Figure 6 shows the state diagram for r = 1/3, constraint 
length L = 3 convolutional code with the generator 
matrix G = [5 7 7]. The state diagram does not change 
when the generator matrix is shifted, i.e., G = [7 7 5] or 
[7 5 7]. Figure 7 illustrates the two trellis diagrams of 
one state to the next with the shift generator matrices. 
These matrices result in the same state diagram as in 
Figure 6. In Figure 6, the letters a, b, c, d, and e repre-
sent state 00, 01, 10, 11, and returning state 00. On 
each branch between any two states, the power of D 
represents the symbol weight of the transition while the 
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Figure 6. State diagram of R=1/3, L = 3 convolutional code. 

 

 
(a)                                               (b) 

Figure 7. Trellis diagram of R =1/3, L = 3 convolutional code (a) G1 = [5 7 7] and (b) G2 = [7 5 7]. 
 
power of N tells us the weight of the information bit 
weight. From this diagram, we derive the transfer func-
tion using Mason’ formula [15]: 

where  is the coefficient of the transfer function, and 
p is the probability of a bit error for BSC. The BER can 
be calculated from Equation (24) by replacing p with 
(19) and (22) (using symbol energy-to-noise ratio Es/No 
instead of Eb/No) for synchronous and asynchronous sys-
tems, respectively. For moderate and high signal-to-noise 
ratios, it is well known that dfree in the union bound for 
the BER dominates the bound [17]. Thus, we limit the 
first term in Equation (24) to find the asymptotic BER of 
our simulations. 
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It can be shown from Equation (23) that dfree of this 
system is 8. For the hard-decision maximum likelihood 
decoder, Viterbi decoding algorithm for the binary sym-
metric channel (BSC) is used. We apply the transfer 
function upper bounds derived from the union bound 
computation for analytical comparison to the simulation 
results. From [15,16], we obtain the first-event error 
probability and the bit error probability: 

 
3.4.  SEMA and Multiuser Detection in Fading 

Channels 
 
From Equations (11), (12) and (13), the bit error prob-
ability for precoding and decorrelating detector, respec-
tively, is given by [10] eP ＜ ＜
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approaches RASS not only asymptotically but also itera-
tively for ≥2.5 dB. The results indicate that we can 

ignore SI in examining the asymptotic behavior of the system. 
ob NE /
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Figure 9 plots the BER of SEMA without interleaving. 
The performance is clearly unacceptable due to code 
collisions. The performance of RASS without SI is also 
shown for comparison: SEMA does not approach RASS 
even at high SNRs. The performance with interleaving is 
plotted in Figure 10. The results clearly demonstrate that 
interleaving is essential in SEMA. Figure 11 compares 
the performance of SEMA with and without shift gen-
erator matrix. At about 10-4 BER, the performance with 
G1 = [5 7 7] applying to both users is approximately 2dB 
worse than that with shifted matrices G1 = [5 7 7] for 
user 1 and G2 = [7 5 7] for user 2. Figure 12 shows the 
BER with the example convolutional code of rate 1/3 and 
constraint length 4. A larger constraint length is needed 
for a larger number of users. The BER performance de- 

1
,i iR  denotes the  row and  column of thi thj 1R . 

The performance of SEMA with precoding/multiuser 
detection and convolutional coding in AWGN channels 
can be derived from equations (19) and (22) as [8] 
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which replaces p in Equation (24) to find the BER. The 
BER of SEMA with precoding/multiuser detection in 
Rayleigh fading channel can be obtained as 
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where  for Rayleigh fading channels. Equa-

tion (28) (using  instead of ) replaces p 

in Equation (25) to find the BER in fading channels. 

 
  ef )(
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4.  Simulation Results 
 
In Subsection 3.1, we observed that SI is dominant at low 
SNR regions with small spreading length. The differential 
encoding was employed to mitigate the effect of error 
propagation. In fact, SI becomes negligible under high SNR 
and with a sufficiently large spreading length. The BER 
performance then approaches random spread spectrum 
(RASS). Figure 8 shows the example performance of 
SEMA with Turbo coding [6]. The plots show that the BER 

Figure 9. SEMA with and without SI, multiuser convolu-
tional code, G=[5 7 7], R = 1/3, L = 3, v =16 chips/bit, two 
users, AWGN, no Interleaver. 
  

 
 

Figure 10. SEMA with and without SI, multiuser convolu-
tional code, G=[5 7 7], R = 1/3, L = 3, v = 16 chips/bit, two 
users, AWGN, interleaver. 

Figure 8. SEMA and random spread spectrum, Turbo coding, 
two users, v= 16 chips/symbol, AWGN, reproduced from [6]. 
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Figure 11. SEMA without SI, multiuser convolutional code, 
G=[5 7 7], R =1/3, L=3, v =128 chips/symbol, two users, 
synchronous, AWGN. 

Figure 13. SEMA without SI, multiuser convolutional code, 
G=[13 15 17], R = 1/3, L =4, v =128 chips/symbol, five users, 
synchronous and asynchronous, AWGN. 

  

 
 

Figure 14. SEMA, multiuser convolutional code, G=[13 15 
17], R = 1/3, L = 8, v = 64 chips/symbol, precoding and mul-
tiuser detection, two users, Rayleigh fading. 

Figure 12. SEMA without SI, multiuser convolutional code, 
G=[13 15 17], R = 1/3, L = 4, v = 128 chips/symbol, one, 
three, five users, synchronous, AWGN. 

  
formance of precoding and multiuser detection is com-
parable to each other and is within 2dB of the theoretical 
results. 

grades by about 0.5dB, indicating that MAI is still man-
ageable for five users with shifted generator matrices. 

The plots in Figure 13 indicate that asynchronous sys-
tem performs better than the synchronous system. About 
1 dB difference is observed between the theoretical up-
per bound and simulations in the synchronous system as 
well as the asynchronous system. The performance of 
SEMA in Rayleigh fading channels is shown in Figure 
14. The BER of precoding and decorrelating receiver 
decreases linearly with SNR for ≥8 dB, while 

the performance of the matched filter receiver starts to 
saturate at =12 dB. The results show that pre-

coding and multiuser detection can improve SEMA sys-
tem performance with additional complexity. Figure 15 
compares the analytical calculations to the simulation 
results of SEMA in Rayleigh fading channels. The per- 

ob NE /

ob NE /

 
5.  Conclusions 
 
SEMA provides a feasible implementation of multi-rate 
transmissions and multi-level grades of service. These 
are desirable features in multimedia communications and 
prioritized heterogeneous networking systems. In this 
paper, we developed multiuser convolutional coding di-
rectly applicable to SEMA in synchronous downlink as 
well as asynchronous uplink cellular systems. We show 
that SEMA multiuser convolutional coding can improve 
performance over conventional convolutional coding. 
The performance analysis shows that the performance of 
SEMA in the uplink channel is better than the downlink 
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Figure 15. SEMA without SI, multiuser convolutional code, 
G=[5 7 7], R = 1/3, L = 3, v = 32 chips/symbol, precoding 
and multiuser detection, three users, Rayleigh fading. 
 
channel. There is a critical SNR at which the self-inter-
ference introduced by SEMA becomes negligible and 
BER improves rapidly. It is important that the operating 
point of SEMA to be beyond the critical SNR, which 
depends on channel characteristics and system parame-
ters such as spreading length and the number of users. 
Beyond the critical SNR, the performance of SEMA is 
equivalent to the random spread spectrum. The perform-
ance of SEMA can be significantly improved by multi-
user detection or precoding, as well as channel coding 
such as multiuser convolutional coding introduced in this 
paper. 
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ABSTRACT 
 
A True Random Binary Generator (TRBG) based on a zero crossing digital phase-locked loop (ZCDPLL) is 
proposed. In order to face the challenges of using the proposed TRBG in cryptography, the proposed TRBG 
is subjected to the AIS 31 test suite. The ZCDPLL operate as chaotic generator for certain loop filter gains 
and this has been used to generate TRBs. The generated binary sequences have a good autocorrelation and 
cross-correlation properties as seen from the simulation results. A prototype of TRBG using ZCDPLL has 
been developed through Texas Instruments TMS320C6416 DSP development kit. The proposed TRBG suc-
cessfully passed the AIS 31 test suit. 
 
Keywords: True Random Binary Sequence, Zero Crossing Digital Phase Locked Loop, Spreading Sequences, 

Cryptography, TMS320C64x 
 

1.  Introduction 
 
Random and pseudo-random numbers are used in many 
areas including test data generation, Monte-Carlo simu-
lation techniques, generation of spreading sequences for 
spread spectrum communications, and cryptography [1]. 
Pseudo-random spreading sequences used in spread 
spectrum communications must be repeatable, while for 
most simulations using random numbers this is not nec-
essary. In cryptographic applications, security depends 
on the randomness of the source and the unpredictability 
of the used random bits [1]. 

Chaotic circuits represent an efficient alternative to 
classical TRBG [2]. Studies in nonlinear dynamics 
show that many of the seemingly complex systems in 
nature are described by relatively mathematical equa-
tions [3]. Although chaotic systems appear to be highly 
irregular, they are also deterministic in the sense that it 
is possible to reproduce them with certainty. These 
promising features of chaotic systems attracted many 
researchers to try chaos as a possible medium for secure 
communication. 

The nonlinear phenomenon of chaos poses a promis-
ing alternative for pseudo-random number generation 
due to its unpredictable behaviour. 

The chaotic system generates “unpredictable” pseudo 
random orbits which can be used to generate RNGs 
(Random Number Generators). Many different chaotic 
systems have been used to generate RNGs such as Lo-
gistic map [4], and its generalized version [5], Cheby-
shev map, [1] piecewise linear chaotic maps [6] and 
piecewise nonlinear chaotic maps [7]. Chaotic systems 
are characterized by a “sensitivity dependence on initial 
conditions”, and with such initial uncertainties, the sys-
tem behaviour leads to large uncertainty after some 
time. 

The aim of this paper is to show how to use a second 
order zero crossing digital phase locked loop (ZCDPLL) 
operating in a chaotic mode as True Random Binary 
Generator (TRBG). Digital Phase locked Loops 
(DPLLs) were introduced to minimize some of the 
problems associated with the analogue loops such as 
sensitivity to DC drift and the need for periodic ad-
justments [8,9]. The most commonly used DPLL is the 
Zero Crossing Digital Phase Locked Loop (ZCDPLL). 
The ZCDPLL operation is based on non uniform sam-
pling techniques. The loop is simple to implement and 
easy to model. The ZCDPLL consists of a sampler that 
acts as phase detector, a digital filter, and a Digital 
Controlled Oscillator (DCO) [8]. 
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The global dynamics of the second order ZCDPLL 
shows chaos operation for certain values of filter gains 
[10]. The non-linear behaviour of ZCDPLL shows period 
doubling or bifurcation instabilities to its route to chaos. 
The chaotic behaviour has been confirmed through the 
use of phase error spectrum, bifurcation diagram, and 
Lyapunov exponent [3,10]. The proposed TRBG pass the 
statistical tests described by AIS 31 documents [11] 
However, one should notice that the statistical tests prove 
that the generator is an ideal random bit generator (the 
tests are in fact necessary but not sufficient) [12]. The 
proposed TRBG is implemented on a Texas Instruments 
TMS320C6416 DSP development platform [13]. 

The remainder of the paper is organized as follows. In 
Section 2, the ZCDPLL model is presented. Random bit 
sequence generation using ZCDPLL is presented in Sec-
tion 3. Simulation results are discussed in Section 4. Sec-
tion 5 draws the conclusion. 
 
2.  Second Order ZCDPLL 
 
The structure of second order ZCDPLL is shown in Fig-
ure 1. As soon as the filter finishes its operation, the 
stored data are transferred to the register II. The input 
signal to the loop is taken as x(t) = s(t) + n(t), where s(t) 
= Asin(ω0 t + θ(t)), and n(t) is additive white Gaussian 
Noise (AWGN); θ(t) = θ0 + Ω0 t by which the signal dy-
namics are modelled; θ0 is the initial phase which we will 
assume to be zero; Ω0 is the frequency offset from the 
nominal value ω0. The input signal is sampled at time 
instances tk determined by the Digital Controlled Oscil-
lator (DCO). The DCO period control algorithm is given 
by [14] is 

k 0 k-1 k k-1T = T  - c  = t  - t            (1) 

where T0=(2π/ω0) is the nominal period, ck-1 is the loop 
 

digital filter. The sample value of the incoming signal x(t) 
at tk is 

k k kx(t )=s(t )+n(t )                  (2) 

Or simply 

k k kx =s +n                       (3) 

where sk = Asin(ω0 tk + θ(tk). The sequence xk is passed 
through a digital filter whose transfer function is D(z)s 
whose output ck is used to control the period of the DCO. 
For noise free analysis, then 

1

k 0 0
0

x =Asin[ (kT - + ]
k

i
i

c 



          (4) 

The phase error is defined to be 
1

k k 0
0

=
k

i
i

c  




                    (5) 

Then 

k k-1 k k-1 0 1- = kc                   (6) 

Using z-operator, equation (6) can be written as 
1 1

k k 0(1 ) =(1 ) kz z z      1c       (7) 

The control signal ck is the output of the digital filter 
and is formed by 

k k kc = D(z)x  = D(z)sin( )           (8) 

Substituting (8) into (7) yields 
1

0
k k k1

( )
= - Asin( )

1

z D z

z


   




       (9) 

In the second order ZCDPLL, the digital filter 

2
1 1

G
D(z)= +

1
G

z
, then (6) becomes 

k k-1 k-2 1 k-2 1 k-1 k=2 sin( )-r sin( )=f( )K K          (10) 

 
Figure 1. Block diagram of the second order ZCDPLL.  
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If the above system equation is linearized around the 
equilibrium points *

k=0, so that sin(x*k)≈ x*k and sin 
(y*k) ≈ y*k. Then (11) becomes 
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          (12) 

Consequently the Jacobian G'(x)=∂gi/∂x is given by 

1 1* (2 ) ( 1)
'( )

0 1

rK K
G x

 
 
 

             (13) 

The loop will converge if the eigen values G'(x*) are 
be less than one. Following [14] the operational regions 
of the second order ZCDPLL are given by (as shown in 
Figure 2): region (I), the loop converges locally to x*=0, 

2nπ, region (II), the loop phase error  oscillates between 
two values, region (III), the loop phase error  oscillates 
between n values or diverges, while in region (IV), the 
loop phase error  diverges. 

Fundamental to most definitions of chaos is the con-
cept that two trajectories of the system, no matter how 
closely they start to one another, will eventually diverge. 
This divergence is of exponential order. The Lyapunov 
exponent is used to measure the average rate of diver-
gence of nearby trajectories. It is defined as [3,10]: 

0

1
lim ln '( )

N

nN
n

f
N

 




           (14) 

A positive Lyapunov exponent indicates chaos. The 
largest Lyapunov exponent for the two dimensional a 
dynamical ZCDPLL system is defined as [3] 
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where Y' is the tangent of the direction of maximum 
growth which evolves according to 

;'

;'
'

1 bYa

dYc
Y n

n 


                (16) 

where ,/2,/,/,/ 211 kkkk ygaxgcygbxga   

are members of Jacobian matrix of (13). 
 

 
Figure 2. Loop behaviour as a function of $K_1$ and $r$ for second-order ZCDPLL. 
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3.  True Random Binary Generation-TRBG 
 
Security algorithms and protocols rely on the unpredict-
ability of the random bits they use, True Random Binary 
Generators (TRBGs) play an important role in crypto-
graphic applications [15] Classical TRBG uses some 
random physical phenomenon. The most frequently used 
phenomenon in embedded TRBGs is a jitter noise of 
digital clock signals [16]. 

Chaotic circuits represent an efficient alternative to 
the classical TRBGs [16,17]. Contrary to traditionally 
used sources of randomness they use a well-defined 
analog deterministic circuit that exhibits chaos. Many 
random number generators based on analog and deter-
ministic chaotic phenomena have been proposed, see 
[16,17]. 

To obtain random bits from ZCDPLL, the output of 
the sampler is monitored and assigned bit values of zero 
and one based on whether the output of the sampler is 
positive or negative as it can be seen in Figure 3. Hence, 
φ Є [0,π) corresponds to a “1” and φ Є[π, 2π) corre-
sponds to a “0”. 

A natural source of random bits may not give unbi-
ased bits as direct output. Many applications, espe-
cially in cryptography, rely on sequences of unbiased 
bits. There are various techniques to extract unbiased 
bits from a defective generator with unknown bias. 
These are called de-skewing techniques [18]. These 
techniques also eliminate the correlation in the output 
of the natural sources of random bits. Von Neumann 
[19] proposed a digital post-processing technique that 
balances the distribution of bits. Post-processing con-
verts non-overlapping pairs of bits into output bits by 
converting the bit pair [0,1] into an output 0, input pair 
[1,0] into an output 1, input pairs [1,1] and [0,0] are 
discarded [18]. 

A large number of statistical test suits have been 
proposed to assess the statistical properties of random 
number generators. A finite set of statistical tests may 
only detect defects in statistical properties. Further-
more, the tests cannot verify the unpredictability of 
the random sequence which is demanded in crypto-
graphic applications. In this section, the proposed 
random bit generator is evaluated with statistical tests 
proposed by BSI as Applications Notes and Interpre-
tation of the Scheme (AIS) [11]. The statistical tests 
are applied to a bit sequence obtained after the 
de-skewing. A better result of the statistical test can 
be obtained, if a strong de-skewing technique is used 
such as a cryptographic hash function, but these cre-
ate a long delay [18]. 

Although random numbers play an important role in 
numerous cryptographic applications, Information Tech-
nology Security Evaluation Criteria (ITSEC) [20] nor 
Common Criteria [21] (CC) specify any uniform evalua-
tion criteria for random numbers. For this purpose the 
AIS 31 Document Standard describes some evaluation 
criteria for true (physical) random number generators. 
AIS has been effective in Germany since 2001 [11]. The 
monobit, poker, runs, long runs, and entropy tests have 
been used in this paper as defined by AIS 31 document in 
order to test the randomness of the chaotic bits sequence 
generated by the ZCDPLL. 

 
4.  System Performance 

 
The TRBG using ZCDPLL has been verified by simula-
tion. A modulation free input signal x(t)= sin(ω1 t) is 
considered, where ω1 is the input frequency, and the 
center frequency of the DCO is assumed to be ω0 =1 
rad/sec. 

 

 

Figure 3. Block diagram of the TRBG using second order ZCDPLL.  
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In order to see where the loop has chaotic behavior, 

Lyapunov exponent has been calculated for all possible 
values of the loop parameters (K1 and r) and has been 
given black dot when they have values greater than 1 
(positive Lyapunov represents chaotic operation). The 
distribution of these black dots is shown in Figure 4. In 
order to produce chaotic sequence of phase error, one 
should work in black regions. 

The chaotic phase φk distribution generated by the 
second order ZCDPLL distribution is shown in Figure 5 
where K1 =2.5, and r =2.5. Sample 2 is shown in Figure 
6 for K1 =3.0, and r =2.5. The two phase sequences are 
random. The one million bits extracted from the phase 
sequence of ZCDPLL have been collected (φ Є [0,π) 
corresponds to a “1” and φ Є [π, 2π) corresponds to a “0”. 
The autocorrelation properties of the outputs are shown 
in Figure 7. Chaotic sequence have very low cross corre-
lation as shown in Figure 8 for the two binary streams 
generated using two different loop parameters. This is an 
important issue with regard to the security, because the 
receiver can not be determined from a few points in the 
sequence. 

The chaotic bit stream generated by the second order 
ZCDPLL of length 20000 bits is subject to each of the 
tests. The Monobit test is projected as evidence if the 

number of 1's and 0's in the sequence are nearly equal. 
The AIS standard specified the value of the number of 
1’s in the bit stream to be somewhere between 9654 and 
10346. The Pocker Test requires the division of the ini-
tial sequence into 4 bit contiguous segments, the count-
ing and the storing of each of the 16 possible 4 bit values. 
Denoting as f (k) the number of each value, 0 ≤ k ≤ 15, 
the X statistic is computed by means of (The test will 
pass if 1.03 ≤ X ≤ 57.4): 

)5000))(((
5000

16 2   kfX          (16) 

The third test used is runs test. If we describe a run as 
the maximal sequence of consecutive bits of the same 
kind then the incidence of runs for both consecutive 
zeros and consecutive ones of all lengths of what 
between 1 and 6 in the sample stream should be in the 
corresponding interval as specified in Table 1. 

It is worth noticing the fact that the sequences longer 
than 6 are considered of length 6 when counting them. 
The test is passed if for the generated sequence the 
number of consecutive bits of each length is between the 
limits given in the Table 2. The long run test is passed if 
there are no runs of length 34 or more. 

 

 
Figure 4. Largest Lyapunov Exponent of ZCDPLL - dot when it is greater than 1.0. 
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Figure 5. Distribution of ZCDPLL output (Sample 1) for a set of filter gain. 

 

 
Figure 6. Distribution of ZCDPLL output (Sample 2) for other set of filter gain. 
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Figure 7. Autocorrelation of ZCDPLL mm output (Sample 1). 

 

 
Figure 8. Cross Correlation of two ZCDPLL outputs (Sample 1 and Sample 2).   
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Table 1. Number of occurrences versus length. 

Length 1 2 3 4 5 6+

Number Of 
occurrences 2733

2267
 

1421

1079
 

748

502
 

402

223
 

223

90

223

90

 
Table 2. Simulation test results. 

AIS 31 
Statistical Test 

Result Limits 

Test 1 
(Monobit Test) 

Monobit = 9986 9645 < Monobit < 10346

Test 2 
(Poker Test) 

X = 44.498 1.03 < X < 57.4 

Test 3 
(Runs Test) 

All Passed  

Test 4 
(Long Run Test) 

Long Run = 16 Long Run = 34 

rate signal processing. In the realization based of DSP, 
variable sampling rate can be efficiently implemented 
using the DSP chip timer. At the beginning of the 
software program, the DSP timer (e.g Timer1) is set to 
be equal to maximum value of the sampling period. 
While the timer counts towards zero, an input (error) 
sample is read from the Analogue to Digital converter 
(ADC). On the basis of the error sample, the controller 
output and the actual value of the sampling period T 
are computed. Then the computed value of the sam-
pling period is used to set the timer period. The DSP 
processor will enter an idle state till the timer expired, 
then the processed will be interrupted and the Interrupt 
Service Routine (ISR) will be called and the program 
loop repeats (see Figure 9). 

Real-Time Data Exchange (RTDX) is used to provide 
real time, continuous visibility into the way TRBG soft-
ware application operates in TMS320C6416. RTDX al-
lows transfer the random bits generated in the DSP to a 
host PC for testing. On the host platform, an RTDX host 
library operates in conjunction with Code Composer 
Studio. In RTDX an output channel should be configured 
within ZCDPLL software. The generated data from 
ZCDPLL is written to the output channel. This data is 
immediately recorded into a C6416 DSP buffer defined 
in the RTDX C6416 library. The data from this buffer is 
then sent to the host PC through the JTAG interface. The 
RTDX host library receives this data from the JTAG 
interface and records it into either a memory buffer for 
testing purposes. 

 
The proposed true random bit generator successfully 

passes all four statistical tests for every run. Table 2 
shows the results of AIS 31 Standard Statistical Tests ran 
over 1 million random bits generated by ZCDPLL with 
K1=2.5, r=2.5. As can be seen, all results are within the 
accepted range of the tests. 
 
5.  TMS320C6416 Implementation 
 
The TRBG using ZCDPLL has been implemented in the 
software code targeted at a Texas Instruments TMS 
320C6416 DSP. The generated bits are collected by the 
host PC. The key issue in the realization of the TRBG 
using ZCDPLL is the implementation of variable sample 

One million bits have been collected by the host PC. 
The same AIS 31 test suit has been used to check the 
truly randomness of the generated bits by the DSP kit. 
The results of these tests are shown in Table 3. It can be 
seen that the bits passed all the three proposed tests. 

 
 

Figure 8. TMS320C6416 Based TRBG. 
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Figure 9. TMS320C6416 based TRBG.     
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Table 3. DSP card based test results. 

AIS 31 
Statistical Test 

Result Limits 

Test 1 
(Monobit Test) 

Monobit = 10122 9645 < Monobit < 10346

Test 2 
(Poker Test) 

X = 51.32 1.03 < X < 57.4 

Test 3 
(Runs Test) 

All Passed  

Test 4 
(Long Run Test) 

Long Run = 28 Long Run = 34 

 
6.  Conclusions 
 
In this paper, True Random Binary Generator (TRBG) 
using second order ZCDPLL has been described and 
evaluated. The chaotic phase error produced by the 
ZCDPLL has been used to generate TRB. The proposed 
TRBG is subjected to statistical test suit AIS 31. The 
proposed TRBG successfully passed the tests described 
by AIS31 document. Another essential result of this pa-
per is that the proposed TRBG based on ZCDPLL is im-
plemented fully by software based on TMS320C6416 
DSP kit. TRBG synchronization is still a challenging 
task which will be dealt within future work. Post proc-
essing is used to improve the statistical properties of the 
bit sequences generated by the ZCDPLL. 
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ABSTRACT 
 
The paper reports on investigations into the effect of spatial correlation on channel estimation and capacity 
of a multiple input multiple output (MIMO) wireless communication system. Least square (LS), scaled least 
square (SLS) and minimum mean square error (MMSE) methods are considered for estimating channel 
properties of a MIMO system using training sequences. The undertaken mathematical analysis reveals that 
the accuracy of the scaled least square (SLS) and minimum mean square error (MMSE) channel estimation 
methods are determined by the sum of eigenvalues of the channel correlation matrix. It is shown that for a 
fixed transmitted power to noise ratio (TPNR) assumed in the training mode, a higher spatial correlation has 
a positive effect on the performance of SLS and MMSE estimation methods. The effect of accuracy of the 
estimated Channel State Information (CSI) on MIMO system capacity is illustrated by computer simulations 
for an uplink case in which only the mobile station (MS) transmitter is surrounded by scattering objects. 
 
Keywords: MIMO, Channel Estimation, Channel Capacity, Spatial Correlation, Channel Modelling 
 
1.  Introduction 
 
In recent years, there has been a growing interest in mul-
tiple input multiple output (MIMO) techniques in rela-
tion to wireless communication systems as they can sig-
nificantly increase data throughput (capacity) without the 
need for extra operational frequency bandwidth. In order 
to make use of the advantages of MIMO, precise channel 
state information (CSI) is required at the receiver. The 
reason is that without CSI decoding of the received sig-
nal is impossible [1–5]. In turn, an inaccurate CSI leads 
to an increased bit error rate (BER) that translates into a 
degraded capacity of the system [6–8]. 

Obtaining accurate CSI can be accomplished using 
suitable channel estimation methods. The methods based 
on the use of training sequences, known as the training- 
based channel estimation methods, are the most popular. 
In [9,10], several training-based methods including least 
square (LS) method, scaled least square (SLS) method 
and minimum mean square error (MMSE) method have 

been investigated. It has been shown that the accuracy of 
the investigated training-based estimation methods is 
influenced by the transmitted power to noise ratio 
(TPNR) in the training mode, and a number of antenna 
elements at the transmitter and receiver. In particular, it 
has been pointed out that when TPNR and a number of 
antenna elements are fixed, the SLS and MMSE methods 
offer better performance than the LS method. This is due 
to the fact that SLS and MMSE methods utilize the chan-
nel correlation in the estimator cost function while the 
LS estimator does not take the channel properties into 
account. 

It is worthwhile to note that the channel properties are 
governed by a signal propagation environment and spa-
tial correlation (SC) that is dependent on an antenna con-
figuration and a distribution of scattering objects that are 
present in the path between the transmitter and receiver. 
The works in [9,10] have demonstrated superiority of 
SLS and MMSE estimation methods, which make use of 
channel correlation, over the LS method neglecting 
channel properties. However, no specific relationship 
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between spatial correlation and channel estimation accu-
racy has been shown. The works presented in [11,12] 
have reported on the relationship between spatial corre-
lation and estimation accuracy of MMSE method. How-
ever, only simulation results, giving trends without any 
further mathematical insight have been presented. 

In this paper, we try to fill the existing void by pre-
senting the mathematical analysis explaining the effects 
of channel properties on SLS and MMSE channel esti-
mation methods. It is shown that for a fixed TPNR, the 
accuracy of SLS and MMSE methods is determined by 
the sum of eigenvalues of channel correlation matrix, 
which in turn characterizes the signal propagation condi-
tions. In addition, we report on the effect of spatial cor-
relation on both the channel estimation and capacity of 
MIMO system. In the work presented in [13–16], it has 
been shown that the existence of spatial correlation leads 
to the reduced MIMO channel capacity. However, these 
conclusions rely on the assumption of perfect CSI avail-
able to the receiver. In practical situations, obtaining 
perfect CSI can not be achieved. Therefore, in this paper 
we take imperfect knowledge of CSI into account while 
evaluating MIMO capacity. 

The rest of the paper is organized as follows. In Sec-
tion 2, a MIMO system model is introduced. In Section 3, 
LS, SLS and MMSE channel estimation methods are 
described and the channel estimation accuracy analysis is 
given. Section 4 shows derivations for the lower bound 
of MIMO channel capacity when the channel estimation 
errors are included. Section 5 describes computer simu-
lation results. Section 6 concludes the paper. 
 
2.  System Description & Channel Model 
 
We consider a flat block-fading narrow-band MIMO sys-
tem with Mt antenna elements at the transmitter and Mr 
antenna elements at the receiver. The relationship between 
the received and transmitted signals is given by (1): 

sY HS V                   (1) 

where Ys is the Mr × N complex matrix representing the 
received signals; S is the Mt × N complex matrix repre-
senting transmitted signals; H is the Mr × Mt complex 
channel matrix and V is the Mr × N complex zero-mean 
white noise matrix. N is the length of transmitted signal. 
The channel matrix H describes the channel properties 
which depend on a signal propagation environment. Here, 
the signal propagation is modeled as a sum of the line of 
sight (LOS) and non-line of sight (NLOS) components. 
As a result, the channel matrix is represented by two 
terms and given as [17,18], 

1

1 1NLOS LOS

K
H H H

K K
 

 
          (2) 

where HLOS denotes the LOS part as and HNLOS denotes 
NLOS part. K is the Rician factor defined as the ratio of 
power in LOS and the mean power in NLOS signal 
component [17]. The elements of HLOS matrix can be 
written as [18] 

)
2

exp( rt
rt
LOS DjH




              (3) 

where Drt is the distance between t-th transmit antenna and 
r-th receive antenna. Assuming that the components of 
NLOS are jointly Gaussian, HNLOS can be written as [19,20], 

2/12/1
TgRNLOS RHRH               (4) 

where Hg is a matrix with i.i.d Gaussian entries. 
Here, the Jakes fading model [21,22] is used to de-

scribe the spatial correlation matrices RR at the receiver 
and RT at the transmitter. An uplink case between a base 
station (BS) and a mobile station (MS) is assumed, as 
shown in Figure 1. 

The BS antennas are assumed to be located at a large 
height above the ground where the influence of scatterers 
close to the receiver is negligible. In turn, MS is assumed 
to be surrounded by many scatterers distributed within a 
“circle of influence”. For this case, the signal correlation 
coefficients at the receiver BS and transmitter MS, ρR

BS 
and ρT

MS, can be obtained from [22] and are given as: 

0( ) [2 / ]MS T T
T mn mnJ                (5) 

0 max

2 2
( ) [ cos( )]exp( sin( ))BS R R R

R mn mn mnJ j
      
 

    

(6) 

where, δmn
T and δmn

R are the antenna spacing distances 
between m-th and n-th antennas at transmitter and re-
ceiver, respectively; λ is the wavelength of the carrier; 
γmax is the maximum angular spread (AS); θ is the AoA 
of LOS and J0 is the Bessel function of 0-th order. Using 
ρR

BS(δmn
T) and ρT

MS(δmn
R), the correlation matrices RR

r

M

BS
 

and RT
MS for BS and MS links can be generated as 
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Figure 1. Jakes model for the considered MIMO channel. 
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3.  Training-Based Channel Estimation 
 
For a training based channel estimation method, the rela-
tionship between the received signals and the training 
sequences is given by Equation (1) as 

Y HP V                    (9) 

Here the transmitted signal S in (1) is replaced by P, 
which represents the Mt × L complex training matrix 
(sequence). L is the length of the training sequence. The 
goal is to estimate the complex channel matrix H from 
the knowledge of Y and P. 

Here the transmitted signal S in (1) is replaced by P, 
which represents the Mt × L complex training matrix 
(sequence). L is the length of the training sequence. The 
goal is to estimate the complex channel matrix H from 
the knowledge of Y and P. 

The transmitted power in the training mode is assumed 

to be constrained by 
2

F
P where P is a constant and 

||.||F
2 stands for the Frobenius norm. According to [9,10], 

the estimation using LS, SLS or MMSE method requires 
orthogonality of the training matrix P. In the undertaken 
analysis, the training matrix P is assumed to satisfy this 
condition. 

   

3.1.  LS Method 

In the LS method, the estimated channel can be written 
as [23], 

†ˆ
LSH YP                      (10) 

where {.}† stands for the pseudo-inverse operation. 
The mean square error (MSE) of LS method is given 

as 

2ˆ{LS LS }
F

MSE E H H            (11) 

in which E{.} denotes a statistical expectation. According 
to [9,10], the minimum value of MSE for the LS method 
is given as  

2

min
LS t rM M

MSE


                 (12) 

in which ρ stands for transmitted power to noise ratio 
(TPNR) in training mode. Equation (12) indicates that 
the optimal performance of the LS estimator is not in-
fluenced by channel matrix H. 

3.2.  SLS Method 

The SLS method reduces the estimation error of the LS 
method. The improvement is given by the scaling factor 
γ which can be written as 

{ }

{ }
H

LS H

tr R

MSE tr R
 


               (13) 

The estimated channel matrix is given as [9], [10] 

†
2 1

{ }ˆ
{( ) } { }

H
SLS H

n r H

tr R
H YP

M tr PP tr R 
 

    (14) 

Here, σn
2 is the noise power; RH is the channel correla-

tion matrix defined as RH=E{HHH} and tr{.} implies the 
trace operation. The SLS estimation MSE is given as [9,10] 

2

2 2

ˆ{ }

(1 ) { }

SLS LS
F

H LS

MSE E H H

tr R MSE



 

 

  
        (15) 

The minimized MSE of MMSE method can be written 
as [9,10] 

min

{ }

{ }
SLS LS H

LS H

MSE tr R
MSE

MSE tr R



               (16) 

By taking into account expression (12), the minimized 
MSE of the SLS method (16) can rewritten as 

1 1
2

1
2

1 1
2

[( { }) ]

[( { }) ]

[( ) ]

SLS H
t r

t r

n

i
i t r

MSE tr R
M M

tr
M M

M M

1







 



 

 

  

 

           (17) 

where n=min(Mr, Mt) and is λi the i-th eignvalue of the 
channel correlation RH. 

If TPNR is fixed then the following equality can be 
derived 

1 1
2

[( ) ]
n n

SLS i i
i it r

MSE
M M

           (18) 

As observed from (18), MSE decreases when the sum 
of eignvalues of RH decreases. This shows that in order 
to minimize MSE, the sum of eigenvalues of RH has to be 
reduced. 

3.3.  MMSE Method 

In the MMSE method, the estimated channel matrix is 
given as (19) [9,10,23], 

2 1ˆ ( )H H
MMSE H n r HH Y P R P M I P R        (19) 

The MSE of MMSE estimation is given as 
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2ˆ{ } { }MMSE MMSE E
F

MSE E H H tr R        (20) 

in which RE is an estimation error correlation written as 

1 2 1 1

ˆ ˆ{( )( ) }

( )

H
E MMSE MMSE

H
H n r

R E H H H H

R M PP   

  

 
       (21) 

The minimized MSE is given as (22) [2,3,11] 

1 2 1 1{( ) }H H
MMSE n rMSE tr M Q PP Q         (22) 

In (22), Q is the unitary eigenvector matrix of RH and 
Λ is the diagonal matrix with eigenvalues of RH. The 
minimized MSE for the MMSE method, given by Equa-
tion (22), can be rewritten using the orthogonality prop-
erties of the training sequence P and the unitary matrix Q, 
as shown by 

1 1 1

1 1 1
1

1 1 1
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1 1 1
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(23) 

Assuming that TPNR in expression (13) is fixed, the 
bound for MSE is given by 

1 1 1( )
n n

MMSE i r i
i i

MSE M             (24) 

The expression (24) shows that, similarly as in the 
SLS method, a smaller sum of eigenvalues of the channel 
correlation RH leads to a smaller estimation error for the 
MMSE method. In other words, a smaller sum of eigen-
values of the channel correlation leads to the more accu-
rate channel estimation. 

From the above mathematical analysis it becomes ap-
parent that when the value of TPNR is fixed the accuracy 
of a training-based MIMO channel estimation is governed 
by the sum of eigenvalues of the channel correlation matrix 
RH. In turn, the properties of RH and its eigenvalues are 
determined by the channel properties which are influenced 
by a signal propagation environment and an array antenna 
elements and configuration. 

It is worthwhile to note that the spatial correlation (for 
example due to the presence of LOS component) is re-
sponsible for the channel rank reduction. In this case, the 
sum of eigenvalues of RH has a smaller value. Thus from 
the derived expressions, it is apparent that the spatial cor-
relation (due to an increased LOS component) contributes 
in a positive manner to improving the training-based 
MIMO channel estimation accuracy. 

4.  MIMO Channel Capacity Taking into 
Account Channel Estimation Errors 

The achievement of high channel capacity in a MIMO 
system depends on two factors. One is a rank of channel 
matrix or effectiveness of freedom (EDOF). The other 
one is the availability of CSI at the receiver. In [26,27,29] 
it has been shown that higher accuracy of CSI leads to 
higher channel capacity. However, the undertaken inves-
tigations have not considered the channel properties. 

If CSI is perfectly known at the receiver (but unknown 
at the transmitter), the capacity of a MIMO system with 
Mr receive antennas and Mt transmit antennas can be 
expressed as [1,24,25], 

2(log {det[ ( )]})
R

HSNR
M

t

C E I HH
M


         (25) 

In Equation (25), ρSNR is a signal to noise ratio (SNR). 
The channel matrix H is assumed to be perfectly known 
at the receiver. 

In practical cases, H has to be replaced by the esti-
mated channel matrix, which carries an estimation error. 
By assuming that the channel estimation error is defined 

as e and the estimated channel matrix as Ĥ  

Ĥ H e                        (26) 

The received signal can accordingly be written as, 

ˆY HS eS V                    (27) 

Correlation of e is given as 

2ˆ ˆ{( )( ) }H
E eR E H H H H I             (28) 

in which σe
2 is the error variance. In [26,27], the defini-

tion of error variance is slightly different. Using Equa-
tion (20), we have 

2
e

r

MSE

M
                        (29) 

The channel capacity of MIMO system with an imper-
fectly known H at the receiver is defined as the maximum 
mutual information between Y and S and is given as 

{ }

ˆmax { ( ; , )}
tr Q P

C I S Y


 H

ˆ

             (30) 

If the transmitter does not have any knowledge of the 
estimated channel, the mutual information in Equation 
(30) can be written as [26–29], 

ˆ ˆ ˆ( ; , ) ( ; | ) ( | ) ( | , )I S Y H I S Y H h S H h S Y H      (31) 

Because adding any dependent term on Y does not 
change the entropy [28], then 
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ˆˆ( | , ) ( | , )h S Y H h S uY Y H            (32) 

in which u is the MMSE estimator given as 

ˆ{ |
ˆ{ |

H

H

E SY H
u

E YY H


}

}
                (33) 

Combining this with Equation (27), we have 
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H

H H
n M
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ˆ
 

(34) 

where Q=E{SSH} is a Mt by Mt correlation matrix of 
transmitted signal S defining the signal transmission 
scheme. The autocorrelation matrix holds the property 
that trace(Q) equal to the total transmitted signal power 
Ps (ρSNR=Ps/σn

2). If we assume the special case of Mt 
equal to Mr and the transmitted signal power being 
equally allocated to transmitting antennas, (34) becomes 

2 2

2 2
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         (35) 

in which p=Ps/Mt is the power allocated to the signal 
transmitted through each transmit antenna. Because con-
ditioning decreases the entropy therefore 

ˆ( | ) ( | ,h S uY H h S uY Y H   ˆ )

ˆ )

ˆ

          (36) 

Then we have 

ˆ( | ) ( | ,h S uY H h S uY Y H             (37) 

In this case, 

ˆ ˆ( ; | ) ( | ) ( | , )I S Y H h S H h S uY Y H       (38) 

For the case of  and  having a 

Gaussian distribution, (38) can be expressed as [26,27,29], 

ˆ|S H ˆ( | ,S uY Y H )
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(39) 

The lower bound of the ergodic channel capacity
be

 

 can 
 shown to be given as 
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(40) 
Equation (40) indicates that for a fixed value of S

th
NR, 

e capacity is a function of the estimated channel matrix 
Ĥ  and the channel estimation error σe

2. As a result, the 
channel properties and the quality of channel estimation 
influence the MIMO capacity. 
 
.  Simulation Results 5

 
ere we present computerH  simulation results which 

demonstrate the influence of channel properties on the 
training-based channel estimation. A 4×4 MIMO system 
including 4-element linear array antennas both at the 
transmitter and receiver is considered. The Jakes model 
presented in Section 2 is used to describe the propagation 
environment between BS and MS. The distance between 
transmitter and receiver is assumed to be 100λ. The An-
gle of Arrival (AoA) of LOS is set to 0°. The training 
sequence length L is assumed to be 4. The default an-
tenna element spacing at both BS and MS is set to 0.5λ 
(wavelength). 

Figure 2 shows a relationship between MSE and the 
sum of eigenvalues of the channel correlation matrix for 
both MMSE and SLS methods. The results include an 
effect of maximum angle spread (AS), antenna spacing 
and Rician factor K, which are related to the sum of ei-
genvalues of RH. The obtained results are given in four 
sub-figures A, B, C and D. 

Sub-figure A supports the theory presented in Section 3 
that for MMSE and SLS methods channel estimation 
errors are smaller for smaller sums of eigenvalues of RH. 
When the sum of eignvalues increases, the channel esti-
mation accuracy becomes worse. 

The relationship between the sum of eignvalues of RH 
and the maximum AS is shown in sub-figure B. The sum 
of eigenvalues increases when AS increases. Larger val-
ues of AS correspond to a lower level correlation while 
smaller values of AS correspond to a higher level corre-
lation. Higher values of spatial correlation lead to a 
smaller sum of eigenvalues of RH. This condition helps to 
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nd the MS transmitter antenna spacing. 
O

um of ei-
ge

improve the accuracy of the training based MIMO chan-
nel estimation. 

Sub-figure C presents the relationship between the sum 
of eigenvalues a

Figure 3 is plotted in three dimensions (3D) to provide 
a further support for the results of Figure 2. In this figure, 
the relationship between MSE, TPNR ρ and K for 
MMSE method is presented at three different values of 
maximum AS (indicating three special correlation levels). 
One can see that when TPNR is increased to 30dB the 
estimation error decreases almost to zero. When the 
value of Rician factor K is increased, indicating a 
stronger LOS component in comparison with NLOS 
components, the MSE decreases. This is consistent with 
the trend observed in Figure 2 that a stronger LOS com-
ponent results in better estimation accuracy. 

ne can see that the sum of eigenvalues becomes smaller 
when the spacing distance is less than 0.2λ. 

Sub-figure D gives the relationship between the sum 
of eigenvalues and the Rician factor K. The s

nvalues is smaller at higher values of K (when the 
LOS component is strongest). This means that a stronger 
LOS component reduces the sum of eigenvalues and thus 
improves the channel estimation accuracy. 
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Figure 2. Relationship between MSE vs Sum of eigenvalues of RH showing an im-
pact of antenna spacing and the Rician factor K. 
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The presented results also show that for MMSE 

method MSE is reduced for the smallest AS, which cor-
responds to the highest level of spatial correlation. 

In the next step, we simulate the MIMO channel ca-
pacity under the condition of channel estimation error. 
Simulations are run for the cases of 2×2 MIMO and 4x4 
MIMO systems. The simulation settings including the 
distance between the transmitter and receiver, training 
sequence length, AoA, AS and antenna element spacing 
are same as in the earlier undertaken simulations. The 
minimum mean square error (MMSE) channel estimation 
method is applied for the Jakes model representing the 
channel between the BS and MS. The channel capacity is 
determined using Equation (40). For simulation purposes, 
RH is obtained using the actual channel matrix H and 
TPNR is assumed to be equal to SNR. 100000 channel 
realizations are used to obtain the value of capacity. Fig-

 4 shows the resu

figure B. 
From Figure 4, one can see that the mean square error 

increases as the angle spread becomes larger. For all 
three groups, at K factor of 20dB, MSE shows the best 
performance while the worst accuracy occurs at the K 
factor of 0dB. In sub-figure B, the relationship trends are 
different from the ones observed in sub-figure A. As the 
angle spread increases, the channel capacity is enhanced. 
In all three groups of lines at three SNR values, the high-
est capacity occurs at K equal to 0dB while at 20dB the 
capacity is decreased. These two sub-figures indicate that 
the channel capacity is increased when the channel esti-
mation accuracy is reduced. This finding is opposite to 
the one shown in [26,27,29]. This could be due to the 
fact that in [26,27,29] the influence of spatial correlation 
or K factor on the channel capacity was not considered. 
The presented simulation results strengthen the notion 

tronger LOS 
 estimation ac-

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

MO 

ure lts for the 2×2 MIMO system. 
s are plotted in two-dimensions (2D) 

that the higher spatial correlation (due to a s
component) helps to improve the channelSimulation result

and include two sub-figures. Sub-figure A presents the 
relationship between MSE and angle spread (AS). There 
are three groups of lines drawn for three different values 
of SNR. In each group, the lines correspond to three dif-
ferent values of K factor. The relationship between 
channel capacity and the angle spread is given in sub- 
 

curacy. At the same time it decreases the rank and EDOF 
of the channel matrix. 

Similar findings are obtained for the 4×4 MIMO sys-
tem, as illustrated in Figure 5. The results are shown for 
SNR of 5, 10 and 15dB and the Rician factor K of 0 and 
10dB. 
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Figure 4. MSE vs Angle Spread and Channel estimation vs Angle Spread of a 2×2 MI
under 3 different SNR and 3 different K factor. 
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ABSTRACT 
 
In recent times, there has been growing interests in integration of voice, data and video traffic in wireless 
communication networks. With these growing interests, WCDMA has immerged as an attractive access 
technique. The performance of WCDMA system is deteriorated in presence of multipath fading environment. 
The paper presents space-time coded minimum mean square error (MMSE) Decision Feedback Equalizer 
(DFE) for wideband code division multiple access (WCDMA) in a frequency selective channel. The filter 
coefficients in MMSE DFE are optimized to suppress noise, intersymbol interference (ISI), and multiple ac-
cess interference (MAI) with reasonable system complexity. For the above structure, we have presented the 
estimation of BER for a MMSE DFE using computer simulation experiments. The simulation includes the 
effects of additive white Gaussian noise, multipath fading and multiple access interference (MAI). Further-
more, the performance is compared with standard linear equalizer (LE) and RAKE receiver. Numerical and 
simulation results show that the MMSE DFE exhibits significant performance improvement over the stan-
dard linear equalizer (LE) and RAKE receiver. 
 
Keywords: Decision Feedback Equalizer, Multiple Access Interference (MAI), RAKE Receiver, Transmit 

Diversity, Wideband Code-Division Multiple-Access (WCDMA), Bit Error Rate (BER) 
 

1.  Introduction 
 

During the period of last one decade, the large demands 
for wireless services and high data speeds have driven 
the wireless cellular networks to a tremendous growth. 
These large demands require some advanced techniques 
like WCDMA that can support more users and higher 
data rates. WCDMA has been accepted as standard ac-
cess method for the third and fourth generation wireless 
systems. The WCDMA system assigns each user a spe-
cific signature sequence from the signature set. One lim-
iting factor in the capacity (i.e. the number of users) of 
the WCDMA systems is the multiple access interference 
(MAI). In fact, in WCDMA system, multiple access in-
terference (MAI) and intersymbol interference (ISI) are 
caused by multipath dispersion and are major problems. 
These problems cannot be efficiently suppressed by 

conventional RAKE receivers. The MAI caused by one 
user is usually small, but as the number of interferers or 
their power increases, effect of MAI becomes noticeable. 
To alleviate the effect of MAI, a number of multiple user 
detection methods have been proposed in literature in 
recent years [1]. Usually, the multiuser receiver can per-
form much better than the conventional correlator based 
receiver, but at the cost of increased system complexity. 
For uplink channel, the increased complexity is not a big 
issue since the base station may be equipped with some 
powerful computing processors. Whereas, a mobile ter-
minal is limited by cost and size. Therefore, it will be 
very difficult to use the multiuser receiver for the 
downlink channel. But, irrespective of this problem, 
there is a strong emphasis to improve the performance of 
the downlink channel in WCDMA. 

Another limiting factor in the cellular systems is fad-
ing. An usual technique for combating fading is spatial 
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diversity. In WCDMA systems, two methods of spatial 
diversity and interference cancellation can be combined 
to increase the system performance and capacity. The 
combination of MUD and receive diversity techniques 
has been proposed in [2,3]. In third generation WCDMA 
systems, the processing transmit gain may be very small. 
This makes the use of diversity quite effective. Transmit 
diversity can be used to alleviate fading efficiently. 
There are several forms of transmit diversity. In open- 
loop scenarios, where the transmitter does not have the 
channel state information, space-time transmit diversity 
(STTD) is generally used. When channel state informa-
tion is available, closed-loop transmit diversity such as 
beam forming can be used. Over the period of last dec-
ade, various transmit diversity schemes have been pro-
posed in modern wireless communications to combat 
fading. Among various proposed techniques, Alamouti’s 
space-time block code [4], called as space- time transmit 
diversity (STTD), is one of the most effective solutions 
for two transmit antennas. Because of its effectiveness, 
Alamouti’s space-time block code has been adopted for 
third generation WCDMA systems in indoor applications 
for high data rate. 

WCDMA downlink has two interesting features. One 
is that all transmissions are synchronized and the other is 
that the spreading codes can be orthogonal. By taking 
advantages of these features, the chip-level equalization 
has been proposed to mitigate MAI with a despreader [5, 
6]. A despreader can mitigate the MAI after chip-level 
equalization to restore the orthogonality. In [7], it has 
been shown that a receiver with a chip-level equalizer 
can be easily implemented with adaptive algorithms. 
Unfortunately, the performance of the receiver with a 
chip-level linear equalizer (LE) is not significantly better 
than the rake receiver, unless the receiver of the mobile 
station is equipped with multiple receiving antennas or 
uses over sampling. Because the LE cannot perfectly 
suppress the miltiptah interference with a single receive 
antenna and chip rate sampling, a residual multipath in-
terference exists. Thus, the MAI cannot be completely 
removed by the correlator or despreder. To avoid this, 
multiple receive antennas or a higher sampling rate can 
be used for the chip level minimum mean square error 
linear equalizer (MMSE-LE) [10]. Decision feedback 
equalization is a powerful equalization technique that 
provides postcursor ISI cancellation with reduced noise 
enhancement and is widely used to offer better steady- 
state performance than a linear equalizer (LE). Recent 
research has been devoted to the receiver design using 
zero forcing [11], minimum MSE (MMSE) [12] meth-
ods. 

The zero forcing receivers can completely suppress the 
ISI and multi-user interference under certain conditions. 
However, explicit knowledge of all the signature wave-

forms is required and the noise may be enhanced. Hence, 
the receiver designed by using the MMSE criterion 
seems to be better than zero-forcing receivers in terms of 
their bit error rate (BER) performance. In this paper, we 
investigate and analyze a minimum mean-square error 
(MMSE) decision feedback equalizer (DFE) for space- 
time coded WCDMA downlink channel to achieve better 
performance than the chip level LE and a RAKE receiver 
in a frequency selective channel. 

The rest of the paper is organized as follows. The sig-
nals and system models have been introduced in section 
2.In subsection 2.1 we have discussed the basic space- 
time encoder in WCDMA. In subsection 2.2,we have 
presented the structure of a traditional decision feedback 
equalizer (DFE). The space-time coded decision feed-
back equalizer (DFE) has been formulated in subsection 
2.3. Subsection 2.4 presents the mathematical analysis. 
In section 3, we have formulated the simulation envi-
ronments. Computer simulation results are presented in 
section 4 to see the performance and we conclude the 
paper with some remarks in section 5. 
 
2. Signal and System Models 
 
2.1. Basic Space-Time Encoder in WCDMA 
 

Figure 1 shows the basic space-time transmit diversity 
(STTD) encoder in WCDMA. We consider two symbols 
periods, 0 and 1, over which two symbols are sent. Dur-
ing symbol period 0, symbol c0 is sent on transmit an-
tenna A and c1

* is sent on antenna B. 
During symbol period 1, c1 is sent on transmit antenna 

A and c0
* is sent on antenna B. It is assumed that the 

same channelization code is used to send these STTD 
encoded symbols. But, the pseudo-random scrambling 
codes are different for different symbol periods. Let hji(t) 
denote the continuous-time impulse response of the multi-
path channel from transmitter antenna i to the receive an-
tenna j. A time-variant multipath signal propagation through 
the mobile cellular radio channel can be modeled as: 

hji(t)=      (1) ,

1
( )

, ,
0

( ) ( ( ))ji q

Q
j t

ji q ji q
q

t e t t






   

where Q is the number of ch nnel multipath, () is a
 

 
Figure 1. Space-time encoder in WCDMA. 
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the Dirac-delta function, and 　ji, q(t), 　ji, q(t) and 　ji, q(t) 
are the time-variant attenuation, phase distortion and 
propagation delay of the qth path from transmit antenna i 
to receive antenna j, respectively. 
 
2.2. Traditional Decision Feedback Equalizer 
 
We first describe a traditional decision feedback equal-
izer (DFE) receiver, upon which a two dimensional DFE 
for WCDMA system builds. Figure 2 shows a discrete- 
time complex base band model for the conventional DFE. 
The DFE consists of a feed forward filter f(n) and a 
feedback filter b(n), where n is the symbol index. Since 
the feedback filter sits in a feedback loop, it must be 
strictly causal. The signal propagates through a discrete 
time-variant frequency selective fading channel h(n). 

Also, r(n) → received signal, d(n) → transmitted 

symbols information,  → output of DFE. ˆ( )d n

 
2.3. Space-Time Coded Decision Feedback 

Equalizer (DFE) 
 
We concentrate on WCDMA downlink channel with 
transmit diversity. The system employs two transmit 
antennas at the transmitter side and one receive antenna 
at the receiver side. We assume that there are K active 
users in the cell under consideration and that the inter- 
cell interference is negligibly small in cellular scenario. 
Also, there are M transmit antennas and V receive an-
tennas in the system. 

Now, the transmitted signal of user k from antenna m, 

represented by 
( ) ( )m
kx t , is given by 

( ) ( )m
kx t  = 

1
( )

,
0

( ) ( )
N

m
k k k n s

n

A c n w t nT




      (2) 

where, , n = 0, …., N-1, is the kth user’s space- 

time coded data sequence to be transmitted from antenna 
m within a specific time-frame 

( ) ( )m
kc n

Ak is the average amplitude of the kth user 
Ts is the symbol duration 
wk,n(t) is the signature waveform of user k at the nth 

symbol period 
 

b(n)

Feedback
filter

d(n)
~d(n)r (n)

f(n)

Feedforward
filter

+

–

h(n)
d (n)

u(n)

 

Figure 2. The traditional DFE structure. 

The signature waveform wk,n(t) is represented as 

, ( )k nw t  = 
1

,
0

1
( ) ( )

G

k n c
i

s i p t iT
G





          (3) 

where G is the processing gain, 
Tc is the chip duration, 
p(t) is the chip pulse shape signal 
sk,n(i) is the kth user’s signature sequence 
The spread signal is transmitted over the frequency 

and time selective channels. The channels from the two 
base station antennas to the receiver are modeled as 
Rayleigh multipath fading channels. Then, according to 
basic equation (1), the impulse response of the channels 
between the base station transmitter and the mobile sta-
tion receiver is 

h(m)(t) =        (4) 
1

( )

0

( ), 1,
Q

m
q q

q

h t t m




   2

)

k

where Q is the number of paths, 
hq(m) is a complex coefficient which is used to model 

the qth path 
tq is the delay related to the qth path. 
We assume that the number of paths and their delay 

times are equal for the two channels. Finally, the re-
ceived signal from all K users at a mobile base station 
after demodulation is given by 

r(t) =    (5) 
1 12

( ) ( )

1 0 0

( ) (
Q K

m m
q k q

m q k

h x t t u t
 

  

   
where u(t) is the additive white Gaussian noise (AWGN) 
with noise variance of 2. 

It may be more convenient to consider a discrete-time 
signal model. Accordingly, the received signal sequence 
is written as 

r(n) =         (6) 
1 12

( )( )

1 0 0

Q K
mm

q k q
m q k

h x u
 


  

  
where r(n) is the received signal sequence, and uk is the 
white noise sequence. 
 
2.4. Mathematical Analysis 
 
To achieve transmit diversity; we use Alamouti’s space- 
time block code for two transmit and one receive anten-
nas [4]. In a space-time block-level encoding scheme, 
each block of 2N information symbols dk(n), n = 0, …., 
2N-1, is split into two blocks of odd and even symbols, 
each having length N. Further, these two blocks are 
space-time encoded and transmitted during two subse-
quent periods, each having a duration of NTs. This means 
that for the first and second period, we have 
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          (7) 

where n = 0, ……, N–1. 
If we place a guard-time tg between two transmission 

periods, the received signal r(t) consist of two non- in-
terfering signals. Now, let do(2n) and do(2n + 1) be the 
desired symbols to be detected at the receiver. According 
to Figure 2, r(t) is first allowed to pass through the two 
matched  filters which are matched to the corresponding 
spreading waveforms of the user and then sampled at 
times tv, v = 0, …, i – 1. Then, we have 

r1 =            (8) *
0,

0

( ) ( )    
sT

n sw r nT t d

r2 =  

*

*
0,

0

( ) ( ( ) )


       



sT

n N s v gw r n N T t t d

(9) 

For ideal correlation properties of signature wave-
forms, there shall be no ISI and MAI in above samples. 
Thus, in ideal scenario, a RAKE receiver and a linear 
equalizer (LE) can work as optimum receiver [8]. But, in 
practice, because of non-zero auto and cross-correlations 
of the shifted signature waveforms, ISI and MAI occur 
and hence the performance of a RAKE receiver deterio-
rates in highly interference environments. Thus, to 
achieve the performance improvement, we use a space- 
time coded DFE structure with two transmit and one re-
ceive antenna as shown in Figure 3. Now, the input to the 
first decision part, to detect d0(2n), is written as 

de= 
1

11 1, 21 2,
0

[ ( 1 ) ( 1 ) ]
L f

f q f
q

qf L q r f L q r




     + 

11 21
1

ˆ ˆ[ ( ) (2 2 ) ( ) (2 2 1)
Lb

b o b o
m

b L m d n m b L m d n m


     ]

 (10) 
The expression in equation (10) may be written in ma-

trix form as under: 

de = FH Y                 (11) 

Here, 

FH = [f11(Lf – 1), … , f11(0), f21(Lf – 1), ….., 

f21(0), b11(Lb – 1), … , b11(0), b21(Lb – 1), ….., b21(0)] 
(12) 

And 

Y= [r1, 0, ….., r1, Lf – 1, r2, 0, ….., r2, Lf – 1, do(2n–2) 

….., do(2n – 2Lb), d0(2n – 1), ….., do(2n – 2Lb + 1)]J 
(13) 

The mean square error (MSE) is given by 

 = E {|d – do (2n)|2} 
Now, to achieve the performance improvement, we 

have to minimize the mean square error (MSE). For that 
purpose, we must decide appropriate value of weight 
vector. The solution to the MMSE problem is given by 

FH= A–1 G                  (14) 

where          A= E.{ Y Y H}               (15) 

and            G = E{ Y Y do
*(2n)}           (16) 

To determine matrix A and vector G, we must know 
the channel model and also we assume that the interfer-
ing user’s signature codes and all the information sym-
bols are independent random sequences. Now, the mini-
mum mean-square error for the system can be written as 

min= 1 – G H S–1 G             (17) 

We can estimate the overall signal-to-noise ratio per 
symbol, using the Gaussian approximation, from the 
MMSE as [9] 

SNR = (1 – min) /min          (18) 

Hence, the bit error rate (BER) can be approximated 
as under: 

Pe = ( )Q SNR  

Pe = 1 1( (1 ) / )H HQ   G A G G A G  

From above expression, it is obvious that Pe depends 
upon the coefficients of the channel and signature wave-
form of the desired user. 
 

3. Simulation Environments 
 
We study the performance of a chip-rate DFE in a 
WCDMA downlink channel using QPSK modulation 
scheme and a spreading factor of 32. We have assumed 
Rayleigh fading channels and channel coefficients as 
complex Gaussian random variables. The system trans-
mits the data at 480 kbps, and the frame structure of 
10ms duration includes 15 slots. Each slot consists of 
160 QPSK symbols that are spread by the Walsh-Had-
mard code with period 32. As a whole, a chip rate of 3.84 
Mc/s is used. The channel taps are each subject to the 
Rayleigh fading around their mean value. Throughout 
the simulation work, the estimation is performed at S/N 
= 10 dB. We assume 16 active users within the same 
cell/frequency. However, the actual number of users may 

e more depending upon the service. b   
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Figure 3. System model. 

 
4. Simulation Results For two transmit antenna structure shown in figure 3, the 

feed forward filters are represented by fmv(n), m, v  {1, 
2}, each having Lf taps and sampling is performed at i 
times the chip rate. Also, the feedback filters are repre-
sented by bmv(n) , m, v {1, 2}, each having Lb taps and  
operating at the symbol rate. Throughout the simulation 
work, the Rayleigh fading channel uses Q = 3 paths and 
the number of DFE feed-forward taps, Lf is equal to four. 
Because of shorter length of channel memory than the 
period of symbols, it is evident that ISI is produced only 
by the adjacent symbols. Thus, the DFE feedback filters 
each requires only single tap. This means that we take Lb 
= 1. Further, simulation has been performed on over 
4000 blocks each consisting of 800 space-time coded 
symbols and also channel is assumed constant during 
each frame. 

 
In Figure 4, the bit error rate (BER) has been plotted as 
a function of average signal to noise per bit (Eb/No) for 
Rake receiver, adaptive linear equalizer (LE) and DFE 
with two transmit antennas (two dimensional DFE) and 
one receive antenna. In this case, we have assumed 
3-paths channels and 16 active users within the cell of 
interest. Also, the number of feed-forward taps, Lf for 
two-dimensional DFE has been taken equal to 4. Simu-
lation has been performed on over 4000 blocks each 
consisting of 800 space-time coded symbols. From 
Figure 4, it may be observed that as Eb/No increases, 
BER of DFE fall faster than RAKE and linear equalizer. 
At higher values of Eb/No, the MAI dominates and the 
performance curve of RAKE receiver approaches a 
saturation level. At this point, significant performance 
improvement is achieved by DFE. In Figure 5, the bit 
error rate (BER) has been plotted as a function of num-
ber of active users for Rake receiver, adaptive linear 
equalizer (LE) and DFE with two transmit antennas 
(two dimensional DFE) and one receive antenna at 
Eb/No = 20dB. In this case also, we have assumed 
3-paths channels and the number of feed-forward taps, 
Lf for two-dimensional DFE has been taken equal to 5. 
It can be observed as the number of users increases, 
MMSE DFE offers better performance than Rake re-
ceiver, adaptive linear equalizer (LE). Figure 6 reveals 
that as the speed of the mobile becomes higher, it is 
more difficult for the equalizer to manage successfully 
the variation of channel. It results in the increase of 
MAI in the receivers. Consequently, the performance of 
the DFE deteriorates as the speed of the mobile be-
comes higher. Also, the variation of the channel does 
not affect the performance of the rake receiver since the 
performance degradation is only due to the channel 
estimation error. 

 
Table 1. List of parameters for simulation. 

S. No. Simulation Parameter Value 

1 Carrier frequency 2 GHz 

2 Modulation technique QPSK 

3 Data Rate 480 kbps 

4 Processing gain 32 

5 Signature or Spreading code 
Walsh-Hadamard 

Code 
6 Number of multipaths 3 

7 Number of feed forward taps 4 

8 Number of feedback filter taps 1 

9 Chip rate 3.84 Mc/s 

10 No. of transmit antenna 2 

11 No. of receive antennas 1 

12 Performance parameter BER 

13 Channel Model 
Rayleigh multipath
fading channel 
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5. Conclusions 
 
In the paper, we have investigated the receiver using 
MMSE DFE for WCDMA downlink with space-time 
transmit diversity in a frequency selective channel. Bit 
error rate (BER) of various systems has been calculated 
using Gaussian approximation. In simulation curves, we 
have shown the BER performances with respect to the 
number of users, Eb/No  and mobile speed. It is observed 

that with the increase in number of transmissions, the 
performance of all the receivers, i.e., adaptive LE, the 
Rake and the DFE, becomes worse because of increase 
in intersymbol interference (ISI) and multiple access 
interference (MAI). According to simulation curves, a 
MMSE DFE outperforms an adaptive LE and a RAKE 
receiver for the large number of users and also when 
BER is compared with respect to the Eb/No  values. This 
happens because a MMSE DFE suppresses interference  
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more efficiently compared to an adaptive LE and a 
RAKE receiver. It is also concluded that the structure of 
space-time coded MMSF DFE, when compared to other 
schemes of similar complexity, provides a reasonable 
balance between noise, ISI and MAI. Thus, this scheme 
works well when any of these three problems dominates. 
However, at very high interference levels, the use of 
transmit diversity does not improve the performance, 
unless the interference is suppressed by more sophisti-
cated methods such as multi-user detection. As a whole, 
it is concluded that, in a wireless system, equalization, 
diversity, and STBC coding can be used together to 
boost the received signal quality and link performance. 
Although the system with only two transmit antennas is 
investigated here, it can be straightforwardly extended to 
a system with more transmit antennas. All these elegant 
results can be used for evaluating the system capacity, 
designing power control algorithms and appropriate 
channel coding techniques for WCDMA. 
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ABSTRACT 
 
Multihop cellular networks is an exciting and a fledgling area of wireless communication which offers huge 
potential in terms of coverage enhancement, data-rates, power reduction, and various other quality of service 
improvements. However, resource allocation in MCN is an NP-hard problem. Hence, significant research 
needs to be done in this field in order to efficiently design the radio network. In this paper, optimal position 
of relay stations in a hierarchical cluster-based two-hop cellular network is investigated. Vector algebra has 
been used to derive general equation for carrier-to-interference ratio (C/I) of a mobile station. It has been 
observed that when the transmit power of base station (BS) and the gateway (GTW)/relay station (RS) are 
same, the RSs should be located close to mid-point of BS and the edge of the cell. However, significantly, 
when the transmit power of the BS is greater than that of the GTW, then the RSs should be placed closer to 
the edge of the cell, in order to maximize the minimum C/I at any point in the cell. This in turn results in 
higher modulation technique at the physical layer, and hence, a higher data-rate to all the users in the system. 
 
Keywords: Cluster-Based Design, Power Control, Relay Stations, Two-Hop Cellular 
 

1.  Introduction 
 
The next generation cellular networks need to provide 
very high data-rates to the end users in order to support 
the ever growing demand of high quality multimedia 
services while on the move. An increase in the data-rate 
is possible either by increasing the bandwidth or reduc-
ing the interference. The data-rate can also be increased 
by increasing the transmit power or by reducing the dis-
tance between the source and destination node. Since 
mobile stations (MSs) are energy constrained devices, 
the transmit power of the MSs cannot be increased indis-
criminately, and hence, traditional single-hop cellular 
networks cannot provide high data-rate communication. 
Importantly, a high quality of service (QoS) cannot be 
provided to the wireless devices due to the large trans-
mission distance between the base station (BS) and MSs. 
Reducing the cell coverage area by increasing the num-
ber of BSs is not a feasible solution due to the enormous 
cost of installing a BS. An efficient alternate solution to 

increase the data-rate is to employ relay stations (RSs), 
alternatively known as gateways (GTWs), whereby, the 
BSs would communicate with the far off and otherwise 
unreachable MSs in multiple hops through GTWs [1]. 
Figure 1 shows a single cell scenario for next generation 
multihop cellular networks (MCN). Combining cellular 
and multihop communication models in a wireless net-
work results in better relaying and avoids traffic conges-
tion [2]. It is shown in [3] that connectivity of the net-
work is increased drastically in an infrastructure-based 
multihop network as compared to a traditional single-hop 
cellular or a distributed ad hoc network. Usage of relays 
can clearly help in improving the performance of the 
users especially at the edge of the cells, and thereby 
solves the coverage problems for high data-rates in mac-
rocells [4]. 

A relay based multihop hybrid cellular network was 
proposed in [5] in order to balance the traffic load among 
highly loaded cells and lightly loaded cells. Several ar-
chitectures and mechanisms have been proposed in the 

mailto:hrishikesh@ieee.org


284                              H. VENKATARAMAN  ET  AL. 
 

Copyright © 2009 SciRes.                           Int. J. Communications, Network and System Sciences, 2009, 4, 249-324 

recent past [6,7] in order to efficiently design a MCN. In 
addition, a time division duplexing (TDD)-based MCN 
offers the potential to integrate various overlapping 
wireless technologies such as UMTS or CDMA 2000 
(3G networks), WiMAX and WiFi [8]. Hence, by having 
simultaneous transmission by both BSs and relays, ca-
pacity gains can also be achieved in the cellular network. 
At the same time, integrating multihop component into 
cellular networks requires additional radio resources and 
increased overhead signals to transmit data in different 
hops and that too over a heterogeneous network [9]. In 
addition, interference is created due to a larger number of 
simultaneous transmissions in the network. Hence, the 
actual benefit of multihop relaying becomes unclear [10]. 
In fact, it is shown in [9,11] that if the MSs are close to 
the BS, then relaying and multihop need not be always 
beneficial. Hence, an efficient and an adaptive resource 
allocation scheme is needed in order to maximize the 
system capacity. However, resource allocation is a very 
challenging issue and is proved to be an NP-hard prob-
lem [12]. Hence, researchers across the world have 
mainly focused on two-hop cellular networks. Several 
algorithms have been recently proposed for two-hop cel-
lular networks [13–15]. Though effective, these algo-
rithms only provide a marginal benefit. Recently, a novel 
hierarchical cluster-based architecture for two-hop cellu-
lar network has been proposed in [16,17]. The clus-
ter-based design is found to be superior in terms of the 
attainable system capacity than the benchmark algo-
rithms available in the literature [17]. In this architecture, 
 

 

Figure 1. Example of a multihop cellular network. 

the cells are divided into two regions, the inner and outer 
region. The MSs in the inner region communicate with 
the BS directly, like in a traditional single-hop cellular 
network. Significantly, the MSs in the outer region are 
grouped into several clusters, and these MSs communi-
cate with the BS in two hops through the cluster-head 
nodes, which act as RSs/GTWs. 

In this paper, the optimum position of the GTWs in the 
cluster-based architecture is investigated for different 
transmit power ratios between the BS and GTW. An un-
coded system is considered in the baseband design, and a 
minimum uncoded bit error rate (BER) of 10−2

 is taken 
as the prerequisite for any link to communicate (an 
equivalent BER of approximately 10−6

 in a coded sys-
tem). A carrier to interference ratio (C/I) threshold is 
defined according to the BER so that the C/I at any posi-
tion in the cell does not fall below the threshold. Vector 
algebra is used to compute the optimum GTW position in 
the cell that would minimize the transmit power required 
at both the BS and the GTW. 

The organization of the paper is as follows: Section 2 
describes the hierarchical cluster-based two-hop cellular 
architecture. Section 3 provides a mathematical analysis 
for calculating the C/I at any position in the outer region 
of the cell, and also derives the relation between the 
GTW position, and the transmit power ratio between the 
BS and the GTW node. Section 4 explains the numerical 
results and its implication, and finally, conclusions are 
provided in Section 5. 
 
2.  System Model 
 
A multi-cellular network is considered with a center cell 
surrounded by six cells in the 1st tier. Each cell has a BS 
at the center, and has an edge of length, r. Each cell is 
divided into two regions: an inner region and an outer 
region. The inner region is a circle and has a radius, τr, 
where 0 ≤ τ ≤ 1. The MSs in the inner region communi-
cate with the BS directly. The outer region is divided into 
several elliptical sectors, also called as clusters. It has 
been shown mathematically in [18] that a maximum sys-
tem capacity is achieved when the number of clusters in 
a cell is six. Hence, in the cluster-based design, the MSs 
in the outer region are clubbed into six clusters per cell, 
as shown in Figure 2. Each MS in any of the clusters 
communicates with the BS in two hops, through the 
GTWs, that act as cluster-heads. A time division multiple 
access (TDMA) scheme is considered so that the relays 
can receive and transmit the signal at the same frequency. 
Being a two-hop network, the MSs in the outer region 
require two different radio resources (two time instants 
in a TDMA system) to communicate to the BS. Hence, 
every pair of the two-hop network would communicate 

ver only half the TS period, as compared to an equiva o      
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Figure 2. Multi-cellular architecture with all GTWs in cell located at equidistant distance from the BS. 

 
lent single-hop network. Since the transmission distance 
of every communicating pair is reduced in the clus-
ter-based two-hop design, as compared to a single-hop 
network, the same radio resource could be potentially 
reused twice in every cell, and also in every adjacent cell 
in the seven-cell scenario. Thereby, a frequency reuse 
ratio of one is achieved. However, this also results in an 
increase in the interference across every communicating 
receiver. A Protocol Model is considered in the system 
design in order to reduce the interference [19]. As per 
this model, if dc is the transmission distance between a 
transmitter and receiver, then a circular region of radius 
(1 + ∆)dc is defined around every communicating re-

ceiver so that, within this region, there is no other trans-
mitter apart from the desired transmitter. The term, ∆, is 
known as the spatial protection margin, or as the exclu-
sion range ratio. It should be noted that increasing ∆ de-
creases the interference that the receiver might experi-
ence, but at the same time, it also decreases the number 
of pairs in the network that can communicate using the 
same radio resource [20]. 

It has been shown in [21] that in order to optimally 
trade-off between the amount of interference experienced 
by each user and the number of simultaneously commu-
nicating users, the value of ∆ should be close to unity. 
Hence, a ∆ of 1.0 is considered in the hierarchical clus-
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ter-based two-hop cellular design. In Figure 2, the BS 
→GTW1 pair communicates simultaneously with the 
GTW2 → MS pair that is located diametrically opposite 
with respect to the BS. A perfect synchronization is 
thereby maintained in the cluster-based design with re-
gard to the selection of concurrent communicating pairs 
within the cell. Two sets of concurrently communicating 
pairs are shown in Figure 2(d) and Figure 2(e). In case of 
downlink transmission, for example, the transmission 
distance of BS → GTW communicating pair is r/2, and 
the interfering transmitter GTW is located at a distance 
of r from the intended receiver. Similarly, the transmis-
sion distance of GTW → MS in the outer layer is less 
than or equal to r/2. Irrespective of the transmission dis-
tance of GTW → MS pair, the desired receiver in this 
case (MSs located in the outer layer) is at least twice the 
distance from the interfering transmitter (BS in this case). 
Hence, it can be observed that the intended receiver is 
separated from all the interfering transmitters by a 
minimum distance of twice the transmission distance, i.e., 
∆ = 1.0. In the next section, a general equation for C/I of 
the MS at any position in the outer layer of center cell is 
derived. During the complete analysis carried out in this 
paper, the center cell in the seven-cell scenario is the cell 
of interest (CoI). 
 
3.  Mathematical Analysis 
 
The CoI is surrounded by six cells in the 1st tier. In each 
of the six cells, there is a BS at the center, given by BS1, 
BS2, ..., BS6. A constant traffic pattern between uplink 
and downlink is considered in both the CoI and also in 
all the adjacent cells (it could be symmetric or an asym-
metric traffic). For the mathematical analysis, a downlink 
communication is being considered. Hence, as per the 
cluster-based design, the BS in each adjacent cell would 
communicate with a GTW node, and at the same time, 
another GTW node located diametrically opposite to the 
receiver GTW node would communicate with the MS in 
its cluster. Let the transmitting GTWs in the adjacent 
cells be GTWTX1, GTWTX2,..., GTWTX6. In the cluster- 
based design, each cluster is represented by an ellipse, as 
shown in Figure 2(a). Also, as can be seen from Figure 
2(a), there is a small area between two elliptical clusters. 
The MSs in these areas are assigned to one of the clusters, 
and hence, these MSs would communicate with the BS 
through the corresponding cluster-head GTWs. However, 
in order to simplify the mathematical analysis, the cluster 
is still approximated by an ellipse. As can be seen from 
Figure 3, every point in the cluster region is given by the 
vector: β(a cos(θ0) î + b sin(θ0)ĵ), where 0 ≤ θ0 ≤ 2π is the 
angle measured from the center of the ellipse to the posi-
tion of the MS. By varying the value of β from 0 to 1, the 
whole area of the ellipse is spanned, with b and a being 
the semi-major axis and semi-minor axis of the ellipse, 
respectively. 

 
Figure 3. One sector of a hexagonal cell. 

 
3.1.  Calculation of a & b 
 
Consider a sector of the cell as shown in Figure 3. For 
the ease of mathematical analysis, the two edges of the 
sector are expanded to form an equilateral triangle. 
Hence, the edge length of the equilateral triangle is 2r/√3. 
The height of the triangle is of length, r. The radius of 
the inner layer circle is τr. As the value of τ changes, the 
value of ‘a’ and ‘b’ also changes. The center of the el-
lipse (in the desired cluster in CoI) is taken as the origin. 
Figure 3 shows the elliptical cluster and the distance of 
the BS from the reference point. The radius of the inner 
region and the edge of the cell are related by the semi- 
minor axis of the ellipse by the expression: τr +2a = r. 
Therefore, a = r/2 (1 − τ). From Figure 3, it can be fig-
ured out that the slope of the tangent to the ellipse is −√3. 
Hence, by equating the tangent slope of the ellipse to 
−√3, we get: 

32
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Substituting for x in the above equation, we get: 
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                (2) 
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3
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                (3) 

Substituting x, y and m in the tangent equation, y = mx 
+ c, the value for c is obtained as: 

c2 = a2 + 3b2. Also, (r/√3, −a) passes through the tan-
gent equation. Therefore, substituting it, one gets: 

3

r
b                     (4) 
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B

3.2.  Calculation of GTW Power with Respect to 
BS Power 

 
For a transceiver pair separated by a distance, d and 
transmit power, PT the receiver power is given by [22]: 

1 10( 10 log ( ) )dR T cP P k d            (5) 

where k1 is the propagation constant, α is the pathloss 
exponent and γc is the shadowing factor. In case of a 
cluster-based two-hop cellular network, the transmission 
distance is small, and hence, shadowing is much less 
than compared to an equivalent single-hop network. 
Hence, the shadowing factor is taken as γc = 0, in the 
mathematical analysis in this paper. However, the effect 
of shadowing is considered in the simulations, as can be 
observed in Section 4. 

The minimum receiver sensitivity (minimum carrier 
power) for any MS in the cell in order to correctly de-
code the data is taken as X dB (i.e., x Watts). Hence, the 
farthest point both in the inner region and in the outer 
region should have this sensitivity level. In the inner re-
gion, the farthest point is at a distance τr from BS. 
Therefore, 

x( )
BSTP r                    (6) 

In the outer region, the farthest point from the clus-
ter-head GTW is at θo = π/3. Therefore, the distance of far-
thest point in the outer region from GW, dmax is given by 

364
2

2
max  r

d             (7) 

Therefore, 

GTWT mx( )P d ax
                 (8) 

and the transmit power ratio between BS and GTW is 
given by: 

BS

GTW

T

2
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2
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P
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             (9) 

 
3.3.  Calculation of Position Vector for All 

Transmitters 
 

The position vector of an MS from its cluster-head 
GTW1 is given by: 

 jbiiad ˆ)sin(ˆ)cos(ˆ
00  


       (10) 

On similar lines, the position vector of the MS from its 
own BS is given by, 

dirp


 ˆ)(                 (11) 

The position vector of the BSs in the adjacent cells, 
with respect to the BS in the central cell, is given by: 

)ˆ)sin(ˆ)(cos(3 jirb lli  


            (12) 

where 

63
)1(

  ll  

and l is an integer which varies from 1 to 6. Similarly, if 
θ1, ..., θ6 are the angles measured between the BS1, 
BS2, ..., BS6 and the transmitting GTWs of the adjacent 
cells, GTWTX1, GTWTX2, ..., GTWTX6, then the position 
vectors of these gateways from their corresponding BSs 
would be given by: 

kg


=  jir kk
ˆ)sin(ˆ)cos(            (13) 

where 0 ≤ θk ≤ 2π and k is an integer which varies from 1 to 6. 
 
3.4.  Calculation of C/I 
 
The MS in the center cell (CoI) would experience intra- 
cell interference from its own BS, BS0. In addition, it 
would experience significant interference from all si-
multaneous transmitters from the 1st

 tier of cells. As 
shown in Figure 4, the MS would experience inter-cell 
interference from BS1, ..., BS6 and GTW1, ..., GTW6. Let 
the interference powers of these twelve inter-cell inter-
ferers be denoted by PI1, ..., PI12. Similarly, let d0 be the 
distance of the intended receiver from the intra-cell 
interferer and d1, d2, ..., d12 be the distances between the 
MS and BS1, ..., BS6, GTW1, ..., GTW6. Hence, the dis-
tance of the intra-cell interferer (BS0) and the twelve 
inter-cell interferers would be given by: 
 

 
Figure 4. 7-cell scenario for location of transmitting BSs 
and GTWs. 
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where l and k are integers which vary from 1 to 6. The 
distance of the interfering transmitters from the desired 
receiver, d0, dl and dk+6 are given as: 
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Therefore, using the above distance magnitudes, the 
interference power received at the MS is given by the 
following equations: 

The power from the intra-cell interferer is: 

BSI0 T 0( )P P d                (17) 

The power received from the interfering BS transmit-
ters, PI1, ..., PI6 are given by: 

BSI1 T ( )lP P d                (18) 

Similarly, the received power, PI7, ..., PI12 from the in-
terfering GTWs of the adjacent cells are given by: 

GTWI(k 6) T ( )kP P d 
             (19) 

If C is the carrier power of the desired transmitter, then: 

BST (| |)C P d   

where 
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The C/I experienced at the MS in the outer layer is 
therefore given by: 

12
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                (21) 

 
4.  Performance Evaluation 
 
A seven-cell scenario with a center cell and six cells in 
the 1st tier is considered in the system design. The edge 
length of each of the hexagonal cells is taken as 1 km. 
The BS is located at the center of the cell. All the GTWs 
are equidistant from the BS and also equidistant from 
each other. However, the exact location of the GTWs 
with respect to the BS would vary with τ. A downlink 
transmission scenario is considered in the analysis. 
Hence, in the cluster-based design, the BS and the GTWs 
in the adjacent cells would be the interfering transmitters 
for the receivers in the CoI. The MSs in the center cell 
are distributed uniformly. However, the position of the 
MS in the outer layer of CoI does not play any signifi-
cant role in our analysis. This is because; the main focus 
of the analysis is in determining the exact location in the 
CoI where the C/I would be minimum and how this 
minimum C/I could be maximized by varying the GTW 
position and the transmitter power. The equations de-
rived in Section 3 in the mathematical analysis are used 
to calculate C/I for all possible positions of GTW nodes 
in all the six adjacent cells. The position of the transmit-
ting GTW in each adjacent cell is varied across 360 de-
grees with every 1 degree variation. This results in huge 
number of possible combinations (3606 = 2.1768e15). 
Hence, the computations were done using Matlab. It 
should however be noted that these are not simulation 
results but theoretical results obtained from the different 
position of GTWs in the adjacent cells in the clus-
ter-based two-hop design. In order to assess the per-
formance of varying the location of τ, the value of τ is 
varied from 0.1 to 1 in steps of 0.01. The performance is 
evaluated for different values of path-loss exponent, α. 

For high data-rate transmissions in B3G (beyond 3G) 
and 4G networks, a coded BER of 10−6 to 10−7 is re-
quired. In a corresponding uncoded network design, as in 
our system, a BER of 10−2 would however be sufficient 
[22]. When a combination of convolutional coding and 
Reed Solomon coding techniques is considered, a BER 
of 10-2 would translate into a BER of 10−6 or beyond, in a 
coded system. Table 1 shows the minimum required C/I 
for different modulation schemes for an uncoded system 
at a BER of 10−2. The higher the modulation technique, 
the higher is the achievable link data-rate. Hence, in this 
paper, the optimum GTW positions are analyzed for dif-
ferent C/I values. A minimum C/I of 4.6 dB is required at 
the receiver of a communicating pair in order to transmit 
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Table 1. Minimum required C/I for different modulation 
schemes for an uncoded system with a BER of 10-2. 

Type of Modulation C/I (dB) No. of bits/symbol 

BPSK 4.6 1 

QPSK 7.1 2 

8PSK 11.3 3 

16QAM 14.2 4 

32QAM 17.4 5 

64QAM 19.6 6 

128QAM 22.4 7 

256QAM 25.2 8 

512QAM 28.4 9 

 
signal using BPSK modulation technique. Similarly, a 
minimum C/I of 7.1 dB is required for data transmission 
using QPSK modulation technique. Hence, if the re-
ceived C/I is between 4.6 dB and 7.1 dB, only BPSK 
scheme could be used. Table 2 shows the minimum 
transmit power required at the GTW and at the BS for 
different power ratios, for three different C/I values: 4.6 
dB, 6 dB and 7.1 dB. It can be observed that in order to 
achieve a minimum C/I of 4.6 dB at any point in the cell, 
if the BS and the GTW transmit powers are same, then 
both BS and GTW should transmit with a minimum 

power of 0.47 W. Also, for this point, all the GTWs in 
the cell should be located at a distance of 0.48r from the 
BS. The transmit power of the GTW can be reduced by 
increasing the BS to GTW transmit power ratio. When 
the transmit power ratio between the BS and GTW is 2:1, 
the minimum transmit power of the GTW reduces to 
0.441 W. Similarly, if the transmit power ratio is further 
increased to 4:1, then the minimum transmit power at the 
GTW reduces to 0.334 W, in order to achieve the same 
minimum C/I of 4.6 dB at any point in the cell. It should be 
noted that for this particular transmit power ratio, the 
GTWs should be placed at a distance of 0.54r from the BS. 

In order to transmit data with higher rate, a higher 
modulation technique should be used. As shown in Table 
1, this requires a higher C/I at the receiver of a communi-
cating pair. Table 3 shows the transmit power require-
ment at the BS and at the GTW for different power ratios 
for higher C/I values (9 dB and higher). It can be ob-
served from Figure 5 that as the C/I threshold increases, 
the GTWs should be placed away from the BS in order to 
meet the C/I threshold. Also, it can be observed that this 
is true for all different transmit power ratios. This is a 
very significant result. It implies that for high data-rate 
communication in the cellular network, the GTW should 
be placed to wards the edge of the cell rather than close to 
the BS. Similarly, it can be observed from Figure 6 that as 
the minimum C/I threshold increases, the GTW transmit 

 

 
Figure 5. Variation of GTW location (τ) with gateway transmit power for α = 4. 
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Figure 6. Variation of GTW location (τ) with gateway transmit power for α = 4. 

 
Table 2. Minimum transmission power at GTW for a C/I of 9 dB, 11.3 dB and 14.2 dB at the receiver 
and the corresponding optimum location for GTW when base station transmit power is 2W. 

α = 3.5 3.5 4.0 4.0 4.5 4.5 
C/I (dB) PT GTW τ PT GTW τ PT GTW τ 

4.6 1.967 0.49 1.983 0.51 1.995 0.53 
4.6 1.902 0.53 1.924 0.56 1.945 0.59 
4.6 1.812 0.58 1.842 0.61 1.865 0.64 
4.6 0.624 0.63 1.643 0.66 1.652 0.69 
4.6 1.471 0.66 1.5 0.68 1.532 0.71 
4.6 1.182 0.7 1.2 0.72 1.23 0.75 
4.6 0.976 0.74 0.998 0.76 1.012 0.77 
4.6 0.795 0.79 0.812 0.8 0.834 0.82 
4.6 0.654 0.83 0.683 0.85 0.696 0.88 
4.6 0.502 0.83 0.512 0.85 0.523 0.88 

       
6 1.984 0.32 1.997 0.34 2.018 0.35 
6 1.345 0.51 1.382 0.53 1.412 0.55 
6 0.977 0.56 0.998 0.58 1.006 0.61 
6 0.754 0.62 0.765 0.64 0.786 0.67 
6 0.64 0.69 0.65 0.71 0.67 0.72 
6 0. 1 5

 
0. 4 7

 
0.53 0. 6 7

 
0.57 0. 9 7

    
7.1 1.987 0.19 1.995 0.21 2.014 0.24 
7.1 1.485 0.34 1.497 0.35 1.506 0.37 
7.1 1.134 0.49 1.198 0.51 1.232 0.54 
7.1 0.98 0.56 1.01 0.58 1.04 0.61 
7.1 0.79 0.59 0.82 0.61 0.84 0.63 
7.1 0.61 0.62 0.64 0.64 0.67 0.66 
7.1 0.5 0.67 0.52 0.69 0.54 0.71 
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Table 3. Minimum transmission power at GTW for a C/I of 9 dB, 11.3 dB and 14.2 dB at the receiver and the cor-
responding optimum location for GTW when base station transmit power is 2W. 

α= 3.5 3.5 4.0 4.0 4.5 4.5 
C/I (dB) PT GTW τ PT GTW τ PT GTW τ 

9 2 - 2 - 2 - 
9 1.488 0.27 1.496 0.29 1.504 0.3 
9 1.002 0.41 1.012 0.43 1.134 0.48 
9 0.895 0.44 0.912 0.47 0.934 0.51 
9 0.721 0.49 0.754 0.52 0.767 0.55 
9 0.643 0.53 0.675 0.56 0.692 0.59 
9 0.543 0.57 0.586 0.6 0.613 0.62 
9 0.484 0.61 0.497 0.65 0.512 0.68 
       

11.3 2 - 2 - 2 - 
11.3 1.5 - 1.5 - 1.5 - 
11.3 0.981 0.19 0.993 0.22 1.002 0.24 
11.3 0.75 0.34 0.78 0.36 0.81 0.37 
11.3 0.501 0.44 0.512 0.46 0.522 0.47 
11.3 0.452 0.49 0.474 0.51 0.492 0.54 
11 3 .

 
0.3 2 6

 
0. 5 5

 
0.378 0. 7 5

 
0.3 1 9

 
0. 9 5

  
14.2 2 - 2 - 2 - 
14.2 1.5 - 1.5 - 1.5 - 
14.2 0.978 0.14 0.985 0.16 0.998 0.18 
14.2 0.5 0.34 0.506 0.35 0.52 0.37 
14.2 0.382 0.41 0.396 0.42 0.401 0.43 
14.2 0.312 0.5 0.334 0.52 0.345 0.53 

 
power should also increase for high data-rate communi-
cation, even though the GTW would be close to the edge 
of the cell. The bold entries in Table 2 and Table 3 indi-
cate the PGTW and τ values (optimum GTW position) 
when the PGTW is near 1W and 0.5 W. It can be ob-
served from both the tables that with a decrease in the 
GTW transmit power (with respect to the BS transmit 
power), the optimum location of the GTW that would 
maximize the minimum C/I moves to wards the cell edge. 
Significantly, this is true irrespective of the C/I values. 

Figure 5 and Figure 6 also show the results in the 
presence of lognormal shadowing. A standard deviation 
of 4 dB is selected, based on the realistic values for a 
suburban or a semi-outdoor environment [23]. It can be 
observed from both the figures that the behavior of the 
graph remains the same as compared to the case where 
there is no shadowing. However, for the particular 
gateway location, the absolute value of the required 
gateway transmit power increases marginally in the 
presence of shadowing. This shows that lognormal 
shadowing does affect the system performance. But, the 
results of the analysis on the GTW location remains 
still valid. 
 
5.  Conclusions 
 
The cluster-based two-hop cellular network has been 
analyzed in this work for different BS and GTW transmit 

powers and for different possible data-rates in the system. 
The mathematical and numerical results indicate that for 
minimum data-rate transmission at the physical layer, 
with equal transmit power at both BS and GTW, the 
GTW should be located close to the center of the line 
joining the BS and the edge of the cell. However, for 
high data-rate communication, not only the minimum 
transmit power of both BS and GTW should be in-
creased, but also the GTW should be moved to wards 
the edges of the cell. This is a significant result and 
indicates that the GTW location and its transmit power 
plays a crucial role in determining the data-rate of the 
two-hop cellular network. The next generation cellular 
networks would not only be required to support both 
voice and data but also multimedia transmission, which 
requires high and flexible data-rate between different 
communicating links. Hence, a further research in this 
direction is to modify the cluster-based design for 
three-hop cellular networks and to investigate the rela-
tion between minimum transmit power of BSs and 
GTWs and the GTW location in the cell in order to 
further increase the data-rate of the communication 
links in the cellular network. 
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ABSTRACT 
 
Being a huge system, Internet topology structure is very complex. It can’t be treated as a plane simply, and 
its hierarchy must be analyzed. We used the k-core decomposition to disentangle the hierarchical structure of 
Internet Router-level topology. By analyzing the router-lever Internet topology measuring data from CAIDA 
(The Cooperative Association for Internet Data Analysis) ,we studied the characteristics of the nodes in the 
inner hierarchy and outer hierarchy respectively. The frequency-degree power law of the nodes which core-
ness is lower and the regionally distribution of the nodes which coreness is higher were concluded. At last, 
the topology of every hierarchy was described by giving their figures. These descriptions can provide a 
valuable reference for modeling on the Internet topology. 
 
Keywords: Complex Network, Hierarchy, Coreness, Power Law, Regionally, Internet 
 

1.  Introduction 
 
Being a classical instance of complex network, the re-
search and modeling on Internet topology has become a 
hot topic at present [1–10]. It is significant for network 
application, development and the building of the next 
generation.  

Although Internet is constructed by people, no one can 
describe what Internet looks like and how it works. The 
study on Internet topology is to find out some laws that 
exist in it but have not been known by us [11]. The re-
search on the evolvement of the Internet macroscopic 
topology and its inherent mechanism is the foundation 
for developing and utilizing Internet. 

The complexity of Internet results directly the com-
plexity of its topology, especially for the router-level 
topology. Facing the millions of Internet routers, the first 
difficulty faced by us is how to measure them from Inter-
net. 

The Embed Laboratory of Northeastern University 
was authorized by CAIDA in 2005, and has been taking 
part in the research on the characteristics of Internet to-
pology actively after the first node of CAIDA in China 
(neu node) was founded [12]. The Embed Laboratory of 
Northeastern University can not only get the topology 
measuring data from CAIDA in the world, but can also 
analyze the first topology information of neu node timely 

and dynamically. It can provide us abundant data re-
sources and convenient conditions for researching the 
characteristics of Internet router-level topology. Under 
such background, the study on hierarchy of Internet 
router-level topology is carried out. 

Internet has not only got LAN/WAN or AS/Router 
level hierarchy in traditional meaning, but also exhibits a 
spontaneous and multi hierarchical characteristics [13]. 
Based on coreness, analyzing the hierarchy of Internet, 
and then finding the laws among the hierarchies can not 
only describe the characteristics of Internet topology in 
detail, but can also provide a feasible thought for model-
ing on Internet topology. 
 
2.  The Hierarchical Measurement of Node 

Coreness 
 
The node coreness that is an important measurement 
factor for analyzing the Internet topology is defined as 
follows: 

Let us consider a graph G = (V, E) of |V| = n vertices 
and |E| = e edges; a k-core is defined as follows[14]: 

Definition1 A subgraph H = (C, E|C) induced by the 
set  is a k-core or a core of order k iff VC  Cv : 

degree H(v) ≥ k, and H is the maximum subgraph with 
this property [14]. 
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A k-core of G can therefore be obtained by recursively 
removing all the vertices of degree less than k, until all 
vertices in the remaining graph have at least degree k. 

Definition2 A vertex i has coreness c if it belongs to 
the c-core but not to (c+1)-core. We denote by ci the 
coreness of vertex i [14]. 

It is worth remarking that the coreness of a node is not 
equivalent to the degree of it. Indeed, a star-like sub-
graph formed by a vertex with a high degree that con-
nects many vertices with degree one, and connected only 
with a single edge to the rest of the graph, has only got 
coreness one no matter how high is the degree of the 
vertex. 

The k-core of the network and the characteristics re-
lated with it can therefore describe the network topology 
hierarchy. It decomposes the networks layer by layer, 
revealing the structure of the different hierarchies from 
the outmost one to the most internal one. 
 
3.  Data Access 
 
The data used in the paper is from the router-lever 
Internet topology measuring data of CAIDA in May 
2007. We have got the Internet topology measuring 
results from 15 CAIDA monitors around the world, 
and resolved IP aliases of them by using CAIDA if-
finder IP Alias Resolution. The results show in  
Table 1. 

In order to resolve the sampling bias, we combined the 
measurement results from 15 monitors in Table 1. At last, 

we got a graph with 360652 nodes and 925769 edges. 
The biggest degree of it is 1206 and the highest coreness 
of it is 25. 
 
4.  The Study on the Characteristics of the Nodes’ 

Distribution in Every Hierarchy 
 
According to the definition of coreness, Internet topol-
ogy can be divided into different hierarchies. From 
higher coreness to lower coreness, the corresponding 
hierarchy is from inner to outer. We analyzed the router- 
level Internet topology measuring data from CAIDA in 
May 2007. The results showed that the distribution of 
node coreness was similar to that of node degree. That is 
the coreness of most nodes is lower, and only a few 
nodes have got higher coreness. The distribution on 
coreness of the router-level nodes satisfies power law 
[15]. In the following section, we will study on the dis-
tribution of the nodes’ degree and network addresses in 
every hierarchy respectively. 
 
4.1.  The Power Law Distribution on Degree of 

the Nodes in Outer Hierarchies 
 
During our research, we first computed the degree of the 
nodes in every hierarchy and analyzed their distribution 
according to the topology measuring data from CAIDA. 
We found that the distribution on degree of the nodes 
satisfied power law in outer hierarchies. The fitness  

     
(a)                                       (b)                                       (c) 

     
(d)                                       (e)                                       (f) 
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(g)                                       (h)                                       (i) 

     
(j)                                       (k)                                       (l) 

     
(m)                                       (n)                                       (o) 

 
(p) 

Sub-figures (a)~(p) are corresponding to hierarchy 1~16. Axis x is the logarithm of degree, and axis y is the logarithm of the number of the nodes 

Figure 1. The fitness figures of the degree distribution in different hierarchies. 
 
results under the logarithm coordinate are showed as 
Figure 1. 

The highest coreness of the measurement results 
in May 2007 is 25, so Internet topology is divided 

the nodes satisfies power law in outer hierarchies. 
From outer to inner, the fitness results of the degree 
distribution become fainter and fainter. And for 
inner hierarchies, this characteristic is no more sat-

into 25 hierarchies. The distribution on degree of isfied. 
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7. 
Table 1. The monitors and their measurement results in 
May 200

Monitor Number of links Number of nodes
arin 381069 286554 
cam 371167 282019 

champagne 388662 290672 
d-roor 371876 282048 
e-root 380607 288271 
f-root 375229 283454 
h-root 366709 275589 
i-root 383232 290073 

lhr 202611 281534 
m-root 367260 151214 

neu 397299 266844 
riesling 384090 287254 

sjc 359032 273192 
uoregon 357952 272362 

yto 371977 280616 

 

.2.  The Regionally Distribution of the Nodes in 

ow ristics of the nodes in inner 

4
Inner Hierarchies 

 
N we study the characte
hierarchies. By analyzing the distribution of the network 
addresses in every hierarchy, we find that the nodes in 
the innermost hierarchy distribute on only a few network 
addresses. From inner hierarchy to outer hierarchy, the 
network addresses of the nodes spread more and more 
expanded (see Figure 2). We can see from Figure 2 that 
the network addresses of the nodes in outer hierarchies 
spread expanded, but for the nodes that are in inner hier-
archies, their distribution is concentrated. 

We can see that the distribution of the network ad-
dresses of the nodes in inner hierarchies is concentrated. 
The higher is the node coreness, the more evident is the 
concentration. At last they concentrate on only a few 

    
(a)                        (b)                        (c)                           (d)          

    
(e)                           (f)                          (g)                         (h)       

  
(i)                           (j) 

Sub-figures (a)~(j) are . The sectors illuminate how many the nodes distribute on this network address 

 

  

corresponding to hierarchy 25~16 respectively

Figure 2. The network addresses of the nodes in hierarchy 25~16. 
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Table 2. The number of the nodes in every hierarchy. 

Coreness Nodes Coreness Nodes 
1 115636 14 778 
2 119251 15 750 
3 41840 16 360 
4 30459 17 267 
5 14599 18 275 
6 11487 19 143 
7 7039 20 230 
8 6052 21 171 
9 3209 22 21 

10 3188 23 107 
11 2110 24 17 
12 1131 25 157 
13 1375   

 
ddresses in the innermost hierarchy. Is the phenomenon 

er hierarchy to outer hierarchy, 
th

.  The Visual Description of Internet  

 
he visual description of Internet topology has been be-

igure 3 that the relationship among 
th

a
related to the number of the nodes in every hierarchy? So 
we compute the number of nodes in every hierarchy, see 
Table 2. We found that the number of the nodes de-
creased with the increment of the coreness in the whole. 
From lower coreness to higher coreness, the number of 
the nodes becomes fewer and fewer. But when it reaches 
the highest coreness, the number of the nodes appears a 
rebound, remains a certain amount. So we can find that 
the distribution of the network addresses of the nodes is 
related with the number of the nodes, but they are not 
increased with direct proportion. For example, the num-
ber of the nodes in hierarchy 25 is more than that in hi-
erarchy 23 and 22, but the distribution of the network 
addresses in hierarchy 25 is more concentrated than that 

Summarily, from inn

 

in hierarchy 23 and 22. 

e nodes distribute from the highest coreness to the 
lowest. In the innermost hierarchy, the nodes distribute 
on a few network addresses. From inner to outer, the 
distribution of the network addresses becomes more and 
more expanded, and the frequency-degree power law is 
increasingly finer. To the outmost hierarchy, the distri-
bution of the network addresses is the widest and the 
power law is the finest. 
 
5

Topology in Every Hierarchy 

T
ing the hot problem for studying on Internet for a long 
time [16]. How to construct a better topology figure is 
difficult because of the numerousness of the router-level 
nodes. In this section, we will describe it in every hier-
archy (see Figure 3). 

We can see from F
e nodes is closer in the innermost hierarchy, that is the 

highest coreness. All the nodes construct two connected 
figures. From inner to outer, the relationship becomes 
looser. In hierarchy 24, although the number of the nodes 
is fewer, the relationship among them is looser. There are 
two connected figures and several isolated nodes. These 
isolated nodes have 24 connections with the nodes in the 
innermost hierarchy. In hierarchy 23, all the nodes are 
divided into several irrelative figures and some isolated 

     
(a)                                 (b)                               (c)        

     
(d)                                (e)                               (f)         
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(g)                               (h)                                (i)            

     
(j)                               (k)                               (l)             

     
(m)                               (n)                               (o)             

     
(p)                               (q)                                   (r)          

     
(s)                                 (t)                                  (u) 

Sub-figures (a)~(u) are the figur  indicate the edges 

 figures of hierarchy 25~5.   

         

es of hierarchy 25~5 respectively. The black nodes indicate the isolated nodes, the blue lines
among the nodes and the red nodes indicate two nodes of one edge. 

Figure 3. The topology
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odes that have 23 connections w

.  Conclusions 

he hierarchy of Internet router-level topology is
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ABSTRACT 
 
A Mobile Ad Hoc Network (MANET) is a collection of mobile nodes that can communicate directly over 
wireless media, without the need for a pre-configured infrastructure. Several approaches have been suggested 
to improve Quality of Service (QoS) in IEEE 802.11-based MANETs through modifying some of the IEEE 
802.11 Medium Access Control (MAC) algorithms, such as the backoff algorithm that is used to control the 
packets collision aftermath. In this work, an adaptive IEEE 802.11 backoff algorithm to improve QoS is de-
veloped and tested in simulations as well as in testbed implementation. While the Binary Exponential Backoff 
(BEB) algorithm deployed by IEEE 802.11 reacts based on individual packet transmit trials, the new algo-
rithm takes the history of successive packet transmit trials into account to provide a better QoS performance. 

The new algorithm has been tested against the legacy IEEE 802.11 through simulations using QualNet and 
a Linux-based testbed comprising a number of stations. The performed tests have shown significant im-
provements in performance, with up to 33.51% improvement in delay and 7.36% improvement in packet de-
livery fraction compared to the original IEEE 802.11. 
 
Keywords: MANETs, Ad-Hoc Networks, Quality of Service, Backoff Algorithm, IEEE 802.11 
 
1.  Introduction 
 
A MANET is a collection of mobile nodes that are con-
nected without any infrastructure or base station [1]. In 
such networks, nodes are free to enter, leave the network, 
move and organize themselves; thus, the topology of the 
network can change unpredictably. Since the wireless 
medium is shared by all transmitting nodes in range, 
there should be a mechanism to control medium access 
among contending stations so as to minimize the effect 
of collisions on the performance of the network. The 
famous IEEE 802.11, for instance, adopts a binary ex-
ponential backoff (BEB) algorithm that exponentially 
increases a station’s waiting time if the medium is found 
busy, and resets to a minimum value right after a suc-
cessful transmission. The BEB algorithm is considered 
“memory-less” since it resets the Contention Window 
(CW) value to the minimum right after a successful 
transmission without taking into consideration the net-
work conditions. 

Many researchers were motivated to enhance the per-
formance of the IEEE 802.11 through modifying the 

BEB algorithm [1–12]. Most of the prior work in this 
area have changed or modified the BEB algorithm such 
that it provides relative priority among two or more traf-
fic classes [1–5]. This solves the intra-class contention 
problem since the class with the least specified CW value 
would access the channel first. However, it does not 
solve the inter-class contention problem since a number 
of stations wishing to send packets of the same priority 
class may still contend and collide (in case their backoff 
timers expire simultaneously). The latter problem is 
solved by determining what to do until a successful 
transmission takes place, or simply how to increment the 
value of the contention window in the case of a busy 
channel. The suggested backoff algorithms were mostly 
slight variations or scales of the BEB algorithm for each 
traffic class. However, the way how to decrement the 
CW was unaddressed explicitly and hence assumed to 
remain the same as the original BEB algorithm (the CW 
would reset to CWmin upon a successful transmission). 

It can be said that the above works solved the conten-
tion problem from a priority point of view through de-
termining which class should access the medium first. 
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But that is not enough since the sudden CW reset to 
CWmin may cause several collisions, which requires 
addressing the contention problem from a congestion 
point of view. More specifically, when a station succeeds 
in transmitting a packet at a given CW, that doesn’t mean 
a decrease in congestion, but it means arriving at a con-
venient CW value [6]. 

This finding inspired some researchers to adopt a dif-
ferent approach of looking at the backoff algorithm, 
which is what to do after a successful transmission takes 
place, or simply how to decrement the CW. Several 
works on slowly decreasing the CW value were proposed 
[6–12]. [7] and [8] suggested an exponential decrease in 
the CW value upon a successful transmission instead of 
resetting to CWmin, but they assumed a fixed scale of 
decrease without taking the network conditions into ac-
count. That might result in underutilizing the channel if it 
was idle or returning to a congestion state if the network 
had not yet relieved from a previous congestion. 

While [6] and [9] suggested slow decrease backoff al-
gorithms to adapt to the network load, there was another 
proposal to assume a p-persistent MAC protocol in 
which the station would transmit with a probability p and 
refrain form transmitting with a probability 1-p [10,11]. 
That p-value was calculated in runtime and updated after 
each transmission to reflect the current number of active 
stations in [10] or the average time the channel is idle or 
busy in [11] among other conditions that affect the net-
work load. In both the slow decrease and p-persistent 
cases, complex computations were needed to update the 
p-value and to estimate the network load, respectively. 
Complex computations also mean high power consump-
tion, which is in many cases considered unaffordable in 
the wireless ad hoc networks context. 

This work has modified the IEEE 802.11’s main 
mechanism for managing access to the shared wireless 
medium, which is the Binary Exponential Backoff (BEB) 
algorithm; it is replaced with a History-Based Adaptive 
Backoff (HBAB) algorithm that updates the value of the 
BEB’s Contention Window (CW) according to the net-
work conditions with a suitable prediction. The algo-
rithm proposes a novel approach to slowly increase and 
decrease the CW value based on the busyness of the 
channel, i.e. MAC layer transmission retrials. In a previ-
ous work by the same authors [13] a similar backoff al-
gorithm was introduced under the same name, but it used 
a different technique to update CW. Besides developing 
HBAB in theory and testing it in simulation, this work 
has built a Linux-based MANET to act as a testbed for 
implementing HBAB. The constructed testbed, which 
integrates a number of ready-made and customized 
hardware and software components, implements HBAB 
as well as the original IEEE 802.11 protocols in real-time. 
Both simulation and testbed results show significant im-
provements in QoS related performance measures, espe-

cially in delay, when using HBAB over the original 
IEEE 802.11. 

The paper is organized as follows. Section 2 reviews 
the IEEE 802.11 MAC protocol backoff algorithm and 
QoS in MANETs. Section 3 presents the HBAB algo-
rithm. Sections 4 and 5 discuss performance evaluation 
of the proposed HBAB against the standard BEB IEEE 
802.11 in simulation and Linux testbed, respectively. 
Section 6 concludes the paper and provides directions for 
future work. 
 
2.  IEEE 802.11 and Binary Exponential 

Backoff 
 
The IEEE 802.11 family of standards defines the speci-
fications of both the physical (PHY) and medium access 
control (MAC) layers to construct a WLAN [14]. While 
the 802.11 PHY layer defines the signaling and modula-
tion properties of the protocol, the 802.11 MAC layer 
controls access to the shared wireless medium. In order 
to accomplish that, the 802.11 MAC defines two medium 
access functions: a mandatory distributed coordination 
function (DCF) and an optional point coordination func-
tion (PCF) [3]. The DSF function uses BEB to manage 
access to the medium in the case of packet collisions. 

The DCF function uses a carrier sense multiple access 
with collision avoidance (CSMA/CA) mechanism to 
control access to the shared wireless medium. This 
mechanism features the exchange of control packets (Re-
quest-To-Send (RTS) and Clear-To-Send (CTS)) before 
data transmission to minimize the chances of collisions. 
Furthermore, before initiating that type of RTS/CTS ex-
change, each STA is required to sense the medium for a 
time interval consisting of the DCF Interframe Space 
(DIFS) and the current value of the backoff timer [3]. 
The value of the backoff timer is randomly picked in the 
range of the current Contention Window (CW) of the 
station. CW value is updated by a Binary Exponential 
Backoff (BEB) algorithm that exponentially increases a 
station’s waiting time if the medium is found busy, and 
resets to a minimum value right after a successful trans-
mission. A positive Acknowledgment (ACK) is used to 
notify the sender that the frame has been successfully 
received. If an ACK is not received within a time period 
of ACKTimeout, the sender assumes that there is a colli-
sion and schedules a retransmission by entering the 
backoff process again until the maximum retransmission 
limit is reached [3]. A maximum of 7 retransmissions (4 
retransmissions) for short frames (long frames) are al-
lowed before the frame is dropped. The basic access 
procedure is shown in Figure 1. 

The BEB algorithm is used by the IEEE 802.11 to 
control access to the shared wireless medium among 
contending stations. This is done through adjusting the 
contention window size based on the current medium 
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status. When a station has some data to send, it senses 
the channel to determine whether it is idle. If the medium 
remains idle for a time interval equal to DIFS, the station 
is allowed to transmit. If the medium is busy, the trans-
mission is postponed until the ongoing transmission con-
cludes. Meanwhile, a slotted binary exponential backoff 
procedure takes place: each slot is equal to DIFS, and the 
number of such slots is determined by a random value 
uniformly chosen in [0, CW -1], where CW is the current 
contention window size. 

That random value is used to initialize the backoff 
timer, which keeps running as long as the channel is 
sensed idle, paused when data transmission (initiated by 
other stations) is in progress, and resumed when the 
channel is sensed idle again for more than DIFS. The 
time immediately following an idle DIFS is slotted, with 
each slot equal to the time needed for any station to de-

tect the transmission of a frame (in the IEEE 802.11 term, 
MAC Service Data Unit (MSDU)) from any other station. 
When the backoff timer expires, the station attempts to 
transmit a data frame at the beginning of next slot. 

Finally, if the data frame is successfully received, the 
receiver transmits an acknowledgment frame after a 
specified interval, called the short inter-frame space 
(SIFS), that is less than DIFS. If an acknowledgment is 
not received, the data frame is presumed to be lost, and a 
retransmission is scheduled. The value of CW is set to 
CWmin in the first transmission attempt, and is doubled at 
each retransmission up to a pre-determined value CWmax. 
Retransmissions for the same data frame can be made up 
to a pre-determined retry limit, L, times. Beyond that, the 
pending frame will be dropped [3]. The contention win-
dow update can be summarized as follows: 

current
new

min

2 CW  ,  transmission failure- up to max value
CW   

CW , transmission success


 


 

 
The metrics used in comparing protocol performance are 
1) the Packet Delivery Fraction (PDF), which represents 
the ratio of the number of the successfully delivered data 
packets to their destinations versus the number of all data 
packets being sent; 2) the average end to end delay, 
which measures the average required time in seconds to 
receive a packet; and 3) the throughput, which is the 
amount of data successfully transferred through the 
channel in a given time period. It is measured in kilo bits 
per second (kbps) [15]. 
 
3.  History Based Adaptive Backoff (HBAB) 

Algorithm 

 
This paper proposes a novel backoff algorithm, the His-
tory Based Adaptive Backoff (HBAB) algorithm, in 
which the history of the past trials for transmission is 

taken into account. In short, HBAB modifies BEB in 
such a way that the history of the past trials of trans-
mission is taken into account. In order to do that, 
HBAB defines three variables: the contention window 
size (CW), which holds the current contention window 
size, the multiplicative factor, α, which is used to 
update CW and the ChannelState, which captures a 
snapshot of the medium (or channel) representing its 
most recent busy/free states. The first variable is 
common with BEB whereas the latter two variables are 
HBAB-specific. 

The parameter α is a multiplicative factor used to up-
date CW value. A similar multiplicative factor is implic-
itly defined in the original IEEE 802.11 BEB to have the 
value of two since CW is doubled upon each transmis-
sion failure, i.e. the current CW is multiplied by two to 
get the new CW. However, α is different from that im-
plicit definition in two aspects: 

 

Figure 1. IEEE 802.11 DCF operation.       
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- Value: theoretically, any positive value greater than 1 

-
EB uses the multiplica-

I
Cha history of 
th

ium trying 
to

When HBAB begins, the three variables, CW, α and 
ChannelState

where CWmin is th
sen value for the 

current value of CW multiplied by the 
m

 the 
cu

he possible update schemes: 

can be assigned to α while the multiplicative factor 
of the original algorithm is fixed at two. The value of 
α can be either assigned statically, i.e. before runtime 
and remains constant during runtime or dynamically, 
i.e. to change according to certain parameters that 
are sampled during runtime. In this work, only static 
assignment is implemented. 

 Usage: α is used to update CW upon both transmis-
sion failures and successes. B
tive factor only in transmission failure updates since 
it resets CW upon a transmission success. 

n addition to α, HBAB defines another parameter, 
nnelState, which reflects the most recent 

e medium in terms of its busy/free states. That is, 
ChannelState stores the most recent N states of the me-
dium sensed upon each transmission trial. A free channel 
state means that the channel is available and no stations 
are currently transmitting; it is represented by 1. A busy 
channel state means that there is at least one stations 
currently transmitting; it is represented by 0. Hence, if 
N=2 (which is the case in this work), a ChannelState of 
01 means that the medium had been busy then becomes 
free. N indicates the depth of this history; the greater N, 
the deeper captured history of the channel. An obvious 
tradeoff will be the depth of the channel history versus 
the available memory to store the states. 

The ChannelState is updated upon each transmission 
trial, i.e. each time the station senses the med

 transmit a packet. To make room and store the new 
channel state, the oldest channel state is removed and the 
remaining stored states are shifted to the left. 

, are initialized as follows: 

CW = CWmin                  (1) 

α = f, f >1                   (2) 

ChannelState = 11             (3) 

e minimum value of CW, f is the cho-
multiplicative factor α and Channel-

State is expressed in binary representation. f could be 
theoretically any positive value greater than one to 
assure the multiplicative impact on CW; in the special 
case of f is exactly one, no updates will take place as 
the process of updating CW involves multiplication or 
division as will be shown later in this section. If f is a 
positive value less than one, then the multiplicative 
impact is reversed: multiplying by α decreases the 
multiplicand whereas dividing by α increases it. Nega-
tive values of f are meaningless since α is used to up-
date a counter. 

If the current transmission trial has failed, CW is up-
dated to be the 

ultiplicative factor α. Thus, the station would wait for a 
number of time slots equal to the new value of CW be-
fore attempting transmission again. If, however, the cur-
rent transmission trial has succeeded, further checks need 
to be done in order to calculate the updated, namely: 

1) If the value of the ChannelState represents two con-
secutive busy states, the new value of CW would be

rrent CW divided by α. 
2) Otherwise, CW is reset to CWmin. 
Equation (4) illustrates t

CW ,

CW  CWmin, transmission success, ChannelState  00

CW
,  transmission success, ChannelState  00

transmission failure




 


 

 


                        (4) 

 

here ChannelState is expressed in binary representa-
ion. 

heck (0 indicates a busy channel and 1 indicates a 
fr

BEB doubles the value of CW upon a 
tra

cates a congested medium), CW is divided by α instead 
of resetting to CW . In other words, a slow decrease in 

w
t

Table 1 shows the suggested CW updating method per 
state c

ee channel): 
Compared to BEB adopts a similar incrementing ap-

proach. While 
nsmission failure, HBAB multiplies the value of CW 

by α. As for the decrementing approach, it is somehow 
different. Instead of resetting CW to CWmin all the time as 
in BEB, HBAB first checks the value of the Channel-
State is not busy for two consecutive times provided that 
the current channel state is free (the latter condition is 
indicated by the transmission success). In case the chan-
nel state is busy for two consecutive times (which indi-

min

 
Table 1. Possible CW update values based on HBAB opera-
tion. 

urrent state State CW value C

00(busy, busy) 
01 (busy, free) 
10 (free, busy) 

y) 

11 (free, free) 

CW = CW *() 0 (bus

11 (free, free) 
01 (busy, free) 
10 (free, busy) 

CW = CWmin 
1 (free) 

00(busy, busy) CW = CW / () 
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CW is preferred in t  congested medium 
(for at least stat to b  sin-
gle s

As for the overh s w g 

for memory, the extra storage space is 
ne

ection shows the performance of HBAB-based 
EE 802.11 against the BEB-based IEEE 802.11 under 

 simulation is carried out in 
ualNet network simulator version 4.0 [17]. Each point 

ion modelled a network of 50 mobile nodes 
laced randomly within a 1000 × 1000 meters area. Ra-

 is 250 meters and 
hannel capacity is 2 Mbits/sec. As for node mobility, 

 lasts until the end of the simula-
tio

his case since a
 two 

uccess. 
es) is unlikely e free upon a

ead that come ith implementin
HBAB, it is due to two factors: extra memory space for 
new variables and extra computations for additional op-
erations. As 

eded for the new variables: ChannelState and eight 
other utility variables. As for computations, five addi-
tional operations are needed to determine the next value 
of CW, which are multiplication, shifting, ‘if’ condi-
tional statement, memory read and memory write opera-
tions (to update the hardware registers). An implicit 
power overhead is associated with the additional opera-
tions. 
 
4.  Simulation Results 
 
This s
IE
different network loads. The
Q
on every graph represents the average of 10 trials using 
different SEED values to minimize the effect of outliers. 
The SEED value is used to initialize the random number 
generator, which is used for node placement and mobility 
among other usages. Each SEED was used twice: once 
for an IEEE 802.11 simulation run and the other for the 
corresponding HBAB simulation run under the same 
parameters. That ensures the testing has been conducted 
under the exact conditions, including any random-based 
parameter. 
 
4.1.  Simulation Environment 
 
Our simulat
p
dio propagation range for each node
c
the random waypoint model is used. In this model, a 
node chooses a random point in the network, and moves 
towards that point at a constant speed. The speeds are 
uniformly chosen between the minimum and maximum 
speeds set to 0 m/s and 10 m/s, respectively. When the 
node reaches its destination, it stays there for a certain 
pause time (fixed to be 20 seconds in this paper), after 
which it chooses another random destination point and 
repeats the process. 

All simulations last for 600 seconds. The data traf-
fic is generated by Constant Bit Rate (CBR) sessions 
initiated between random source and destination 
pairs. Each session

n. Table 2 shows the common simulation parame-
ters. 

Table 2. Simulation parameters. 

Parameter Value 
Area 1000×1000m 
Number of n
Simulation t
Packet s 512 bytes 

 rate (per connection) 

dom waypoint with max 
of 10m/s and pause 

 

 rate (CBR) 

CW , CW  

odes 50 
ime 600s 

ize 

Packet 4 packets/s 

Mobility pattern 
Ran
speed 
time of 20s

Traffic type Constant bit

min max 31, 1023 

 
Simulation results are show  and Figures 2 

th ble 3 shows a de ove-
ment of HBAB averaged for ections loads per 
alues of α (compared to IEEE 802.11). Figures (2)–(4) 

sh

wed a different be-
ha

n in Table 3
rough 4. Ta tailed percentage impr

 all conn
v

ow the individual PDF, throughput and average delay 
comparisons between HBAB (for selected values of α) 
and IEEE 802.11. It was noted that for all values of α and 
under most of the tested networks loads, HBAB had out-
performed IEEE 802.11 for all of the three performance 
metrics. The only exception was the lowest network load 
(the ten connections) for higher values of α. In general, 
performance improvement tended to be higher for smaller 
values of α; in other words, as the value of α increases, 
the percentage improvement in HBAB performance 
compared to IEEE 802.11 decreases. 

As for each of the performance metrics, the PDF 
maintained a descending pattern of improvement as the 
value of α increased (with the highest improvement at α 
= 1.1), while the average delay sho

vior; it reached the peak at α = 1.2 and recorded an-
other increase at α = 1.4. Throughput showed similar 
behavior to PDF. Overall, the best performance im-
provement was obtained for α = 1.2 (with 33.51% im-
provement in delay and 7.36% improvement in PDF 
compared to IEEE 802.11). 

 
Table 3. Performance improvement of HBAB. 

 value Improvement (compared to IEEE802.11) 

 PDF Average delay Throughput

1  .1 8.60% 12.13% 8.56%

1.2 7.36% 33.51% 7.40% 

1  

1.4 

-16.39% 

.3 7.70% 

5.73% 

14.43% 

17.48% 

7.57% 

5.71% 

1.5 5.33% 9.28% 5.32% 

1.6 5.04% 6.95% 4.93% 

1.7 5.69% 3.38% 5.68% 

1.8 5.87% 0.89% 5.89% 

1.9 5.36% 1.33% 5.46% 

2 3.59% 6.46%    
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5.  L x Te Resul
 
The testbed that was used to BAB for real time 

erfor nce co  4 L d station sk-
ork in the ad-hoc mode. 
 loaded on an Atheros- 

inu stbed ts 

 test H

based wireless adapter [18] running the Madwifi driver 
[19]. All of the four stations ran Fedora 7 distribution [20] 
and the Linux kernel version 2.6.21. Although Atheros 
chipset and Madwifi driver offer a level of coding flexi- 
bility not present in other chipsets, implementing the 
backoff algorithm fully was not possible because packet 

p ma mprises inux-base s: 3 de
tops and 1 laptop configured to w

he backoff algorithm itself wasT
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Figure 1. PDF of HBAB (α= 1.1, 1.3, 1.5, 1.7 and 1.9) vs BEB-simulation.  
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transmission trial handling is done per-packet, not per 
transmission. That is, a packet success in Madwifi means 
that a packet has been delivered to the destination re-
gardless the number of retransmissions it had encoun-
tered. Similarly, a packet failure means that the packet 

had failed all the possible transmission trials (until 
hit-ting the maximum retry limit). Not being able to access 
the packets per retransmission means that implementing a 
backoff algorithm per transmission is not possible. Alter-
natively, a per-packet variant of HBAB has been pro- 
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Figure 2. PDF of HBAB (α = 1.2, 1.4, 1.6, 1.8 and 2) vs BEB-simulation.    
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posed to demonstrate the new backoff algorithm. Table 4 
shows the wireless adapters used in this work along with 
their specifications. 

A number of Linux-compatible software tools were 
used to implement and evaluate HBAB. The network 
load traffic was generated using the Multi-Generator 

(MGEN) tool, which is open source software that pro-
vides the ability to perform IP network performance tests 
and measurements using UDP/IP traffic [21]. The TRace 
Plot Real-time (TRPR) software tool was used to analyze 
the output files generated by MGEN and calculate the 
performance metrics used in this work [22]. In order to 
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Figure 3A. Throughput of HBAB (α = 1.1, 1.3, 1.5, 1.7 and 1.9) vs BEB-simulation. 
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monitor the network and capture live packets as experi-
ments were conduct
lyzer was used [23]. Forming a MANET needed a suit-
able routing protocol, which was the DSR routing proto-
col in this work (DSR-UU implementation) [24]. 

In order to evaluate HBAB real-time performance, a 
number of testing scenarios were conducted in both 
simulation and Linux testbed environments. In all testing 
scenarios, the main connection that was used to evaluate 
HBAB performance, i.e. to generate the fore ground traf-
fic, was established between Station 2 (source; HBAB- 
loaded) and Station 4 (destination). The packet genera-
tion rate was changed per testing scen rio. Other connec-
tions were establis
as Stations 2 and 4 to g

acket generation rate also varied per testing scenario. 

s were 
co

all connections loads per values of α (compared to IEEE
 the individual 

PDF, throughput and average delay comparisons be-
tween HBAB (for selected values of α) and IEEE 802.11. 
Since HBAB implementation in the Linux testbed was 
a bit different from simulation, performance results 
were different as well. In general, there was no consis-
tent performance improvement pattern in the testbed 
experiment results as illustrated in simulation. HBAB 
outperformed IEEE 802.11 for almost all values of α 
(except α = 1.1) with respect to the average delay, and 
for half of the val es of α with respect to the PDF and 

. Over ll, the best performance improve-
 34.30% improve-
ent in PDF com-

pared to IEEE 802.11). 

ed, Wireshark network protocol ana- 802.11), whereas Figures (6)–(8) show

a
u
a

hed between Stations 1 and 3 as well 
throughput

enerate background traffic, whose 
ment was obtained for α = 1.7 (with
ment in delay and 1.40% improvem
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The performance measures (average delay, loss fraction 
and throughput) were extracted from the log files pro-
duced at Station 4 after each testing scenario. Traffic 
generation rate was changed from 100 to 200 packets/s 
per station in steps of 20. All testbed scenario

nducted using the special per-packet variant of HBAB 
(with varying the multiplicative factor α from 1.1 to 2.0 
in steps of 0.1). Table 5 further shows the parameters of 
the testing scenarios. 

The results of the Linux testbed experiments are 
shown in Table 6 and Figures (5)–(7). Table 6 shows a 
detailed percentage improvement of HBAB averaged for 

 
6.  Conclusions 
 

A MANET is an infrastructure-less network connecting a 
number of mobile nodes via wireless media. The special 
characteristics of MANETs, such as mobility and ab-
sence of centralized control, have made the provisioning 
of end-to-end QoS guarantees a very challenging prob-
lem. 

In this work, an adaptive backoff algorithm was de-
veloped based on the IEEE 802.11 MAC to provide bet-
ter QoS performance (especially delay) in MANETs. In 
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Figure 3B.  Throughput of HBAB (α = 1.2, 1.4, 1.6 and 1.8) vs BEB-simulation. 
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Figure 4A. Average delay of HBAB (α = 1.1, 1.3, 1.5, 1.7 and 1.9) vs BEB-simulation. 

 
particular, the IEEE 802.11’s Binary Exponential Back 
off (BEB) algorithm was replaced with a History-Based 
Adaptive Backoff (HBAB) algorithm that updated the 
value of the BEB’s Contention Window (CW) according 
to the channel state over a period of time. In addition to 
the channel state, HBAB utilized a multiplicative factor, 

α, to increase or decrease CW value. 
HBAB was tested by simulation (using QualNet 

simulation package) and implemented in a Linux-based 
testbed. The simulation environment featured fifty nodes 
moving in random way-point fashion within 1000 square 
meters area, whereas the Linux testbed comprises four  
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Figure 4B. Average delay of HBAB (α = 1.2, 1.4, 1.6, 1.8 and 2) vs BEB-simulation. 
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Table 4. Wireless cards specifications. 

Make and model Dlink DWL-122 Netgear WPN-511 Dlink DWA-110 

Chipset Intersil Prism II Atheros AR5002 (AR5212) Ralink RT2501U 

Network standards 802.11 b 802.11 b and g 802.11 b and g 

Host interface USB PCMCIA USB 

Wireless adapter driver Linux-wlan-ng 0.2.8 Madwifi 0.9.3.1 rt73 1.1.0.0 

 
Table 5. Testbed parameters. 

Parameter Value 

Area 4×4m 

Number of stations 

Testing scenario duration 

Packet size (foreground and background traffic) 512 bytes 

Packet rate (foreground and background traffic) 100, 120, 140, 160, 180, 200 packets/s (per station) 

Background traffic type UDP Constant Bit Rate (CBR) 

4 

Average of 2 trials, each of 60 s 

 
Table 6. HBAB performance improvement (compared to IEEE 802.11) for the hardware testbed experiments. 

Improvement (compared to IEEE 802.11) 
 value 

PDF Average delay Throughput 

1.1 1.50% -0.51% 1.50% 

1.2 -1.49% 6.10% -1.49% 

1.3 0.74% 1.11% 0.74% 

1.4 0.72% 13.11% 0.73% 

1.5 0.33% 14.75% 0.32% 

1.6 -2.47% 

1.7 1.40% 

1.8 0.29% 0.29% 

-1.37% 

-3.75% 

10.95% -2.48% 

34.30% 1.40% 
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Figure 5A. PDF of HBAB (α = 1.1, 1.3, 1.5, 1.7 and 1.9) vs BEB-Linux implementation.  
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Figure 5B. PDF of HBAB (α = 1.2, 1.4, 1.6, 1.8 and 2) vs BEB-Linux implementation. 
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Figure 6A. Average delay of HBAB (α = 1.1, 1.3, 1.5, 1.7 and 1.9) vs BEB-Linux implementation. 
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Figure 6B. Average delay of HBAB (α = 1.2, 1.4, 1.6, 1.8 and 2) vs BEB-Linux implementation. 
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Figure 7A. Throughput of HBAB (α = 1.1, 1.3, 1.5, 1.7 and 1.9) vs BEB-Linux implementation. 
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Figure 7B. Throughput of HBAB ( and) vs BEB-Linux implementation. 
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ABSTRACT 
 
An approach to design and implement the control function of LD (Ladder Diagram) in the hydropower 
simulation system based on all paths searching algorithm is proposed in this paper. LD is widely used as a 
programming language for PLC (Programmable Logic Controller), but it doesn’t be executed automatically 
in the hydropower simulation system which is a software system, and there is no compiler or interpretation 
for LD in it. The approach in this paper is not only to present a graphical interface to design LD, but also im-
plement its control function through trans-forming it to a corresponding undigraph, in which, all paths be-
tween two vertexes (live wire and null line) are searched by the proposed algorithm. An application example 
is presented to verify the validity of the algorithm and shows that the algorithm is correct and practicable. In 
addition, how to implement the control function based on object-oriented thought is introduced. 

The running time is shown at last, which proves that the system with the algorithm can meet the real-time 
request in the hydropower simulation system. 
 
Keywords: Ladder Diagram, Object-oriented Thought, Undigraph 
 
1.  Introduction 
 
Recently, great changes have arisen in the electrical vir-
tual instruments, e.g. the hydropower simulation system 
[1–4]. It is a comprehensive system including hydraulic, 
water conservancy, mechanics and autocontrol. LD con-
trol system plays an important role in the system, so an 
user friendly design interface component-based should 
be developed for users, and meanwhile, unlikely in the 
PLC, the control function of LD must be implemented 
without compiler or interpretation. 

Reference [5] proposed a control modeling approach 
using PNs, an automated CNC lathe door interlocking 
control program is used as an example, for which model 
is constructed and validated via PNs. Reference [6] pro-
posed a method to design an LD based on a PN modeling 
approach. A general method for mapping PNs to LDs is 
implemented. But converting LDs to PNs can not solve 
the problem in the hydropower simulation system. Ref-
erence [7] converts from a ladder diagram to a native 

code directly, and a benchmark test in an automotive 
manufacturing process shows that the translation method 
fairly speeds up execution in comparison with existing 
interpretation methods, but there is no interpretation for 
the code in the software system. Reference [8] extracts 
the relations of control elements in LD, it presents a trans-
formation method that is achieved by traversing AOV di-
graph, which is mapped from LD. This method obtains 
logic relations in the LD by predefining meaning of 
graphical symbols. It can’t be obviously applied in our 
system since there need an interpretation for the relations. 

Fengman hydroelectric power station is the earliest 
large hydropower station in china, the simulation system 
in it has run more than 10 years, the work in this paper is 
based on the system of the next version. 
 
2.  Problem Description 
 
Figure 1 shows the accident control circuit of high pres-
sure compressor. Its control principle is that: When the 
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pressures of the first, second, and third stages are higher 
than the specified value, pressure relays 2YX1, 3YX1and 
4YX1 are open respectively, signal relay coils 2XJ1 
(controlled by relay 2YX1), 3XJ1(controlled by relay 
3YX1),and 4XJ1(controlled by relay 4YX1) are excited, 
and then, contacts 2XJ1(controlled by relay coil 2XJ1), 
3XJ1(controlled by relay coil 3XJ1), and 4XJ1 (con-
trolled by relay coil 4XJ1) are open,BCJ1 is excited, 
leading to the accident shutdown. 

When the pressure of the third stage is lower than the 
specified value, pressure relay 5YX1 is open, the signal 
relay coil 5XJ1 is excited, the contact 5XJ1 is open, 
BCJ1 is excited, leading to the accident shutdown. 

In a word, all paths between the live wire and the null 
line should be searched to find out which controls are in 
the same path between the live wire and the null line, e.g. 
the pressure relay 2YX1 and the signal relay coil 
2XJ1,the Pressure Relay 5YX1 and the signal relay coil 
5XJ1, etc. 

There are few elements, e.g. the signal relay coil 5XJ1 
and the contact 5XJ1, are not in the same path, their con-
trol relations can be achieved through adding member 
variables respectively. There are many other types of 
circuit elements of which control functions are as similar 
as ones mentioned above in the ladder diagram. 

Firstly, a graphical interface to design LD must be 
presented, as demonstrated in the following sections. 
 
3.  The Graphical Interface for LD 
 
In the hydropower simulation system, which is developed 
with Microsoft c#.net, each circuit element is an user con-
trol. The relay coil and the contact, which are the main 
elements in LD, are taken as examples to illustrate the class 
structure of the circuit elements. Figure 2 shows the class 
diagram of the voltage relay coil and the current relay coil. 

IRelay is the interface of all the types of the relay coils. 
VoltageRelay and CurrentRelay are two subclasses, The 
main attributes and methods of the Voltage- Relay are as 
follows: 

_isExciting;         //   the excitation state of the 
coil 

_standardVoltage; //   the standard induced voltage 
of the coil 

_currentVoltage;     //   the current voltage of the 
coil 

_title;              //   an attribute to determine 
which contact is controlled by it SetState();          // 
set _isExciting of the coil 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Accident shutdown control circuit of high-pressure compressor.     
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+Isexciting() : bool
+GetTitle() : string
+Run() : void

<<Interface>> 
IRelay

+SetState() : void
+SetStandardVoltage() : void

-_isExciting : bool
-_standardVoltage : float
-_currentVoltage : float
-_title : string

<<implemention class>>
VoltageRelay

+SetState() : void
+SetStandardCurrent() : void

-_isExciting : bool
-_standardCurrent : float
-_currentCurrent : float
-_title : string

<<implemention class>>
CurrentRelay

 
Figure 2. The class diagram of the relay coil. 

 
SetStandardVlotage(); //   set _standardVoltage of 

the coil 
IsExciting();        //   return the excitation state 

of the coil 
GetTitle();          //   return _title 

Run();              //   to judge whether the coil 
should be excited 

The attributes and methods of CurrentRelay are simi-
lar to VoltageRelay. Figure 3 shows the class diagram of 
the contact. Its main attributes and methods are as fol-
lows: 

_isConnect:       //    the state of the con-
tact(open or closed) 

_type:         //    the type of the con-
tact(normally open or normally closed) 

_title:            //   an attribute corresponding to 
the one in the relay coil, when they are equal,the contact 
is controlled by the coil 

SetState():        //   set _isConnect of the coil 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. The class diagram of the contact. 

The line is a special user control, connects two user 
controls, which are the member variables of the line: 
control1 and control2.These two member variables are 
also used in the all paths searching algorithm, as demon-
strated in Section 4. 

Besides the graphical interface of the circuit elements, 
the edit function for LD is also presented, of which the 
class diagram is shown in Figure 4. It is developed based 
on the command pattern, which encapsulates the detail of 
processing the messages. The functions of the controls 
such as adding, copying, cutting, moving and plastering 
can be performed through the menu or the shortcut keys. 
The function Add() of the menu is to add the user con-
trols to the panel. Clicked() is to select an user control 
and generates the corresponding instance of the Com-
mand subclass, then call the function Execute() and 
sends the requirements to the control, which determines 
what to do. As mentioned above, based on the Command 
pattern, the details of the execution after sending a mes-
sage is transparent for the menu. 

Figure 5 shows the graphical interface corresponding 
to Figure 1, The right part of the interface is the library 
of circuit elements. After designing the interface, the 
control function of LD should be implemented, as pre-
sented in Section 4. 
 
4.  All Paths Searching Algorithm 
 
As mentioned in Section 2.The main task to achieve the 
control function of LD is to search all the paths between 
and the live wire(LW) and the null line (NL), which can 
be implemented through conforming LD to an undigraph, 
as shown in Figure 6. ((R) represents the relay coil,(C) 
represents the contact). Each user control in the undi-
graph can be seemed as a vertex except the line, which is 
seemed as an edge. The line varible previousLine doesn’t 
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+IsConnect() : bool
+GetTitle() : string
+Run() : void

<<interface>>
IContact

+SetState() : void

-_isConnect : bool
-_type : float
-_title : string

<<implementation class>>Contact

Figure 4. The class diagram of edit functions. 
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Figure 5. The graphical interface. 

 
exist, but only for the algorithm. 

Important variables and functions during the algorithm 
execution are as follows: 

1) myStack: A stack variable, insert, remove and 
return the line varible at the top of itself (Its corres- 
ponding member functions are mystack. push(), mystack. 
pop() and mystack. peek()). 

2) myHashtable: A hashtable variable, add or remove 
an element with the specified key and value (Its 
corresponding member functions are myHashtable.- 
add(), myHashtable.remove()), here the key and value 
are all line variables. The value is the immediate prede-
cessor of the key which has been visited during the 
algorithm, each path can be extracted from myHashtable. 

3) lineVisited: A table variable,includes two fields: the 
former is the line in the stack,the lattter is the immediate 
successor of the former and has been visited during the 
algorithm.The line variables can be inserted into or 
removed from lineVisited ((Its corresponding member 
functions are lineVisited.add(), lineVisited.re- move()). 

4) tempControl: An user control variable,represents the 
user control being visited during the algorithm execution. 

5) previousLine: A line variable, it doesn’t exist in the 
LD but for the algorithm (previousLine. control1= null, 
previousLine.control2 = LW), as shown in Figure 6. 

6) refresh (line, tempcontrol): Return an user control 
variable. The parameter line is a line varible, the  
parameter tempcontrol is an user control varible.If 
line.control1 = tempcontrol, return line.control2; else 
return line.control1. 

The implementation of the algorithm is: 
Step 1. Initialize the variables: myStack.push (pre- 

viousLine), tempControl=LW. Goto Step2. 
Step 2. If myStack is empty, then the algorithm ends, 

all paths are searched, else goto Step3. 

Step 3.Search the immediate successor of myStack.- 
peek(), the successor must be not in myStack and not in 
lineVisited as the second field value with the first field 
value of myStack.peek(), if it exist (we suppose it named 
as templine), goto step4; else goto step7. 

Step 4. lineVisited.Add (mystack.peek(), templine ), 
myHashtable.add(templine, mystack.peek()), myStack. 
push (tempLine), tempControl=refresh(templine, temp- 
Control). Then if tempControl is LW,goto step5, else if 
tempControl is NL, goto step6, else goto step2. 

Step 5. Remove the elements from lineVisited with the 
first field value of mystack.peek(),and if mystack. peek() 
isn’t previousLine, remove the elements from myHash- 
table with the key of myStack.peek().Refresh (myStack. 
peek(), tempControl), myStack.pop(), go to step2. 

Step 6. A path is searched and can be extracted from 
myHashtable, if myStack.peek() isn’t previousLine, 
remove the elements from myHashtable with the key of 
myStack.peek(). tempControl = Refresh(mystack.peek(), 
tempControl), myStack.pop(), go to step2. 

Step 7. Remove the elements from lineVisited with the 
first field value of mystack.peek(), and if mystack. peek() 
isn’t previousLine, remove the elements from 
myHashtable with key of myStack.peek(). tempControl 
=Refresh (mystack.peek(), tempControl), mystack.pop(), 
go to step2. 
 
5.  The Application Example and Analysis 
 
As mentioned that the control function of LD should be 
implemented based on object-oriented thought. The run-
ning module which is irrelated to the edit environment, 
receiving the messages from the circuit elements, is to 
implement the control function. 

The edit environment transfers all the paths searched 
with the algorithm to the running module, and when the 
state of the circuit element changes, it sends the corre-
sponding message (including some attributes) to the 
module. After transformed to an undigraph in Figure 6, 
LD in Figure 1 is taken as an example to illustrate the 
whole process. Paths searched between live wire and null 
line with the algorithm are as follows: 

Path1: LW-2YX1-2XJ1(R)-NL. 
Path2: LW-3YX1-3XJ1(R)-NL. 
Path3: LW-4YX1-4XJ1(R)-NL. 
Path4: LW-5YX1-2SJ1-5XJ1(R)-NL. 
Path5: LW-1WJ-6XJ1(R)-NL. 
Path6: LW-3WJ-7XJ1(R)-NL. 
Path7: LW-2XJ1(C)-BCJ1(R)-NL. 
Path8: LW-3XJ1(C)-BCJ1(R)-NL. 
Path9: LW-4XJ1(C)-BCJ1(R)-NL. 
Path10: LW-5XJ1(C)-BCJ1(R)-NL. 
Path11: LW-6XJ1(C)-BCJ1(R)-NL. 
Path12: LW-7XJ1(C)-BCJ1(R)-NL. 
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Figure 6. The undigraph corresponding to LD in Figure 1. 
 

Table 2. The Longest Running Time According to the Number of the Control Elements. 

The Number of the Control Elements 30 40 50 60 70 80 90 

The Max Number of the 
Paths Searched 

14 17 29 44 69 73 76 

The Longest Running Time/ms 21.5 28.7 39.2 57.4 79.8 111.5 144.1 

 
When the pressures of the first stage is higher than 

the specified value, the pressure relay 2YX1 is open 
and sends a message including three attributes: its 
name (2YX1), control type(pressure relay) and state 
(open) to the running module. After receiving the 
message including some attributes, operations of the 
module are that: finds the path 2YX1 is in(path1), if 
there is an relay coil in path1(2XJ1(R)), it should be 
excited, and then, 2XJ1 (R) sends a message including 
its name, control type, state and _title, the module finds 
out the contact controlled by 2XJ1(R) from the user 
controls of all the paths: 2XJ1(C)(If there are many 
contacts controlled by 2XJ1(R), they all send messages 
to the running module), 2XJ1(C) sends a message, the 
module finds out 2XJ1(C) is in path7 and judges 
whether other contacts in path7 are all open, here there 
is only one and is open, the relay coil in path7(BCJ1) 
should be excited, send a message to the module, and 
lead to the accident shutdown. What should be noticed 
is that if there are many messages received, the module 
complies with FIFO rule. 

From the process above, it proves the validity of the 
algorithm and its essence is to search all the paths be-
tween two vertices. The algorithm excludes the loops 
with the table varible: lineVisited, and store the paths 
with the hashtable varible: myHashtable. Generally, 
there are 30-90 control elements in the LD. Table 2 
shows the longest running time with the proposed 
algorithm according to the maximum number of the 
paths searched with different number of control elements. 
(It runs on a platform of Core (TM)2 CPU with 512 
Megabytes memory). When there are 90 control 

elements and 76 paths, the longest running time is no 
more than 150ms, so it can be concluded that the LD 
system can meet the real-time request in the hydropower 
simulation system. 
 
6.  Conclusions 
 
In this paper, a method to design an interface for LD is 
presented with typical class diagrams and the graphical 
interface, then an algorithm is proposed to implement the 
control function of LD through transforming LD to an 
undigraph and search all the paths between LW and NL. 
The application example and the analysis verify the va-
lidity of the algorithm. The running time is shown at last, 
it proves that the LD system with the algorithm can meet 
the real-time request in the Hydropower simulation sys-
tem. 
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Appendix 
 
The algorithm excution in another complex undigraph 
with two loops is demonstrated as follows: the thick 

edges represents the lines in myStack, the white vertex 
represents the variable tempControl. 
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